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FOREWORD

Flame acceleration (FA) and deflagration-to-detonation transition (DDT) are important phenomena in
severe accidents because they can largely influence the maximum loads from hydrogen combustion
sequences and the consequential structural damage. The ultimate goal in hydrogen mitigation is to design
countermeasures that allow operators to avoid FA and DDT. In current nuclear power plants, the load-
bearing capacity of the main internal structures is jeopardized by flame speeds in excess of about 100
m/s. New containment designs could, in principle, be constructed to carry higher dynamic loads,
however, at the expense of additional costs. To judge the potential for fast flames and DDT, the causes
and underlying processes have to be understood. Criteria may then be derived that can be used in three-
dimensional numerical containment simulations, testing the effectiveness of hydrogen mitigation
methods, to decide whether FA or even DDT is possible.

A review of Flame Acceleration (FA) and Deflagration-to-Detonation Transition (DDT) in Containment
had been prepared for the NEA Committee on the Safety of Nuclear Installations (CSNI) as a State-of-
the-Art Report (SOAR) in 1992 [reference NEA/CSNI/R(92)3]. Since the issuing of that report, several
very significant new experimental and theoretical projects had been initiated and had started to bear
fruit, in the United States, Japan, Germany, France, Canada, the Russian Federation, and under the
auspices of the European Commission. After discussions held at the September 1996 meeting of CSNI’s
Principal Working Group on the Confinement of Accidental Radioactive Releases (PWG4), the
Committee agreed that a new report should be initiated with the objective of compiling information from
these programmes for the benefit of Member countries.

Dr. W. Breitung (Forschungszentrum Karlsruhe, FZK) agreed to take the lead in the preparation of the
new State-of-the-Art Report. A small Writing Group was set up; its members are listed in Annexes 1 and
2.

The Writing Group met twice in 1998 and twice in 1999. Lead Authors were appointed for the various
chapters of the report. The final version was endorsed by PWG4 in September 1999 and by CSNI in
December 1999.

The CSNI expresses its gratitude to the various governments and organizations that made experimental
and analytical data available for the preparation of the report as well as the resources—time, staff,
competence, effort and money—devoted to this substantial piece of work. The role of the Lead Authors
was essential in preparing the document; they also deserve all our gratitude. Special thanks are due to
the FZK, in particular to Dr. W. Breitung, who—in addition to preparing chapters—led and co-ordinated
the efforts and produced the final draft. Without their generous and vigorous support, their competence
and hard work, the report would have taken a much longer time to produce and its quality would
necessarily have been lower.

Thanks are due also to Ms. A. Soonawala who expertly edited the report, improving its readability and
its layout.
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EXECUTIVE SUMMARY

This report concerns the key issue of hydrogen combustion that may occur as a result of severe
accidents in nuclear power plants, namely to predict which type of combustion will occur: a slow
flame, a fast turbulent flame, or a detonation. This question is crucial because the combustion mode
governs the amplitude and time scale of the containment pressure load.

Chapter 1 introduces the phenomena of flame acceleration (FA) and deflagration-to-detonation
transition (DDT) with respect to the relevance of these processes in severe accidents, the basic
physical phenomena that define the detonation limits involved in these processes, and options for
control and mitigation of these processes.

Chapter 2 describes the basic elements of FA and DDT, which have been understood for many years.
Both these phenomena are basically due to the intrinsic instability of flame surfaces. Depending on
the mixture composition, the initial pressure and temperature conditions, the geometrical
configuration and, most importantly, the physical size (or scale) of the reactive system, FA and
detonation on-set may or may not occur What has been missing up until now are quantitative
predictions of FA and DDT for given conditions.

Chapter 3 outlines the significant advances that have been made in this field during the last decade
(1990-1999). Two criteria were derived from a large new experimental database. The first criterion
predicts the potential for spontaneous FA to supersonic flame speeds. This criterion controls the
formation of shocks that have sufficient strength to trigger a secondary local explosion. The second
criterion governs the amplification and transmission of this local explosion to a stable detonation in
the undisturbed mixture. For this step, the effective geometrical size of the reactive mixture must be
greater than 7 times the detonation cell width of the average mixture composition. Both conditions,
namely the critical flame velocity and the minimum scale requirement, are necessary for a complete
DDT. The two criteria allow realistic assessments of the FA and DDT potential during an accident
scenario. Rules and data for evaluation of the criteria in reactor containments are formulated.

An important property of these criteria is that they can be evaluated from the results of three
dimensional (3D) computational fluid dynamics (CFD) distribution calculations, which provide all the
necessary data for mixture composition and geometrical scales. Depending on these results, the
criteria allow us to predict the fastest combustion regime possible, namely either slow deflagration,
fast turbulent deflagration, or detonation. An approach on how to use the criteria within a lumped-
parameter framework is described in Section 6.3.

Chapter 4 summarizes the state-of-the-art of the mathematical description of these 3 combustion
regimes. It starts with modelling of non-reacting turbulent flames, putting major emphasis on
Reynolds-averaged Navier-Stokes equations. Different types of closure approaches are discussed. An
important practical issue for large-scale nuclear containments is the modelling of obstacles for which
porosity models are described. Moreover, the key ideas for large eddy simulation are summarized.

For simulation of turbulent premixed combustion, three model categories are described, covering
heuristic closures, flamelet models, and probability density function (PDF) approaches. The realistic
representation of chemistry poses a major challenge to numerical modellers because of its wide range
of inherent time scales. Chapter 4 presents heuristic models for the net effect of numerical reactions as
well as for more sophisticated reduced chemistry models and the most recent developments, aiming at
a systematic mathematical approach to chemistry reduction.
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The particular numerical challenges posed to a numerical flow solver in the context of FA and DDT
are discussed, and the current most-popular finite-difference and finite-volume approaches are
presented. For numerical representation of the combustion front, essentially 2 alternatives exist: (a)
detailed models for all relevant physical processes within the turbulent combustion zone, or (b)
treatment of the reaction front as a discontinuous surface in space.

  Chapter 5 gives examples for recent mathematical and numerical model developments and their
validation by corresponding experiments. Moreover, the important question is addressed: which tool
to choose for which task in practical applications. For many of the every day engineering tasks, it
would be inefficient to employ the most advanced and complex modelling tools giving the currently
best-possible answers. On the other hand, with increasing requirements on the precision of safety
analysis, a demand for detailed and sophisticated modelling exists. Therefore, a good compromise
seems to be the compilation of a hierarchy of models with increasing levels of detail, starting from
coarse-grain zero-dimensional lumped-parameter models to high-resolution 3D tools. The choice of
model then is  primarily governed by the type of processes to be resolved and the required precision.

With respect to simulation of FA and DDT, first-level models neglecting momentum exchange have
very restricted predictive value. The next level of computational complexity that allows representation
of 3D global unsteady but statistically averaged flow fields provides estimates for the influence of
momentum exchange and the effects from the other previously neglected terms in the Navier-Stokes
equations. This level of modelling allows realistic assessments of potential structural loads that are
due to high-speed combustion events. However, this kind of approach still misses events that are
triggered by localized processes and can then develop into global combustion events. Examples are
ignition by hot spots or detonation onset through gas-dynamic–reactive resonances. Reliable
modelling of this kind of process requires an even more advanced modelling level that is able to
resolve the smallest flow scales, e.g., by sophisticated dynamic mesh refinement.

Chapter 6 describes how the tested model approaches, outlined in Chapter 5, are currently applied to
reactor containment analysis. Two different levels of model sophistication are currently applied. The
first one is based on the mixture and geometry information available within conventional zero-
dimensional lumped-parameter models. This fast and relatively easy analytical method is useful to
screen a large number of different event sequences for the risk-dominating cases. However, this
screening procedure requires well- experienced users who are familiar with the intrinsic uncertainties
of lumped-parameter distribution calculations, in order not to miss critical accident sequences. The
identified critical cases should then be investigated with the next higher level of model sophistication,
using three-dimensional CFD tools.

The higher precision of CFD prediction with respect to FA and DDT potential comes first from the
solved equations (3D, fully compressible Navier-Stokes equations, including momentum balance and
a complete set of fluid dynamic terms); second, from the much finer spatial resolution (typically 1 m3

versus 1000 m3 with a lumped-parameter method); and third, from the correspondingly smaller
numerical truncation errors and mixing effects. The given examples of full CFD distribution analysis
with the corresponding evaluation of the FA and DDT criteria demonstrate that currently available
CFD tools allow us to exam the relative merits of different mitigation schemes. For a given plant,
mitigation system, accident scenario, and set of hydrogen-steam sources, the times and space regions
with FA and DDT potential can be clearly identified. In case of unacceptable risk, the mitigation
measure can be varied in order to reach a negligible threat for the containment integrity.

Chapter 7 summarizes the significant advances, outlined above, in the understanding of FA and DDT
during this decade. In addition, the most important topics for future work on mechanistic calculations
are described; these topics aim at a better definition of the initial conditions for FA and DDT (the



ES.3

H2-steam sources and the prediction of their distribution); a decreased conservatism in the currently
applied FA and DDT criteria (inhomogeneous and vented mixtures); and improved numerical CFD
simulation techniques for fast turbulent deflagration and detonations (advanced models, higher spatial
resolution, massive parallel processing).
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1.  INTRODUCTION*

This introductory chapter looks at the phenomena of flame acceleration (FA) and deflagration-to-
detonation transition (DDT) from four different perspectives:

- relevance of these processes for core-melt accidents,
 
- basic physical phenomena that define the detonation limits involved in these processes,
 
- options for control of FA and DDT, and
 
- hydrogen mitigation.
 
 1.1 Relevance of FA and DDT in Severe Accidents.
 
 The relevance of FA and DDT processes in postulated severe accidents arises from theoretical
estimates and large-scale experiments. The assumption is that 100% of the fuel-cladding Zircaloy
oxidizes (but not the other in-vessel Zr or steel structures) and that the generated hydrogen is
homogeneously distributed in the available containment volume, thereby leading to dry hydrogen
concentrations of between 12% and 21% in American plant designs [1.1]. For operating and future
European pressurized-water reactor (PWR) designs with a large dry containment, the same
assumptions lead to dry H2 concentrations of between 17% and 20% [1.2]. Typical steam
concentrations are from 20% to 70%, depending on the accident scenario. These conditions define the
“global distribution” area shown in Figure 1.1-1.
 
 Since nuclear power plant (NPP) containments are highly complex multi-compartment structures, H2

gradients can generally develop in certain space and time intervals. The inhomogeneity of the
hydrogen distribution mainly depends on details of the H2 source (location, release rate), the
containment design, and the efficiency of natural-convection processes. Three-dimensional
distribution calculations for German 1300 MWe PWRs have often shown gas compositions in the
“local distribution” area of Figure 1.1-1.
 
 Hydrogen distribution under severe accident conditions was extensively investigated on full reactor
scale in the HDR-E11 test series, using Helium gas as H2 simulant [1.3]. Typical measured H2 (He)-
steam concentrations are included in Figure 1.1-1 for HDR tests simulating different accident
sequences. A detailed state-of-the-art report (SOAR) on containment thermalhydraulics and hydrogen
distribution has been published [1.4].
 
 Figure 1.1-1 also depicts estimates for limits of flammability, FA, and DDT on a large scale.
Comparison of these limits with the above described fields of possible gas compositions clearly shows
that FA and DDT are relevant for severe accident studies. These fast combustion modes appear
possible on local and even global scales, depending on details of the hydrogen source. It is also
important to note that the steam concentration in the containment has a large effect on the combustion
mode. The steam concentration is mainly governed by the balance between the steam release rate and
the steam condensation rate, which, in turn, depends on the size and surface temperature of the
internal containment structures.
 ___________________________
*1 Dr. W. Breitung is the lead author of Chapter 1
 



1.2

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig.1.1-1.Theoretical estimates and large-scale HDR E-11 distribution tests demonstrate the
possibility of FA and DDT processes in severe accidents
 
 Relatively dry or wet containment atmospheres can develop in different accident sequences, as, for
example,. demonstrated by the HDR distribution tests E11.5 and E11.2, respectively (Figure 1.1-1).
Flame acceleration and DDT become a major concern in dry or medium-dry scenarios (tests E11.5,
E11.4, Figure 1.1-1).
 
 1.2 Basic Physical Processes
 
 If severe accidents should lead to mixtures inside the detonation limits shown in Figure 1.1-1, two
classes of detonation initiation can, in principle, be distinguished:
 
- direct strong initiation by an external energy source; and
 
- indirect initiation with a weak ignition, followed by a self-induced FA and DDT.
 
 In the first case, the energy necessary to establish a self-sustaining stable detonation front wave
system is provided by the external source, e.g., a spark or high explosive. In the second case, the
initiation energy is provided by the combustible mixture itself. Different modes have been observed
for the indirect detonation initiation; it can be induced, for example, by FA along tubes or channels,
turbulent jets, and turbulence-generating fans.
 
 In severe accident environments, the direct initiation by an external energy source seems less likely
than the indirect mode because the necessary initiation energies are much greater than those for a
weak ignition. The measured orders of magnitude for direct initiation in free clouds are 10 to 1000 kJ
for H2-air mixtures with equivalence ratios from 0.75 to 0.5 [1.5], whereas only millijoules are
required to trigger a weak ignition in H2-air mixtures. The only potential ignition source for a direct
initiation may be a high-voltage spark or arc in a well-confined geometry. Many more possibilities
exist for weak ignitions. It has been suspected that the spontaneous burn in the Three Mile Island
(TMI) Unit 2 accident that led to the only significant containment load (3 bar), was initiated by a
ringing telephone. The processes following a weak ignition in a sensible combustible mixture, which
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is enclosed by a complicated 3D structure with internal flow obstacles, involve extremely complex
interactions between turbulent flow and chemistry. From a global point of view, chemical energy is
converted and concentrated to high mechanical energy densities, which, in turn, trigger large chemical
reaction rates through high temperatures. The simulation of these processes generally requires
computation of unsteady, turbulent, and compressible reactive flow problems in multi-dimensional
geometries with high spatial resolution.
 
 The significance of FA and DDT processes for reactor safety is due to the fact that these fast
combustion modes can be extremely destructive. They have the highest damage potential for internal
containment structures; for safety systems that are required for safe termination of the accident
(sprays, recombiners); and for the outer containment shell that is the last barrier against the release of
radioactivity into the environment.
 
 The concern about the outer containment shell is not only connected to its function as the ultimate
barrier, but the concern is also due to its complicated structural behaviour. All modern containment
buildings are a complex composite of different structural elements, including an undisturbed shell,
personal and material locks, and hatches of different sizes and design, as well as penetrations for
electrical cables and pipes. This system has been qualified for a certain global and static design
pressure, which is generally related to the maximum blowdown pressure from a break of the primary
coolant line.
 
 However, in a severe accident, which is not part of the licensing process, in existing plants FA and
DDT may become possible. In this case, new containment load classes would arise, namely high local
or even global dynamic loads. The structural behaviour of containment components under such
dynamic pressure and impulse loads is complicated and difficult to evaluate. An effective way to
protect the containment integrity even for the case of beyond-design accidents is therefore to control
the hydrogen behaviour in such a way that the possibility of FA and DDT occurring is decreased or
even excluded. It is clear that this improvement of public and environmental protection against the
consequences of severe accidents requires a detailed understanding of FA and DDT.
 
 1.3 Options for Control of FA and DDT
 
 The strengthening of the containment barrier function for severe accident scenarios is realized in
various countries by introducing hydrogen management systems. For existing plants, the goal is to
significantly reduce the probability of containment failure in cases of degraded core accidents,
whereas for future plants the goal is generally a hydrogen control system that prevents the occurrence
of FA and DDT by design for a spectrum of representative accident scenarios.
 
 The amount and rate of hydrogen generated in an accident varies for different reactor designs and
accident scenarios. Large reactors have a proportionally greater mass of available zirconium, and,
hence, a potentially large hydrogen source term. The CANDU design is exceptional in having a
comparatively small initial hydrogen release term. The relatively small hydrogen release for the
CANDU design is due to the distributed channel-type core surrounded by an additional heat sink
provided by the moderator water, which effectively arrests severe-accident progression at the point of
fuel-cladding oxidation, preventing the continued hydrogen releases associated with complete core-
melt. Moreover, CANDU fuel cladding is relatively thin, for neutron economy purposes, resulting in a
correspondingly small mass of hydrogen released in the short term from fuel-cladding oxidation. The
net result is a total short-term hydrogen mass release of less than 100 kg for the CANDU 600 MW
reactors, and up to 300 kg for the new CANDU 900 MW design. As a result, the initiating sequence
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for hydrogen production (loss of cooling + loss of emergency core-cooling) in the CANDU reactor is
included in the design basis of the plant.
 
 For CANDU reactors, the strategy of hydrogen management is either to dilute or to remove the
hydrogen in the containment atmosphere. Because of a limited hydrogen source term and a relatively
large containment building, dilution of hydrogen with containment air is the most readily available
means of dealing with a broad range of hydrogen releases. Besides relying on natural convection to
mix the hydrogen with containment air, CANDU reactors also employ local air coolers, for steam
removal, that promote forced convection circulation, provided electrical energy is available. A “well-
mixed” containment atmosphere is not flammable. In situations when a flammable mixture is created
in isolated regions inside the containment, a deliberate ignition system is employed as a second line of
defence. For removal of hydrogen, CANDU reactors employ both igniters and catalytic recombiners
for short- and long-term hydrogen control, respectively.
 
 Hydrogen management in existing German 1300 MWe nuclear power plants is designed to cope with
the potential in-vessel hydrogen production, which is typically about 500 kg. The first licensing
applications for a system of catalytic recombiners were submitted in 1998; implementation of the
recombiners is expected to start in 1999. Detailed distribution analyses of the recombiner concept
with lumped-parameter codes and with a 3D computational fluid dynamics (CFD) code have shown
the exclusion of significant containment loads from FA and DDT for the investigated accident
scenarios. A large risk reduction will be obtained for beyond-design accidents with the proposed
hydrogen control by a catalytic recombiner.
 
 For the future EPR, which is a joint development of the German and French industry for a next-
generation European plant design, the new safety goal is that even in case of a severe accident the
radiological consequences must be essentially restricted to the plant itself and may not lead to large
permanent relocation areas. This goal implies that containment integrity must be demonstrated for all
possible hydrogen combustion loads. The joint recommendations of the French and German Advisory
Committees (Groupe Permanent des Reacteurs and Reaktorsicherheitskommission) require that the
plant has to be designed to cope with the maximum amount of hydrogen that could accumulate in the
containment building during a low-pressure core-melt accident. More specifically, the Committees
requested that the possibility of global detonations must be practically eliminated. Catalytic
recombiners and igniters were recommended as possible components of a hydrogen control system. In
order to exclude large-scale detonations and to demonstrate that the maximum possible combustion
loads during representative severe accident sequences remain within the containment design
capabilities, extensive 3D distribution and combustion calculations will be performed with different
recombiner-igniter options. An important aspect of these analyses is to show that FA and DDT can be
controlled. For future plant designs that try to shift the design-basis loads into the extremely unlikely
region of severe accidents, the understanding of FA and DDT is of the utmost significance.
 
 1.4 Hydrogen Mitigation
 
 In the context of FA and DDT, the current SOAR appropriately addresses issue of controlling these
fast combustion modes under severe accident conditions. We first summarize the general
requirements for hydrogen mitigation systems and then give a brief discussion of the  most important
current technical options for hydrogen control in NPPs. An extended summary of this topic can be
found in Reference [1.6].
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 1.4.1 General Requirements
 
 As required for any other industrial installation, the requirements for a combustion and fire protection
system in a nuclear containment must be carefully evaluated to provide the necessary basis for the
technical specification.
 
 The system must first of all fulfil the following acceptance criteria:
 
- There should be no adverse effects on normal operation, plant personnel, and plant response

to severe accidents.
 
- The containment will be protected, and no new load mechanisms should appear (thermal

loads, missiles).
 
- The safety systems for accident termination should remain unaffected.
 
 With respect to the design of the mitigation system, the following requirements must be met:
 
- The mitigation system must perform the intended function with high reliability in all

anticipated severe accident environments.
 
- The design of the mitigation system must be effective for a wide spectrum of accidents.
 
- The design of the mitigation system must be qualified for seismic design event.
 
- The mitigation system must have redundancy of components.
 
- The mitigation system must be fail-safe.
 
- The mitigation system must have clear activation criteria if it is an active system.
 
- The mitigation system of an existing plant must have the potential to be retrofitted.
 
- The mitigation system should be cost-effective to install, maintain, and test.
 
 When technical components have been qualified with respect to these design requirements, the next
step is to predict the outcome of a system of components for severe accident conditions and for full
containment scale. The following analysis requirements exist:
 
- The system efficiency must be predicted for different bounding accident scenarios, e.g., the

integral hydrogen removal rates of the system.
 
- A sensitivity analysis of the number and location of the components is needed to ensure

adequate design and safety margins.
 
- The consequences of a random ignition for the mitigation system and for containment

pressure loads must be understood.
 
- The verification of the theoretical tools and codes used for the scale-up and the prediction of

component efficiency for the reactor case must be performed.



1.6

 
 A large amount of work has been devoted in a number of countries to identify mitigation solutions
that satisfy these stringent requirements. It turned out that conventional non-nuclear combustion and
fire protection methods are not directly adaptable to severe accidents in NPPs. The problems are
mainly related to the large scale of the containment, high-potential flame speeds (little time for system
activation), high hydrogen release rates (kilograms per second of H2), and incompatibility with other
nuclear safety rules (fire prevention).
 
 1.4.2 Hydrogen Mitigation Techniques
 
 The following three load-reducing mitigation techniques have shown sufficient potential for
application in existing and future PWR power plants:
 
- catalytic recombiners,
 
- spark igniters, and
 
- pre- and post-accident dilution.
 
 1.4.2.1 Catalytic recombiners
 
 Figure 1.4.2.1-1 shows as an example the catalytic recombiner developed by Siemens. Other designs
were developed by Atomic Energy of Canada Limited (AECL) in Canada and Nuklear Ingenieur
Service (NIS) in Germany. Hydrogen recombines with oxygen from air on Pt-containing catalytic
surfaces. The heat of reaction produces a natural draft in the convection duct and establishes a stable
self-feeding process of the gas at the lower entrance. The advantage of such a module is that it works
passively and also in steam-inerted mixtures as long as the H2 and O2 concentrations are above
approximately 1%. The disadvantage is the relatively low removal capacity per module (several grams
per second of H2), compared with typical release rates, which can reach 1 kg/s H2 in large plants. This
typical release rate clearly creates the possibility of local H2 enrichments occurring during transient
accident phases with high H2 release rates.
 
 Another currently unresolved issue is ignition of the hydrogen-air-steam mixture under certain
overload conditions, which depend on the recombiner design and steam concentration. It is
anticipated that new improved recombiner designs for H2 concentrations above 10% will become
available in the near future. Recombiner ignition should either be suppressed or become predictable,
so that this effect could be taken into account in future containment analyses.
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 Figure.1. 4.2.1-1 Catalytic recombiner design of Siemens KWU
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 Recent investigations for German PWR plants using the 3D CFD program GASFLOW [1.7] have
revealed a number of new results for recombiner efficiency on full plant scale:
 
- The removal rate of a recombiner depends only on the local H2 concentration at the

recombiner position, which, in turn, is largely determined  by the global flow field in the
containment. The natural draft of the recombiner itself can be neglected in most cases because
the effected space region is limited to a distance of a few metres. A good resolution of the
local H2 concentration is necessary for a realistic calculation of the individual recombiner
efficiency.

 
- In the investigated small-break (SB) and large-break loss-of coolant accidents (LBLOCA)

scenarios, the recombiners did not provide a noticeable additional mixing effect because the
small momentum of the recombiner exhaust gases is dissipated in the near environment, and
the succeeding exhaust gas motion is buoyancy-dominated.

 
- In accident sequences leading to well-mixed conditions, a system of catalytic recombiners can

be an effective safety-oriented mitigation approach, which acts within the first few hours after
hydrogen release. (For example, in one of the investigated cases with about 50 recombiners
and 530 kg H2 total release, the integral H2 removal rate was initially 180 kg/h H2 and then
decreased proportionally to the residual H2 or O2 concentration in the containment.)

 
 Corresponding lumped-parameter analyses covering also the long-term evaluation of the containment
atmosphere composition, pressure and temperature were performed with the RALOC code [1.8].
 
 In summary, present recombiner designs fulfil the above-listed acceptance, design and analysis
requirements almost completely. The principal drawback of current designs is the low recombination
rate, related to the hydrogen sources expected during core degradation. An open point concerns the
potential of mixture ignition under transient overloads during accident phases with high H2 release
rates.
 
 Future recombiner designs should find the best compromise between the two apparently opposing
requirements of high recombination rate and low ignition potential.
 
 1.4.2.2 Igniters
 
 The second important mitigation approach is deliberate ignition of flammable accident mixtures with
igniters. The intention is to start a deflagration as early as possible before dangerous amounts of
hydrogen have accumulated. Two types of devices have been developed, namely glow-plug and spark
igniters. Glow-plug igniters require a continuous power supply, which may not be available in severe
accident sequences. Siemens developed an autark battery-powered spark igniter, which is activated by
temperature or pressure set points (Figure 1.4.2.2-1). This module operates passively and does not
require operator action. The reliable function was shown for a wide range of severe accident
conditions [1.9].
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 Figure 1.4.2.2-1 Autark spark igniter developed by Siemens WZB 89
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 The initial design used a spark interval of 10 s. Large-scale experiments with dynamic H2 injection
and spark ignition [1.10] have shown however, that a shorter spark interval would bring an additional
safety margin. Ignition occurs only after the edge of the combustible gas cloud has arrived at the
nearest igniter position, and the next spark is activated. The flame then travels back to the source
location. A short spark interval would minimize the H2 content of the cloud at first ignition.
 
 The main question in the application of the igniter concept is its safety orientation. The use of igniters
should reduce the overall risk to the containment and should not create new additional hazards such as
a local detonation. A new methodology for safe igniter implementation in a 3D containment was
recently developed and implemented into the GASFLOW code [1.11]. The method was applied to a
bounding dry release scenario in a future PWR in which the steam from the core is condensed in a
water pool. In the unmitigated case, significant DDT potential developed in the whole containment,
including the possibility of global detonations. The analysis with igniters in different positions
predicted deflagration or detonation in the break compartment, depending on the location of the
igniter. Igniter positions were found that lead to early ignition, effective H2 removal, and negligible
pressure loads. This approach can be used to determine the number and position of igniters necessary
to control different hydrogen-release scenarios in different plant designs.
 
 In summary, the installation of an igniter system for H2 mitigation requires careful analysis regarding
the number and location of igniters to exclude local detonations. The theoretical understanding and
the numerical tools are sufficiently developed and verified to allow conclusive predictions with
sufficient safety margins. The principal drawback of igniters is that they are not effective under inert
conditions, which can arise from high steam concentrations or local oxygen burnout.
 
 1.4.2.3 Pre- and post-accident dilution
 
 A third option for H2 mitigation is dilution of the accident atmosphere with an incondensable gas to
suppress energetic combustion regimes or even full inertization to suppress combustion completely.
The inert gas (CO2 or N2) can, in principle, be added before or after initiation of a severe accident.
 
 The most rigorous solution of course is complete permanent inertization of the containment
atmosphere. General consensus is that this approach is acceptable for boiling-water reactor (BWR)
plants; however, it violates the first acceptance criterion given above in the case of PWR plants,
namely no adverse effect on normal operation. There are three main reasons for this difference:
 
- Meltdown of a BWR core would create much larger hydrogen masses because of the additional Zr

shrouds; the resulting mixtures could be very reactive.
 
- BWR containments are much smaller, and hence easier to inert and de-inert for refuelling.
 
- All important safety and technical support systems are located outside of the BWR containment

and can be easily checked during normal operation.
 
 For many BWRs worldwide, permanent inertization has been chosen as the optimum hydrogen
mitigation method. This approach appears very convincing for accidents that occur while the reactor
is on-power, but accidents that occur during a shutdown state are not protected because of
containment de-inertization during refuelling and maintenance.
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 For PWRs with large dry containments the options of partial or full inertization after initiation of a
severe accident remain. Both approaches have been investigated experimentally and theoretically,
e.g., [1.12, 1.13], using gaseous or liquid carbon dioxide.
 
 With respect to the general acceptance, design, and analysis requirements for mitigation methods, the
following aspects of post-accident dilution are important:
 
- It is an active method, which requires decision, actuation, and completion within a restricted

time window to be effective (0.5 to 1 h),
 
- A complex system is required for technical realization (permanent storage of ≈100 tonnes of

liquid or gaseous CO2).
 
- The distribution and mixing of a CO2 jet in a complex multi-room structure filled with lighter

gases (air, steam) is a non-trivial process, requiring detailed CFD analysis; the result can
strongly depend on time and location of the CO2 injection [1.14].

 
- Addition of CO2 may increase the pressure significantly, for example, for full inertization

roughly 60 vol % of (steam + CO2) are required.
 
- The addition of CO2 leads to an overpressurized containment, even long after termination of

the accident.

A good compromise with respect to the various requirements and safety aspects could be a fast truly
homogeneous post-accident dilution technique with proven suppression of the fast combustion
regimes, only marginal pressure increase, and reduced maintenance costs. However, the design of
post-accident dilution (or inertization) methods is not a simple straightforward task because complex
natural-convection processes between fluids of different densities in a multi-room structure determine
the remaining combustion potential.
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2. PROCESSES OF FA AND DDT* 
 
2.1 Introduction 
 
A freely expanding flame is intrinsically unstable. It has been demonstrated, both in laboratory-scale 
experiments [2.1-2.4] and large-scale experiments [2.5-2.8], that obstacles located along the path of 
an expanding flame can cause rapid flame acceleration. Qualitatively, the mechanism for this flame 
acceleration is well understood. Thermal expansion of the hot combustion products produces 
movement in the unburned gas. If obstacles are present, turbulence can be generated in the 
combustion-induced flow. Turbulence increases the local burning rate by increasing both the surface 
area of the flame and the transport of local mass and energy. An overall higher burning rate, in turn, 
produces a higher flow velocity in the unburned gas. This feedback loop results in a continuous 
acceleration of the propagating flame. Under appropriate conditions, this can lead to transition to 
detonation. 
 
Turbulence induced by obstacles in the displacement flow does not always enhance the burning rate. 
Depending on the mixture sensitivity, high-intensity turbulence can lower the overall burning rate by 
excessive flame stretching and by rapid mixing of the burned products and the cold unburned 
mixture. If the temperature of the reaction zone is lowered to a level that can no longer sustain 
continuous propagation of the flame, a flame can be extinguished locally. The quenching by 
turbulence becomes more significant as the velocity of the unburned gas increases. For some 
insensitive mixtures, this can set a limit to the positive feedback mechanism and, in some cases, lead 
to the total extinction of the flame. Hence both the rate of flame acceleration and the eventual 
outcome (maximum flame speed attained) depend on the competing effects of turbulence on 
combustion. 

This chapter summarizes some of the key findings since the publishing of the last state-of-the-art 
report on DDT in 1991. It should be noted that to give a comprehensive discussion of the phenomena 
on flame acceleration and DDT is beyond of the scope of this chapter. Only a brief overview of 
recent works is presented. Furthermore, this chapter only cites studies that are relevant to the nuclear 
industry.  
 
To provide a proper perspective of the issue, this chapter describes in some detail the key 
mechanisms that are responsible for flame acceleration and transition to detonation. It outlines the 
various eventual outcomes of flame acceleration. It also summarizes some of the recent studies that 
have contributed to the current understanding of the phenomena. Finally, this chapter discusses the 
various possible responses of a structure that has been subjected to a pressure load resulting from an 
accelerated flame or a detonation wave. 
 
2.2 Flame and Detonation Propagation Regimes 
 
Depending on the fuel concentration and the flow geometry, flame acceleration may be expected to 
progress through a series of regimes, as depicted in Figure 2.2-1. For the case of mild ignition, the 
first phase involves a laminar flame that propagates at a velocity determined by the laminar burning 
velocity and the density ratio across the flame front. This phase of the flame propagation is very well 
understood, and data are available for a wide range of hydrogen-air mixtures. The laminar flame 
propagation regime is relatively short-lived and is soon replaced by a "wrinkled" flame regime. For  
__________________ 
*  Lead authors of Chapter 2 are Dr. Calvin Chan of AECL and Dr. Paul Thibault of Combustion Dynamics Ltd.  
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most accidental explosions, this regime can persist over relatively large flame propagation distances. 
For this reason, it is therefore far more important than the initial laminar regime. Because of the 
increase in flame area, the burning rate, and hence the flame propagation velocity for the wrinkled 
flame can be several times higher than for the laminar flame. 
 
Because of turbulence generated by obstacles or boundary layers, the wrinkled flame eventually 
transforms into a turbulent flame brush. This change results in further flame acceleration because of 
the increase in surface area of the laminar flamelets inside the flame brush. For sufficiently high 
levels of turbulence, the flamelet structure may be destroyed and then replaced by a distributed 
reaction zone structure. 
 
 
 

Figure 2.2-1  Regimes of flame propagation leading to DDT  
(SWACER = shock wave amplification by coherent energy release) 
 
The flame acceleration process can eventually lead to DDT through shock ignition or the SWACER 
amplification mechanism. For configurations involving repeated obstacles, the turbulent flame 
propagation regime is self-accelerating because of the feedback mechanism between the flame 
velocity and the level of turbulence ahead of the flame front. The final flame velocity produced by the 
turbulent flame acceleration process depends on a variety of parameters, including the mixture 
composition, the dimensions of the enclosure, and the size, shape, and distribution of the obstacles.  

 
Figure 2.2-2 shows the flame trajectories for flame propagation in tubes filled with obstacles. Figure 
2.2-3 shows the maximum flame speed achievable in tubes of various diameters. Various turbulent 
flame and detonation propagation regimes have been identified for hydrogen-air mixtures in obstacle-
filled tubes. These regimes include 
 
1. a quenching regime where the flame fails to propagate, 
 
2. a subsonic regime where the flame is travelling at a speed that is slower than the sound speed of 

the combustion products, 

Mild 
Ignition 

Laminar 
Flame 

Wrinkled or 
Cellular 
Flame 

Turbulent
Flame 

DDT 

Hydrodynamic and 
Diffusion 

Instabilities Flamelet 
 and 

Distributed
Reaction 

Zones 

Shock 
Initiation and 

SWACER 



2.3 

3. a choked regime where the flame speed is comparable with the sound speed of the combustion 
products, 

 
4. a quasi-detonation regime with a velocity between the sonic and Chapman-Jouguet (CJ) velocity, 
 
5. a CJ detonation regime where the propagation velocity is equal to the CJ detonation velocity. 
 

 

 
 
 
 
 
 

Figure 2.2-2. Visible speeds of turbulent flame propagation versus reduced distance along 
tubes (D - tube diameter) for lean hydrogen-air mixtures. Blockage Ratio (BR) = 0.3 (upper) 
and 0.6 (lower). Obstacle spacing is equal to D. Solid points - fast combustion regimes 
(choked flames and quasi-detonations), empty points - slow combustion regimes [2.9]. 
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It should be noted that the above regimes are geometry-dependent for a given mixture. Consequently, 
the concentration range for each regime in Figure 2.2-3 may differ for circular tubes and rectangular 
channels. 

 

2.2.1  Quenching Regime 
 
For sufficiently large BRs (blocked area and total cross-sectional area) in which the pressure 
difference across the orifice plate can build up rapidly, the flame is observed first to accelerate and 
then to quench itself after propagating past a certain number of orifice plates. This regime is referred 
to as the “quenching regime”. (Quenching means that the flame ultimately ceases to propagate.)  In 
this regime, flame propagation can be considered as the successive explosion of a continuous 
sequence of combustion chambers interconnected by orifice plates. Ignition of the mixture in one 
chamber is achieved by the venting of the hot combustion products from the upstream chamber 
through the orifice. Quenching occurs when the hot turbulent jet of product gases fails to cause 
ignition in the downstream chamber because of the rapid entrainment and turbulent mixing of the 
cold unburned mixture with the hot product of the jet. As shown in Figure 2.2-3, for most hydrogen-
air mixtures, the boundaries between the quenching regime and the other flame propagation regimes 
are very distinct. 
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Figure 2.2-3. Maximum flame speeds for H2-air mixtures in tubes of different sizes 

2.2.2 Subsonic Flame Regime 
 
Total quenching of hydrogen-air flames is not always possible. In this case, a quasi-steady flame with 
an average velocity range from a few tens of metres per second to a couple hundreds of metres per 
second is possible. This subsonic velocity is a result of a competition of the positive (enhancement) 
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and the negative (quenching) aspects of turbulence on combustion. Such a flame is highly unstable. A 
slight change in the boundary condition can cause the flame to quench totally or suddenly jump to 
another flame propagation regime. This instability is clearly shown in Figure 2.2-3. 

2.2.3  Choking Regime 
 
When the conditions for quenching are not met, the flame continuously accelerates to reach a final 
steady-state value. When this happens, flame propagation can be considered as a quasi-steady one-
dimensional compressible flow in a pipe with friction and heat addition. This regime is referred to as 
the choking regime, where the combined effects of wall friction and heat addition control the final 
steady-state flame speed. 

2.2.4  Quasi-detonation Regime 
 
Since the flame speeds typically attained in the choking regime are of the order of 1000 m/s, a local 
explosion leading to an onset of detonation may occur. If the orifice diameter, d, is sufficiently large, 
a stable detonation wave can be formed. For detonation combustion, it is found that the detonation 
cell size, λ, provides an important characteristic length that can be used to determine the limit of 
detonation propagation. When d/λ exceeds a certain critical value, a successful transition from 
deflagration to detonation can occur. In the detonation regime, the propagation mechanism will be 
one of shock ignition and transverse wave motion corresponding to a normal detonation. The 
detonation velocity, however, can be significantly below that of the normal CJ value because of the 
severe momentum losses in the obstacle-filled tube. In previous studies of detonation propagation in 
very rough tubes by Shchelkin [2.10] and Guenoche and Manson [2.11], detonation velocities of less 
than 50% of the CJ value have been observed. Such sub-CJ steady-state detonation waves have been 
called quasi-detonation waves. As a result, this regime is referred to as the “quasi-detonation regime”.  

2.2.5 CJ Detonation Regime 
 
To examine flame propagation in tubes of different sizes, similar experiments were performed with 
various hydrogen-air mixture in three different tubes. Results are summarized in Figure 2.2-3. The 
above propagation regimes are clearly visible. It is of interest to note that in a composition of near 
24% H2-air there occurs another transition within the detonation regime itself. In this case the 
transition is from the sub-CJ quasi-detonation regime discussed above to the CJ detonation regime. 
The cell size for the 24% H2-air composition is about 2 cm. This gives a value of d/λ = 13, which is 
the condition at which the detonation propagation would be insensitive to the wall effects. That is to 
say, if the unobstructed area in a tube is sufficiently large, the propagation of a detonation wave is 
unaffected by the obstruction. 

2.2.6 Criteria for the Various Propagation Regimes 
 
As seen from Figure 2.2-3, an increase in the tube diameter results in an increase in the threshold 
concentrations for the transition between the various regimes. Various criteria have been proposed for 
these transitions. Requirements for fast and unstable flames may be expressed in terms of a criteria, 
described in Section 3.2.2, which is expressed in terms of the combustion expansion ratio, the flame 
thickness, and a geometric scale. For the quenching regime, the minimum blockage diameter depends 
on the sensitivity of the mixture and the pressure gradient across the blockage during the passage of 
the flame front [2.12, 2.13]. For the quasi-detonation and CJ regimes, the criteria are usually 
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expressed in terms of a characteristic dimension such as the blockage or tube diameter, and the 
detonation cell size. A general guideline is that quasi-detonations become possible when the blockage 
diameter is larger than the detonation cell size, λ , for the mixture. A CJ detonation, on the other 
hand, is possible when the unobstructed tube diameter is larger than approximately 13λ , which 
corresponds to the critical tube diameter discussed in Section 2.3.2. For a particular obstacle 
geometry, the limiting conditions for DDT may also be described in terms of a 7λ  criteria, which is 
described in Section 3.2 of this report. 

2.3 The Effect of Confinement on Flame and Detonation Propagation 

The limiting conditions for DDT discussed in the previous section represent the best currently 
available estimates of the necessary conditions. For DDT to occur, a flame needs to accelerate to 
beyond a certain critical flame speed. This speed is usually close to the choking flame speed (i.e., 
approximately 600 m/s). As a result, to assess the likelihood of DDT, it is necessary to examine the 
conditions that can affect the FA process. Examples of such conditions are the obstacle configuration 
(spacing and blockage) and the level of confinement of the surrounding walls. 

2.3.1   Effect of Confinement on Flame Propagation 
 
The positive feedback between the flame propagation and turbulence generation in a channel is very 
sensitive to the level of confinement in the channel [2.14-2.17]. A decrease in confinement, using top-
venting, for example, reduces the flow velocity ahead of the flame, thereby reducing the obstacle-
induced turbulence. 
 
Large-scale experiments, with H2-air mixtures relevant for reactor safety were performed in the 
FLAME facility [2.17]. FLAME is a large rectangular channel 30.5 m long, 2.44 m high, and 1.83 m 
wide. It is closed on the ignition end and open on the far end. The presence of the obstacles tested 
greatly increased the flame speeds,  overpressures, and tendency for DDT compared with similar tests 
without obstacles. Similarly, transverse venting reduced the flame speeds, overpressures, and the 
possibility of DDT. 
 
Figure 2.3.1-1 shows the maximum equivalent planar flame speed as a function of hydrogen mole 
fraction for five series of tests, no top venting and no obstacles, 50% top venting and obstacles, and 
13% top venting with no obstacles. Tests with no top venting are indicated with shaded squares; tests 
with 13% top venting are indicated with open triangles, and tests with 50% top venting are indicated 
with shaded circles. The tests with obstacles are distinguished from those without obstacles (dashed 
line instead of a solid line). For those tests in which DDT did occur, an upward pointing arrow from the 
maximum equivalent planar flame speed point indicates that the combustion accelerates and approaches 
detonation speeds. 
 
The effect of the presence of obstacles is shown by the lower hydrogen concentration required to attain 
the same maximum equivalent flame speed or overpressure compared with a similar test without 
obstacles. With 50% top venting and no obstacles present, this speed would not have been attained even 
for a stoichiometric mixture. The inhibiting effect of large degrees of transverse venting on the flame 
speed and overpressures is evident. The complex behaviour of small degrees of transverse venting is 
observed in the 13% top venting test series. For lean mixtures below approximately 18% hydrogen 
mole fraction, the flame speeds are lower and overpressures comparable to those obtained in similar 
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tests without transverse venting. Above this hydrogen concentration, the flame speeds and 
overpressures are higher than in tests without transverse venting. 

 
 

Figure 2.3.1-1  Combustion front velocity versus hydrogen mole fraction for hydrogen-air 
mixtures at 500 K and 0.1 MPa at the High-Temperature Combustion Facility at BNL. Open 
circles denote the average velocity over roughly the second half of the vessel and error bars 
represent the standard deviation in the measured velocity. Open squares denote the maximum 
flame velocity for slow deflagration. 

 

2.3.2  Effect of Confinement on Detonation Propagation 
 
As in the case of flames, detonations are also very sensitive to the level of confinement. A sudden 
removal of confinement at the end of a tube, for example, can result in detonation failure. The 'critical 
tube' diameter for which detonation failure occurs is determined by the sensitivity of the mixture, 
which is expressed in terms of the detonation cell size λ . For fuel-air mixtures with an irregular 
cellular structure, the critical diameter Dc ≅ 13λ .  
 
Figure 2.3.2-1 displays the detonation cell size data for a hydrogen-air mixture as a function of initial 
temperature [2.18, 2.19]. As seen from this figure for an initial temperature of 300 K, cell size 
measurements can vary by a factor of 2. This is due to differences in the interpretation and 
preparation of the smoke foils used to record the cellular structure. 
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Figure 2.3.2-1  Detonation cell size for hydrogen-air mixture at different initial temperatures 
[2.18, 2.19] 

2.4   Mechanisms Involved in FA 
 
Although the various flame and detonation propagation regimes are relatively well established, the 
underlying mechanisms can be complex and, in some cases, poorly understood. 

2.4.1  Laminar Flame and Flame-folding Regimes 
 
The early stage of flame propagation involves a laminar flame regime followed by a wrinkled or 
cellular flame. The laminar flame velocity is determined by thermal and mass transport across the 
flame front and the heat released because of combustion. It can be predicted using readily available 
chemical kinetics codes. The more important wrinkled flame regime is controlled by a variety of 
diffusion and hydrodynamic instabilities that are much more difficult to model. The cellular flame 
propagation has been described by Markstein and Somers [2.20] and by Markstein [2.21] and 
theoretically analyzed by numerous authors, including Clavin and Williams [2.22], Joulin and Clavin 
[2.23], Pecle and Clavens [2.24]. The flame cell size typically varies between 0.5 cm and 3.5 cm and 
increases with the square of the burning velocity. Figure 2.4.1-1 displays typical flame structures as a 
function of the Lewis and Zel’dovich numbers [2.25]. A detailed view of the flame structure is also 
provided in Figure 2.4.1-2, which displays a laser-induced predissociation fluorescence (LIPF) image 
of a cellular flame front [2.26, 2.27]. From a modelling point of view, the flame-folding regime is 
usually addressed by adopting a flame surface enhancement factor that is derived from flame 
propagation experiments for  a particular mixture composition. 
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Figure 2.4.1-1  Effect of Lewis number on flame structure. Threshold for thermal-diffusion 
instability corresponds to ββββ(Le - 1) < -2. ββββ = Ea(Tb-Tu)/Tb

2 is Zel’dovich number, where Ea 
effective activation energy, Tu and Tb – unburned and burned gas temperatures [2.25]. 
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2.4.2   Turbulent Combustion and Acceleration 
 
The wrinkled flame regime is soon followed by a turbulent flame regime when the flame encounters a 
wall or an obstacle. The mechanisms responsible for the turbulence include Kelvin-Helmholtz, or 
Rayleigh-Taylor instabilities, which are triggered when the flame is suddenly accelerated over an 
obstacle or through a vent [2.28]. In the case of a flame propagating over repeated obstacles, this is a 
self-accelerating process that is due to the feedback mechanism between the flame propagation and 
the flow velocity and turbulence generated ahead of the flame. 
 
The structure of the turbulent flame brush depends greatly on the turbulence intensity and the 
characteristic time scales for combustion and turbulence. If the combustion time scale is smaller than 
the turbulent eddy turnover time, the flame brush may be modelled as consisting of a large number of 
distinct laminar "flamelets". On the other hand, if the combustion is slow compared with the eddy 
turnover time, the reaction zones inside the flame brush become distributed and require a different 
modelling approach. The Borghi diagram [2.29] provides a useful classification of turbulent 
combustion regimes based on non-dimensional numbers such as the Karlovitz and Damköhler 
numbers. Figure 2.4.2-1 displays a Borghi diagram with LIPF images of the flame structure for the 
various regimes [2.26]. As discussed in Chapter 4, the validity of theoretical models depends greatly 
on the Borghi diagram regime and the corresponding flame front structure. 
 

2.4.3   Acoustic-flame and Shock-flame Interactions 
 
Flame propagation in an enclosure generates acoustic waves that can interact with the flame front and 
promote flame acceleration though a variety of instability mechanisms. Such instabilities have been 
observed by Guenoche [2.30] and Leyer and Manson [2.31] for open-ended and closed tubes, by 
Kogarko and Ryzkor [2.31] for closed spherical chambers and by van Wingerden and Zeeuwen. 

Figure 2.4.1-2  Schematic (left) illustrating competition between thermal diffusion, a, and 
hydrogen diffusion, DH2, in a lean hydrogen-air flame laser-induced predissociation fluorescence 
(LIPF) image (right) displaying reaction zone in cellular flame front [2.26, 2.27]. 
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[2.33] and Tamanini and Chaffee. [2.34] for vented enclosures. For rich propane-air mixtures, van 
Wingerden and Zeeuwen observed that these instabilities can result in a peak pressure enhancement 
factor of 8, whereas Tamanini and Chaffee observed enhancement factors of 2 to 9 for stoichiometric 
methane-air and propane-air mixtures.  
 
Flame acoustic instabilities have usually been associated with relatively slow flames in enclosures 
that are relatively free of obstacles. Such instabilities have been successfully eliminated by lining the 
enclosure walls with materials that can absorb acoustic waves. More recently, however, Shepherd and 
Lee [2.12] reported flame acceleration experiments in tubes with repeated obstacles, with and without 
an absorbing material on the tube wall. These experiments, performed with a hydrogen-oxygen 
mixture, indicate that the presence of an absorbing material reduces the final flame velocity from 
1000 m/s to 100 m/s. These results would suggest that acoustic flame instabilities may in fact not be 
limited to slow flames in obstacle-free environments. 
 
The exact nature of the acoustic-flame instabilities have been reviewed by Oran and Gardner [2.35] 
and have been modelled by Searby and Rochwerger [2.36], Joulin [2.37], Jackson et al. [2.38], and 
Kansa and Perlee [2.39]. These mechanisms include flame distortion caused by the flame-acoustic 
wave interaction, and wave amplification caused by the coherence between the acoustic wave and the 
exothermic energy release (Rayleigh criterion).  
 
Finally, sufficient fast flames can produce a shock wave that can reflect off a wall and interact with 
the flame. As shown by Markstein and Somers [2.20], this can result in severe flame distortion which 
can induce flame acceleration and, in extreme cases, cause transition to detonation [2.40, 2.41].  
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Figure 2.4.2-1  Borghi Diagram (top) categorizing the flame propagation regime in terms of 
the turbulence intensity, u', the laminar burning velocity, sl , the integral length scale, L, the 
laminar flame thickness, dl , the Damköhler number, Da , the Karlowitz number, Ka, and 
the turbulent Reynolds number, ReL. LIPF images (bottom) of flame structure for the 
various regimes [2.29]. 
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2.4.4   Global and Local Quenching 
 
Flame quenching can occur for a wide spectrum of flame propagation regimes including laminar, 
wrinkled, and turbulent flames.  
 
2.4.4.1 Quenching of laminar flames and flammability limits 
 
Theoretically, a mixture is flammable, if a flame, regardless of how it was produced, continues 
propagating within the mixture. However, beyond a certain range of mixture composition, continued 
propagation of a reaction front is no longer possible because of heat losses to walls and low burned 
gas temperature. This composition limit is commonly known as the flammability limit. The measured 
limit can be affected by the size of the apparatus as well as the strength of the ignition source. 
Coward and Jones [2.42] suggested that tube diameters larger than 5 cm are needed to produce limits 
that are free of wall effects. They also found that a minimum tube length of 1.2 m is required to avoid 
the igniter effects. Using a 5-cm-diameter, 1.8-m-long tube, Kumar [2.43] measured the flammability 
limits for various hydrogen-air-steam mixtures at 100oC and 200oC. These results, summarized in 
Figure 2.4.4.1-1,  show that steam can significantly reduce the range of the flammability. At an initial 
temperature of 100oC, a mixture is not flammable if it contains more than 63% of steam by volume. 
Results also show that increasing the gas temperature widens the flammability limits. It was observed 
that the flammability limits are greatly influenced by the buoyancy effects. The upward propagation 
limits (assisted by the buoyancy) are different from the downward propagation limits for hydrogen-
lean mixtures. Results also show that there is a difference (~5 H2 vol %) between the upward and the 
downward flammability limits. However, the difference for the upward and the downward limits is 
relatively small for hydrogen-rich mixtures. It was also observed that the lean flammability limits are 
not sensitive to the steam content, whereas the rich flammability limits are greatly affected by the 
steam content in the mixture. It should be noted that near-flammability-limit mixtures are not very 
reactive. These mixtures usually cannot support flame acceleration to supersonic velocities and DDT. 
 

 

Figure 2.4.4.1-1  Flammability limits for hydrogen-air-steam mixtures [2.43] 
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2.4.4.2  Quenching of turbulent flames 
 
 The same turbulent mixing processes that produce flame acceleration can also result in local or 
global quenching. For turbulent flames that are in the flamelet regime, this quenching is due to 
excessive stretching of the laminar flamelets. For more turbulent flames, quenching can occur 
because of the mixing of cold unburned gas into the distributed reaction zones. The flame-quenching 
process has been investigated by various authors including Abdel-Gayed and Bradley [2.44], Ballal 
and Lefebvre [2.45], Checkel and Thomas [2.46], Chomiac [2.47], Phillips [2.48] and Larsen [2.49]. 
 
Local quenching is important to the flame acceleration process because it can lead to violent 
secondary explosions and DDT. Global quenching has been observed for lean flames propagating in 
tubes filled with obstacles [2.50, 2.51]. It has also been observed when a flame propagates through an 
orifice into an unconfined area [2.13]. In this case, the minimum quenching diameter increases with 
the magnitude of the pressure differential generated across the orifice before the arrival of the flame 
front. 

2.4.5   Effects of Buoyancy 
 
Buoyancy affects the early stages of flame propagation and is particularly important for large-scale 

explosions. These effects are considered to become significant when the Froude number, Fr u
gL

=
2

, is 

small. There are three potentially important effects of buoyancy. First, the gravitational effect lifts the 
flame, thereby modifying its path and often bringing it in contact with the top boundary, which can 
result in local cooling and quenching. Second, for mixtures between the flammability limits for 
upward and downward propagation, flame propagation may be limited to the top of a channel 
resulting in incomplete combustion in the bottom section. As can be seen from Figure 2.4.4.1-1, this 
is more likely to occur for lean hydrogen-air flames where the limits differ significantly for upward 
and downward propagation. Finally, upward acceleration can result in Rayleigh-Taylor instabilities 
that can promote acceleration. 

2.5 Mechanisms Involved in DDT 
 
2.5.1   Types of DDT Phenomena 
 
Transition from deflagration to detonation can be observed in a wide variety of situations, including 
flame propagation in smooth tubes or channels [2.52, 2.53], flame acceleration caused by repeated 
obstacles [2.54-2.56], and jet ignition [2.57-2.60]. The processes leading to detonation can be 
classified into 2 categories: 
 
1. detonation initiation resulting from shock reflection or shock focusing, and 
 
2. transition to detonation caused by instabilities near the flame front or caused by flame 

interactions with a shock wave, another flame or a wall, or caused by the explosion of a 
previously quenched pocket of combustible gas. 

 
The first category essentially involves a direct initiation process where the shock strength is sufficient 
to auto-ignite the gas and promote detonation. For accidental explosions where the shock is produced 
by an accelerating flame, this process becomes much more probable when the shock interacts with a 
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corner or a concave wall that can produce shock focusing. Shock initiation is an important 
mechanism in maintaining the propagation of quasi-detonations in a channel or a tube filled with 
obstacles [2.54-2.56]. It has also been found to be very efficient in promoting detonation for 
relatively slow flames propagating towards an orifice, a corner, or a concave wall [2.61-2.71]. 

 
The second category of DDT processes is considerably more complex because it involves a variety of 
instabilities and mixing processes. Detonation in smooth tubes can occur because of a variety of 
reasons including (a) DDT ahead of the turbulent flame brush, (b) DDT inside the flame brush, or (c) 
DDT resulting from the interaction between the flame front with a reflected shock wave. DDT can 
also occur in a flame jet because of a flame-vortex interaction that promotes a suitable temperature 
and concentration gradient for inducing DDT by means of the SWACER mechanism discussed in 
Section 2.5.2. 

2.5.2   Underlying Mechanisms 
 
Although DDT appears though a variety of seemingly unrelated phenomena, there is increasing 
evidence that these phenomena may be controlled by a single underlying mechanism. It has been 
suggested by Zel’dovich et al. [2.72-2.74] and Lee et al. [2.75] that induction time gradients 
associated with temperature and concentration gradients may be ultimately responsible for a wide 
range of detonation initiation observations. The mechanism proposed by these authors rests on the 
formation of an induction time gradient that can produce a spatial time sequence of energy release. 
This sequence can then produce a compression wave that is gradually amplified into a strong shock 
wave that can auto-ignite the mixture and produce DDT. This process of shock wave amplification by 
coherent energy release (SWACER) was used by Lee et al. [2.75] and Yoshikawa [2.76] to explain 
the shockless photo-initiation of gaseous detonations.  
 
Numerous calculations have been presented in the literature to demonstrate the SWACER  or 
Zel’dovich gradient process. These include the early studies by Zel’dovich et al. [2.72-2.74], Lee et 
al. [2.75], Yoshikawa [2.76] and those by Yoshikawa, Thibault and Hassam that were discussed in 
the review papers by Lee and Moen [2.77] and Shepherd and Lee [2.12]. More recent calculations 
have been performed by Clark [2.78],  Frolov et al. [2.79], Dorofeev et al. [2.80-2.82], Gelfand et al. 
[2.83], Smijanovski and Klein [2.84], Khokhlov et al. [2.85, 2.86], and others [2.87-2.97]. These 
authors have established a strong theoretical foundation for the amplification process, and have 
demonstrated the role of the SWACER or Zel’dovich gradient mechanism for various DDT and direct 
initiation problems. One observation from these studies is that the minimum size of the pre-
established gradient required for DDT is approximately 10 times the detonation cell size (see Section 
3.2.3). There is also an optimal range of induction time gradients that can promote a shock 
amplification process that can lead to DDT [2.85, 2.96]. 

 
Because temperature and concentration gradients are formed by a wide variety of processes, the 
SWACER mechanism is believed to be an underlying mechanism for a wide variety of detonation 
phenomena including 

 
1. direct detonation initiation that is due to the temperature gradient behind the leading shock, 
 
2. detonation initiation that is due to shock focusing, 
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3. DDT in tubes that is caused by the temperature gradient in the boundary layer or between a 
fast flame and the leading shock, 

 
4. DDT that is due to pre-compression at the end of a channel by a slow flame, 
 
5. DDT in rough or obstacle-filled tubes, 
 
6. jet initiation caused by temperature and concentration gradients in the flame/vortex structure, 

and 
 
7. DDT in multi-phase systems resulting from the temperature relaxation caused by the 

particles. 
 

In spite of the number of SWACER calculations that can be found in the literature, few of these can 
be directly and convincingly linked to a particular experimental result. This is particularly true for 
problems involving turbulent mixing for which calculations usually assume a spontaneous formation 
of a temperature or concentration gradient or both. The actual formation of such gradients involves a 
variety of turbulent mixing and combustion mechanisms. These mechanisms introduce additional 
instabilities that must be addressed by the calculations in order to be truly predictive. Such 
difficulties have recently been addressed by Khokhlov et al. [2.85, 2.86], who investigated the very 
difficult problem of DDT caused by shock-flame interaction. This type of DDT, which has been 
observed by Thomas et al. [2.41], involves a Meshov-Richmeyer instability, where the reflected 
shock interacts with the flame front. The severe flame distortion produced by this instability then 
produces Kelvin-Helmholtz instabilities, which increase the flame area and the rate of combustion. 
The very high resolution calculations of Khokhlov et al. [2.85, 2.86] have been able to resolve these 
instabilities and capture the DDT process that occurs inside a temperature gradient. These Navier-
Stokes calculations remain limited in that they do not directly account for the fine-scale turbulent 
mixing. Nevertheless, they represent one of the most successful efforts so far to isolate the SWACER 
mechanism for a particular experimental DDT observation. 

2.6 Recent Experimental Results 
 
The above description of FA and DDT mechanisms has included recent experimental data obtained 
from various laboratories in Europe and in North America: 
 
1. The large-scale deflagration experiments performed in the RUT facility [2.98]:  These 

experiments, along with previous DDT experiments, contributed to the formulation of the 7λ  
criterion (Figure 2.6-1). 

 
2. The experiments performed by Thomas et al. [2.41, 2.99] for DDT produced by the 

interaction of a reflected shock with a flame kernel:  These experiments, along with the 
calculations of Khokhlov et al. [2.85, 2.86] have shed considerable light on the DDT 
phenomenon and the underlying SWACER mechanism (Figure 2.6-2). 

 
3. The shock focusing experiments performed by Chan et al. [2.100] and Gelfand and Khomik. 

[2.101]:  These experiments have demonstrated that a relatively weak shock can trigger DDT 
when concave reflecting surfaces are present in the enclosure (Figure 2.6-3), 
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4. The detailed LIPF experiments performed by the Technical University of Munich on 
flame propagation and jet ignition [2.103]. (Figure 2.6-4). 

 
5. Experiments on DDT induced by a focused shock wave were performed in FZK for various 

focusing geometry:  Three test series addressing three different DDT modes in a combustion 
tube (12 m long, 35 cm ID) were performed [2.102]. Detailed results from these experiments 
are presented in Appendix E. 

 
6. Experiments were performed at BNL [2.110] in the High-Temperature Combustion Facility 

(HTCF) to study flame acceleration and DDT with and without venting at high initial 
temperatures (up to 650 K) (Figures 2.6-5 and 2.6-6). In these experiments, orifices with a 
blockage ratio of 0.43 (spaced 1 tube diameter apart) were used to induce and to promote 
flame acceleration. The central element of the HTCF is a 27-cm-inner-diameter and 21.3-m-
long cylindrical test vessel designed for a maximum allowable working pressure of 10.0 MPa 
at 700 K. 

 
2.7 Pressure Development and Structural Response 
 
2.7.1   Pressures Associated with Flames, Detonations, and DDT 
 
Flame acceleration in an enclosure produces pressures that, in some cases, may be high enough to 
threaten the survival of the enclosure or its substructures. The pressure developed inside the 
enclosure depends on 
 
1.  the size of the combustible gas region, 
 
2.  the concentration of the combustible gas, and 
 
3.  the size of the enclosure and the arrangement of the obstacles. 
 
In the case of a uniform mixture inside the enclosure, and no heat losses, the peak pressure achieved 
in the enclosure can vary between the constant volume combustion pressure to the very high 
pressures associated with DDT. As indicated by Craven and Greig [2.104], the pressure produced by 
DDT depends on the flame propagation process prior to DDT. The worst-case scenario proposed by 
Craven and Greig involves the transition to detonation on a reflected shock produced by a fast flame. 
Calculations indicate that the peak pressure produced on the wall of an enclosure by such an event 
can be an order of magnitude higher than the detonation pressure for the mixture. The  Craven and 
Greig scenario has been observed in the laboratory by Kogarko [2.105], Chan et al. [2.100] and 
Zhang et al. [2.106]. In the latter study, a peak reflected pressure of 250 atm was observed for a 
hydrocarbon-air mixture at an initial pressure of 1 atm.  
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Figure 2.6-1  Pressure histories obtained in RUT Facility. Top: Slow deflagration, 8% 
H2 in air. Middle: Fast turbulent deflagration, 19% H2 in air. Bottom: DDT, 42% H2 in 
air. Concentrations correspond to average values within the 310 m3 vented enclosure. 
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It should be noted that the peak pressure alone is insufficient to determine the vulnerability of a 
structure. Pressure records associated with DDT or a stable detonation display a sharp pressure rise 
followed by a decay, which is relatively rapid for DDT. Slow and fast deflagrations, on the other 
hand, display a more gradual pressure rise and decay. The details of the pressure histories can be very 
important in assessing the response of a particular structure. 
 
 
 

                                 
 

                               
 

                                 
 

             
 
                           

 
 Figure 2.6-2  Schlieren images of DDT resulting from flame-shock interaction 

[2.99] 
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Figure 2.6-3  Schlieren photographs showing the outcomes resulting 
from a collision of a shock wave with a hemispherical cup (dia.= 3 cm) . 
(Chan et al. [2.100]) 

Figure 2.6-4  LIPF images from the Technical University of Munich. Top images 
of a fast propagating flame, a detonation for a mixture close to the detonation 
limit for the facility, and a fully developed detonation [2.26]. Bottom: Flame-jet 
ignition for a 12% hydrogen-air flame [2.27]. The combustion-regime behind the 
free jet of a direct ignition can be assigned to the well-stirred reactor regime in 
the Borghi diagram. 
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Figure 2.6-5  Combustion front velocity versus hydrogen mole fraction for hydrogen-air 
mixtures at 500 K and 0.1 MPa at the HTCF at BNL. Open circles denote the average velocity 
over roughly the second half of the vessel, and error bars represent the standard deviation in 
the measured velocity. Open squares denote the maximum flame velocity for slow deflagration. 

 
Figure 2.6-6  Combustion front velocity versus hydrogen mole fraction for hydrogen-air 
mixtures with 25% steam at 500 K and 0.1 MPa at the HTCF at BNL. Open circles denote the 
average velocity over roughly the second half of the vessel, and error bars represent the 
standard deviation in the measured velocity. Open squares denote the maximum flame velocity 
for slow deflagration. 
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2.7.2  Structural Response 
 
Important factors affecting the response of a structure to a transient pressure loading include the peak 
pressure and the length of the rise and decay times compared to the characteristic response time of the 
structure.  
 
Table 2.7.2-1 lists typical natural frequencies for various nuclear reactor components based on the 
work of Breitung et al. [2.107], and Breitung and Redlinger [2.108] and Studer and Petit [2.109]. 
Concrete containment building frequencies were obtained by Studer and Petit based on an eigen-
frequency analysis for a typical PWR reactor. It can be seen that the frequency range that is of 
interest for nuclear reactors is approximately 5 to 500 Hz. 
 
Breitung and Redlinger [2.108] performed a detailed 1-degree-of-freedom analysis for a set of 
representative time histories for scenarios involving slow flames, fast flames, stable detonations, and 
DDT. Figure 2.7.2-1 displays the frequency dependence of the effective static pressure ratio, Peff , that 
would produce the same deflection as the transient loading. The frequency range in this figure 
corresponds to the range of natural frequencies for nuclear reactor components shown in Table 2.7.2-
1. It can be seen from this figure that the stable detonation is the most severe combustion mode 
throughout this frequency range. In the range of 5 to 25 Hz, which is characteristic of the frequency 
response of concrete nuclear reactor containment buildings, the stable detonation and fast 
deflagrations display a similar response, whereas DDT and slow deflagrations exhibit a weaker 
response. This finding differs from that reported by Studer and Petit (Table 2.7.2-2), who observe 
significantly larger displacements for fast deflagrations with progressively lower responses for DDT 
and a stable detonation. These authors concluded that the fast deflagration is the most severe scenario 
for a concrete containment building. The different conclusions emerging from these 2 studies could 
be attributed to the different structural response models or to the different pressure histories used to 
characterize the various flame and detonation regimes. Assessment of the vulnerability of nuclear 
containment buildings and substructures will require more work in the analysis of experimental 
results and in the development of detailed models. 
 
 

Table 2.7.2-1 Typical natural frequencies for various nuclear reactor components 
 

Structure Type Frequency 
(Hz) 

Spherical Steel Containment (Bending Mode) [2.108] 6-12 
Spherical Steel Containment (Membrane Mode) [2.108] 50 
Concrete Containment [2.108] 5-8 
Concrete Containment [2.109] 12-22 
Stiff Reinforced Concrete Substructures [2.108] <500 
Technical Installations [2.108] 100-400 
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Table 2.7.2-2. Containment  wall displacements for the various combustion models and 
structural eigen frequencies [2.109] 
 

Eigen Frequency 
(Hz) 

Fast Deflagration 
(mm) 

DDT 
(mm) 

Stable Detonation 
(mm) 

12.47 45 10 7.4 
14.01 32 9.9 7.3 
18.73 22 9.4 7.0 
22.01 16 9.0 6.7 

 
 

2.8 Summary 
 
Flame acceleration and transition to detonation are complex phenomena. Within the scope of this 
chapter, it is impossible to review and discuss all the studies in the subject area. As a result, only 
some key studies relevant to the nuclear industry have been included. Nevertheless, the material 
presented in this chapter represents a snapshot of current understanding of the phenomena.  
 
In Section 2.2, the regimes of various eventual outcomes of flame acceleration are discussed. These 
possible outcomes are well understood; they depend on the initial gas mixture composition and the 
boundary conditions such as walls and obstruction configurations. However, the rate at which these 
outcomes are reached is not well understood. As indicated in Section 2.3, the degree of confinement 

Figure 2.7.2-1  Normalized effective static pressure for a frequency range relevant to nuclear 
reactor applications [2.108]. Pressures are normalized relative to the long-term combustion 
pressure 
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of the gas mixture dominates the flame acceleration rate. It is not possible to estimate the flame 
acceleration rate for a given set of conditions. More work in this area is definitely needed to 
determine the effects of confinement on flame acceleration. 
 
Sections 2.4 and 2.5 describe the mechanisms responsible for flame acceleration and transition to 
detonation. Qualitatively, these mechanisms are also well understood. However, the current 
understanding of the phenomena still cannot enable analysts to develop models that can predict flame 
acceleration and eventual transition to detonation (to be discussed in Chapter 4). Nevertheless, new 
findings have helped these analysts to refine their models and provide direction for future works.  
 
Section 2.6 outlines some of the recent works in the area of FA and DDT. This work includes large-
scale experiments in the RUT facility and detailed flame structure measurement using LIPF and 
schlieren photography. Only a brief discussion is given here. Readers should go to the cited 
references to get the details of these works. Section 2.7 discusses briefly the response of various 
structures subjected to a pressure load of an accelerated flame or a detonation wave. As mentioned in 
this section, the knowledge in this area is still at its infant state. More work is definitely needed in 
this area in order to estimate the structural response in any acceptable certainly.  
 
Although FA and DDT are qualitatively understood, they remain a big challenge to scientists to 
develop models capable of predicting the dynamic process and the eventual consequence of these 
phenomena. 
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3. CRITERIA FOR FA AND DDT LIMITS*

3.1 Introduction

The processes following weak ignition in a combustible mixture can result in generation of a variety
of different combustion regimes ranging from slow flames to detonations. Different combustion
regimes occur because of the intrinsic ability of combustion waves to accelerate and to undergo
transition to detonation. Fast combustion modes that resulted from FA and DDT can be extremely
destructive. Thus from the practical point of view, it is important to predict the type of combustion
regimes that can be developed under certain initial and boundary conditions.

Detailed description of all processes following weak ignition in a combustible mixture is extremely
difficult at present. This is due to complicated interactions of compressible flow, turbulence, and
chemical reactions, which should be described at high spatial and temporal resolution. In this
situation, much effort has been focused on development of criteria for FA and DDT. These criteria are
aimed at description of initial and boundary conditions under which flame acceleration and DDT can
be expected. An overview of criteria that can be used to evaluate possibility of FA and DDT is
presented in this chapter.

3.2 Criteria for FA

3.2.1 Buoyancy Limits

3.2.1.1 Downward/upward flame propagation limits.

Buoyancy effects essentially limit the ability of flame acceleration for mixtures that are close to
flammability limits. If ignition occurs in a mixture, which is in between upward and downward
propagation limits (in hydrogen-air mixtures at normal initial conditions these are 4 vol % and 8 vol
%), incomplete combustion is observed. Buoyancy lifts the flame ball upward as it expands, and
hence only a fraction of the total volume of the mixture is burned. The turbulence is able to enhance
the completeness of combustion, but no chance exists for effective flame acceleration under these
conditions. Thus a comparison of the composition of the mixture with that for the download
propagation limit gives an indication of the possibility of flame acceleration.

3.2.1.2 Froude number

Froude number Fr is a dimensionless parameter, which determines the influence of natural convection
on flame shape and properties

Fr = v2/2gR , (3.1)

where v is visible flame speed, g is gravitational acceleration, and R is flame radius. The critical value
of the Froude number is estimated to be Fr* = 0.11 [3.1]. For Fr < Fr*, buoyancy dominates the
process of expansion of combustion products. Under these conditions, the most effective mechanism
of flame acceleration (feedback between the flame flow produced and the flame itself) does not work.
The critical Froude number may be used as a criterion for the possibility of flame acceleration.

                                                     

* Dr. Sergei B. Dorofeev is the lead author for this chapter.
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For laminar H2-air flames of 1 m in radius, values of Froude number are 0.05 and 0.16 for mixtures of
9% and 10% H2 in air, assuming v = σSL (where σ is ratio of densities of reactants and products, and
SL is laminar flame speed). This gives a reasonable estimate that flames with H2 concentration of less
than 9.5% and R > 1 m should be significantly affected by buoyancy. It should be noted that estimates
of the buoyancy effect that make use of Froude number are not as direct and easy as it seems. Such
estimates are reliable only for small-enough flame kernels, which can be considered as laminar. In
other cases, values of visible flame speed, v, are required, which depend on the actual combustion
regime.

3.2.2 Effects of Mixture Reactivity and Scale (σσσσ - Criterion)

Unlike the buoyancy-driven flames, deflagrations dominated by the product expansion provide
favourable conditions for flame acceleration. If such a possibility exists, it is important to estimate
whether the flame is able to accelerate under given conditions resulting in fast turbulent combustion
regimes (such as ‘sonic’ or ‘choked’ flames) and, possibly, in the transition to detonation, or the
flame acceleration is inefficient ending at a benign combustion and even flame quenching.

An important fundamental problem that should be solved to provide a foundation for such predictions
is an adequate description of the mutual affect of scale and mixture properties on the resulting
combustion mode. The influence of various factors, including scale, on the turbulent flame
propagation and flame acceleration phenomenon was studied extensively (see e. g., [3.2-3.7]).
Turbulent velocity correlations have been suggested in References [3.5 to 3.7] and in other studies,
which include intrinsically the effect of scale. However, quantitative criteria for flame acceleration are
difficult to formulate on the basis of these correlations because they require that a current level of
turbulence to be known in all phases of the process.

A series of tests was recently conducted to systematically study the effects of scale and mixture
properties on the behaviour of turbulent flames in obstructed areas [3.8, 3.9]. A set of dimensionless
parameters was chosen that could influence the flame-flow-flame feedback in obstructed areas. These
parameters are defined by the intrinsic length, time and velocity scales of the combustion processes,
and by mixture properties:

LT/δ, σ, SL/csr, SL/csp, γr, Le, and β , (3.2)

where LT is the integral length scale of turbulence, δ is the laminar flame thickness, σ is the ratio of
densities of reactants and products (expansion ratio), SL is the laminar flame speed, csr and csp are the
sound speeds in reactants and products, γr is the specific heat ratio in reactants, Le is the Lewis
number, β = Ea(Tb - Tu)/(RTb

2) is the Zeldovich number, Ea is the effective activation energy, Tu is the
initial, and Tb is the maximum flame temperature.

In obstructed areas, the integral length scale of turbulence is defined mainly by geometrical
configuration [3.10]. Other parameters in Equation (3.2) are defined by mixture properties. The
parameters in Equation (3.2), thus, can be considered as those defining a priori a potential for flame
acceleration.

The experiments described in References [3.8 and 3.9] were focused on the effect of these parameters.
Three tubes (174, 350, and 520 mm id) and explosion channel (80 mm x 80 mm cross-section) were
used in the tests. Different mixtures were chosen in order to provide (1) a wide range of the scaling
parameters and (2) combinations with similar values of the parameters at different scales.

It was found that under certain conditions the flame accelerates effectively in explosion channels,
resulting in fast supersonic (in a laboratory framework) regimes of propagation such as choked flames
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and detonations. Another option was ineffective flame acceleration resulting in relatively slow,
subsonic regimes of propagation. Some examples are presented in Figures. 3.2.2-1 to 3.2.2-3. For
slow combustion regimes, the maximum speed of flame propagation appeared to increase with scale.
Despite this effect, a very significant difference in the maximum propagation speeds and
corresponding levels of overpressures was observed between slow and fast regimes for all scales. This
significant difference allows us to define a criterion for flame acceleration that is based on the
corresponding critical conditions in channels with obstacles.

Experimental results [3.8, 3.9] showed that parameters L/δ and σ were the most important ones
among all the sets (3.2) in defining flame acceleration rate. At the same time, the type (slow or fast)
of final regime of flame propagation at sufficiently large scale was found to depend mainly on the
value of mixture expansion ratio σ. In view of this observation, it was suggested that all mixtures may
be divided into “weak” and “strong”. Flame acceleration and development of fast combustion regimes
are possible in strong mixtures under favourable conditions at sufficiently large scale. Flame
acceleration in weak mixtures is inefficient, even under favourable conditions. A criterion for flame
acceleration was suggested in Reference [3.10] as a requirement of a large-enough value of σ:

σ > σ*(β, Le) , (3.3)

where σ* is the critical value, which is expected to be function of β and Le.
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3.2.3 Experimental Correlations for FA Criterion

A large amount of experimental data on turbulent flame acceleration is available at conditions
representative of nuclear safety. In this section, these data are considered.

Experiments were conducted in the High-Temperature Combustion Facility (HTCF) facility at the
Brookhaven National Laboratory (BNL) to study flame acceleration and DDT in hydrogen-air and
hydrogen-air-steam mixtures with different hydrogen and steam concentrations. The experiments
were performed without venting and with 5.1% venting at initial mixture temperatures up to 650K
[3.11]. The HTCF is 21.3 m long and has an internal diameter of 27.3 cm. Periodic orifice plates were
installed down the length of the entire detonation tube. The orifice plates have an outer diameter of
27.3 cm, an inner diameter of 20.6 cm, and a spacing of 1 tube diameter.

Experiments were conducted at the Sandia National Laboratories (SNL) with hydrogen-air-steam and
hydrogen-air mixtures in the Heated Detonation Tube (HDT) to determine the region of benign
combustion (between the flammability limits and the DDT limits) [3.12]. The HDT is 12 m long and
has internal diameter of 43 cm. Obstacles were used with 30% blockage ratio annular rings, and
alternate rings and disks of 60% blockage ratio. The initial conditions were 383 K and 1 or 3 atm
pressure.

RUT facility tests were performed at Russian Research Centre “Kurchatov Institute” (RRC KI0 with
hydrogen-air mixtures with and without steam dilution in a complex geometry [3.13, 3.14]. The first
part of the facility was a channel of 2.5 x 2.3-m cross-section and 34.6 m long; the second part was a
canyon of 6 x 2.5-m cross-section and 10.5 m long, and the third one was a channel of 2.5 x 2.3-m
cross-section and 20 m long. Twelve concrete obstacles were placed along the first channel with a
spacing of 2.5 m (blockage ratios were 0.3 and 0.6). Initial temperature in tests with steam was close
to 375 K. Initial pressure in all the tests was 1 atm.

FLAME facility data were obtained at the Sandia National Laboratories in a study of FA and DDT of
hydrogen-air mixtures [3.15]. FLAME is a large (30.5 m long) rectangular channel that has an interior
width of 1.83 m and a height of 2.44 m. The blockage ratio was 0.0 (no obstacles) or 0.33 in the tests.
Initial conditions were normal in these tests.

FZK experiments [3.9] were performed in a 35-cm-diameter, 12-m-long length with equidistant rings
as obstacles (blockage ratio was 0.6 spacing was 35cm). Flame acceleration was studied in hydrogen-
air mixtures and in hydrogen-oxygen (2:1) mixture, diluted with nitrogen, argon, helium and CO2.
Experiments were conducted under normal initial conditions.

CHANNEL, DRIVER, and TORPEDO experiments provided data on turbulent flame propagation
regimes in obstructed areas at different scales [3.8, 3.9]. Blockage ratios ranged from 0.1 to 0.9.
Distances between obstacles were equal to the transverse size of each tube for all these facilities.
Mixture compositions were varied in the tests. Experiments were conducted under normal conditions.
The CHANNEL facility is a tube with a square cross-section of 80 mm × 80 mm and 5.28-m length.
Rectangular obstacles were mounted along upper and bottom plates. Different hydrogen-air mixtures
and stoichiometric hydrogen-oxygen, diluted by argon or helium were used in these tests. The
DRIVER facility is a detonation tube of 174 mm id and approximately 12-m length. Hydrogen-air
mixtures and stoichiometric hydrogen-oxygen mixtures diluted with nitrogen, argon, or helium were
used in this facility. The TORPEDO facility is a 520-mm tube of 30.3-m length. Hydrogen-air
mixtures and stoichiometric hydrogen-oxygen, diluted by helium were used in these tests.
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Results of the analyses [3.10] are presented in Figures 3.2.3-1 to 3.2.3-6. Data points are marked with
labels given in Table 3.2.3-1. Black points correspond to fast combustion regimes, and light gray
points to slow combustion regimes.

Table 3.2.3-1 Experimental data used in correlations for flame acceleration criterion

Data source Label Blockage
ratio
BR

Tube or
channel

size
L, mm

Initial
temperatur

e
T, K

Mixture
type

Equivalence
ratio

φφφφ

HTCF-BNL [3.11] b1 0.43 273 300 H2/air <1
HTCF-BNL [3.11] b2 0.43 273 500 H2/air <1
HTCF-BNL [3.11] b3 0.43 273 650 H2/air <1
HTCF-BNL [3.11] b4 0.43 273 400 H2/air/H2O <1
HTCF-BNL [3.11] b5 0.43 273 500 H2/air/H2O <1
HTCF-BNL [3.11] b6 0.43 273 650 H2/air/H2O <1

CHANNEL-RRCKI [3.9] c1 0.1 80 293 H2/air <1; >1
CHANNEL-RRCKI [3.9] c2 0.3 80 293 H2/air <1; >1
CHANNEL-RRCKI [3.9] c3 0.6 80 293 H2/air <1; >1
CHANNEL-RRCKI [3.9] c4 0.9 80 293 H2/air <1; >1
CHANNEL-RRCKI [3.9] c5 0.6 80 293 H2/O2/He 1
CHANNEL-RRCKI [3.9] c6 0.6 80 293 H2/O2/Ar 1

DRIVER-RRCKI [3.9] d1 0.09 174 293 H2/air <1; >1
DRIVER-RRCKI [3.9] d2 0.3 174 293 H2/air <1; >1
DRIVER-RRCKI [3.9] d3 0.6 174 293 H2/air <1; >1
DRIVER-RRCKI [3.9] d4 0.9 174 293 H2/air <1; >1
DRIVER-RRCKI [3.9] d5 0.09 174 293 H2/O2/N2 1
DRIVER-RRCKI [3.9] d6 0.3 174 293 H2/O2/N2 1
DRIVER-RRCKI [3.9] d7 0.6 174 293 H2/O2/N2 1
DRIVER-RRCKI [3.9] d8 0.9 174 293 H2/O2/N2 1
DRIVER-RRCKI [3.9] e1 0.09 174 293 H2/O2/He 1
DRIVER-RRCKI [3.9] e2 0.3 174 293 H2/O2/He 1
DRIVER-RRCKI [3.9] e3 0.6 174 293 H2/O2/He 1
DRIVER-RRCKI [3.9] e5 0.09 174 293 H2/O2/Ar 1
DRIVER-RRCKI [3.9] e6 0.3 174 293 H2/O2/Ar 1
DRIVER-RRCKI [3.9] e7 0.6 174 293 H2/O2/Ar 1

FLAME-SNL [3.15] f1 0.33 1830 293 H2/air <1
FLAME-SNL [3.15] f2 0 1830 293 H2/air <1

FZK [3.9] g1 0.6 350 293 H2/air <1; >1
FZK [3.9] g2 0.6 350 293 H2/O2/N2 1
FZK [3.9] g3 0.6 350 293 H2/O2/He 1
FZK [3.9] g4 0.6 350 293 H2/O2/Ar 1
FZK [3.9] g5 0.6 350 293 H2/O2/CO2 1
FZK [3.9] g6 0.6 350 293 H2/air/CO2 .5
FZK [3.9] g7 0.6 350 293 H2/air/CO2 1
FZK [3.9] g8 0.6 350 293 H2/air/CO2 2
FZK [3.9] g9 0.6 350 293 H2/air/CO2 4

continued . . .
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Table 3.2.3-1 (concluded)

Data source Label Blockage
ratio
BR

Tube or
channel

size
L, mm

Initial
temperatur

e
T, K

Mixture
type

Equivalence
ratio

φφφφ

RUT-RRCKI [3.13] r1 0.6 2250 293 H2/air <1
RUT-RRCKI [3.13] r2 0.3 2250 293 H2/air <1
RUT-RRCKI [3.13] r3 0 2250 293 H2/air <1
RUT-RRCKI [3.14] r4 0.3 2250 375 H2/air/H2O ≤1

HDT-SNL [3.12] s1 0.6 406 383 H2/air >1
HDT-SNL [3.12] s2 0.3 406 383 H2/air/H2O >1

TORPEDO-RRCKI [3.9] t1 0.6 520 293 H2/air <1; >1
TORPEDO-RRCKI [3.9] t2 0.6 520 293 H2/O2/He 1
TORPEDO-RRCKI [3.9] t3 0.3 520 293 H2/air <1; >1
TORPEDO-RRCKI [3.9] t4 0.1 520 293 H2/air <1; >1

The plot of σ-values versus initial temperature is shown in Figure 3.2.3-1. It is seen that the border
between fast and slow flames in terms of σ goes down with initial temperature. In fact, such a
behaviour should be expected. The mixtures are characterized by the intrinsic temperature scale -
parameter Ea/R. In the dimensionless form, the rigorous parameter is the Zeldovich number β =
Ea(Tb - Tu)/RTb

2. Qualitatively, the influence of initial temperature on effectiveness of the flame
acceleration is connected with the increase of the effect of local turbulent mixing on suppression of
burning rate at high β-values. Such a general effect, however, is expected to be influenced by a local
behaviour of a flame element that is stretched and curved by turbulent motions.

The Zeldovich number is known to play an important role in the stability of stretched flames in a
combination with the Lewis number [3.16]. Normal burning rate of stretched flames Un relative to
burned mixture may be expressed by

Un/UL-1 = - Mab δ/UL⋅(1/A⋅dA/dt) , (3.3)

where UL is the laminar flame speed relative to burned mixture, A is the elementary area of the flame
front, and Mab is the Markstein number defined relative to burned mixture.

The value of 1/A⋅dA/dt represents the flame stretch, which in highly turbulent flow is due to
turbulence. The value of the Markstein number, Mab, determines the effect of stretch on variations of
local burning velocities. For two reactant mixtures with a single-step reaction the Mab is estimated as
[3.16]:

Mab = ∫
− +

−
−+

−

1

0

)1ln()
)1(2
)1((ln

1

σ

σ
βσ

σ
σ

x
dxxLe

 , (3.4)

where x is dummy variable of integration. The combination β(Le-1) defines the value and even the
sign of Mab. At large negative values of β(Le-1), Mab < 0 and the flame stretch results in a local
increase of burning velocity. With Mab > 0, the flame stretch tends to decrease the burning velocity
and can result in flame quench.
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The combination β(Le-1) is also the defining parameter for thermal-diffusion flame instability. The
stability boundary corresponds to β(Le-1) = -2. Flames are stable with β(Le-1) > -2, and unstable
with β(Le-1) < -2. These speculations show that parameter β(Le-1) is expected to be important in
correlations of experimental data.

Figure 3.2.3-2 shows combustion regimes in (σ - β(Le-1)) plot. The value β(Le-1) = -2 indeed
appeared as a threshold value. With β(Le-1) < - 2 the borderline between slow and fast combustion
regimes changes with β(Le-1) in the range σ* = 2 - 3.75. With β(Le-1) > -2, which corresponds to
thermal-diffusely stable flames, an abrupt change of limiting values of σ is observed. Values of σ
ranges from 3.5 to 4.0 for β(Le-1) > -2. A similar picture is seen in the (σ - Mab) plot presented in
Figure 3.2.3-3. Threshold value here corresponds to Mab = 0.

Data of Figures 3.2.3-2 and 3.2.3-3 suggest that correlations with other parameters should be made
separately for mixtures with β(Le-1) < -2 and with β(Le-1) > -2. For stable flames with β(Le-1) > -2,
these correlations are presented in Figures 3.2.3-4 and 3.2.3-5. Critical σ-values for effective flame
acceleration do not depend significantly on scale ratio L/δ (Figure 3.2.3-4 and on Zeldovich number β
(Figure 3.2.3-5). For unstable flames with β(Le-1) < -2, critical σ-values can be considered to be a
function of Zeldovich number β (Figure 3.2.3-6).

Experimental correlations presented in this section permit us to suggest the following necessary
conditions for development of fast combustion regimes [3.10].

σ > (3.5 ÷ 4), for mixtures with β(Le - 1) > -2 ; (3.5)

σ > σ*(β), for mixtures with β(Le - 1) < -2 , (3.6)

where the function σ*(β) is given by the correlation shown in Figure 3.2.3-6. These conditions are
expressed in terms of mixture properties and give the possibility to divide mixtures into “strong” and
“weak”, depending on their ability to support effective flame acceleration under favourable
geometrical conditions.
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Figure 3.2.3-1 Resulting combustion regime as a function of expansion ratio σσσσ and initial
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Figure 3.2.3-2 Resulting combustion regime as a function of expansion ratio σσσσ and ββββ(Le - 1).
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Figure 3.2.3-4 Resulting combustion regime as a function of expansion ratio σσσσ and scale ratio L/
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Figure 3.2.3-6 Resulting combustion regime as a function of expansion ratio σσσσ and Zeldovich
number ββββ for mixtures with ββββ(Le - 1) < -2. Black points represent fast combustion regimes, and
gray points represent slow combustion regimes. Groups of points are marked with values of
initial temperatures for hydrogen-air-steam mixtures.
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3.2.4 Applications of σσσσ - Criterion and Corresponding Uncertainties

To apply the criteria stated in Equations (3.5) and (3.6), values of β and Le are required for each
particular mixture. First of all, the value of β(Le-1) should be estimated. For mixtures typical of
containment atmospheres (hydrogen-air-steam) such estimates [3.10] suggest that H2-lean mixtures
are characterized by β(Le - 1) < -2 and H2-rich and stoichiometric ones by β(Le - 1) > -2. Mixtures
close to stoichiometry on the lean side with equivalence ratio φ from 0.7 to 1.0 (depending on initial
temperature and steam concentration) are at the border β(Le - 1) = -2.

Thus for H2-rich and stoichiometric hydrogen-air-steam mixtures, the condition expressed in Equation
(3.6) should be applied to estimate limits of effective flame acceleration. For H2-lean hydrogen-air-
steam mixtures, limits for effective flame acceleration are expected to depend on β, and, hence, on
initial temperature.

To calculate β, the values of effective activation energy Ea and Tb in addition to Tu are required.
Thermodynamic calculations provide data on Tb for each particular mixture (equilibrium temperature
of combustion products at constant pressure). Effective activation energy Ea can be estimated from
dependence of laminar flame speed on Tb. For lean hydrogen-air-steam mixtures, such estimates give
an average value of Ea/R ≈ 9800 K (for rich mixtures Ea/R ≈ 17700 K) [3.10]. These estimates and a
correlation shown in Figure 3.2.3-6 provide data for determination of flame acceleration limits in
terms of mixture compositions.

There are some uncertainties connected with estimations of flame acceleration limits. First of all, it
should be stressed once more that the criteria expressed in Equations (3.5) and (3.6) represent
necessary but not sufficient conditions for effective flame acceleration. Other requirements should be
met as well so that the flame propagation can result in formation of fast combustion regimes. The
most important of them are the requirements of a large-enough scale (flame propagation distance) and
favourable geometry (obstructions) for effective flame acceleration.

Another type of uncertainty is connected with a spread of critical σ-values. For rich mixtures, it is
given by the range from 3.5 to 4.0 for σ*. It should also be noted that no experimental data are
available for rich hydrogen-air-steam mixtures at Tu > 383 K. Additional experiments are required to
evaluate the limit expressed in Equation (3.6) for rich mixtures at Tu > 383 K.

A considerable spread in limiting σ-values (3.5 ÷ 4.0) may be connected with an influence of
additional parameters on effectiveness of flame acceleration. In particular, the laminar flame Mach
number SL/csr may play a role. An accurate estimation of the possible influence of this parameter is
difficult because no reliable data on SL are available for some of mixture compositions. In view of
this, definition of critical conditions in terms of σ (even taking into account the spread of critical
values) should be considered as more reliable because σ-values are only given by thermodynamic
mixture properties.

For lean mixtures, the error of limiting σ-values (Figure 3.2.3-6) can be estimated as ±4%, which
results, for example, in the σ*-range from 2.7 to 2.9 for β ≈ 5.5 (Tu ≈ 400 K). If hydrogen-air-steam
mixtures are considered without additional components or dilution (e. g., CO2, N2, CO, etc.), the
unavoidable uncertainty connected with determination of Ea (and, hence, β) can be eliminated by
using limiting σ*(Tu)-values from Figure 3.2.3-1 instead of those from Figure 3.2.3-6. In other cases,
the critical condition in form of σ*(β) is preferable, and uncertainty in β-value should be taken into
account.
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A third type of uncertainty is connected with a border between stable and unstable flames β(Le - 1) =
-2. The exact location of this border (in terms of the mixture composition under given initial
conditions) is difficult to define because of inevitable errors in determination of Le and β. What is
also unclear is how sharp the difference is in limiting conditions for mixtures that are close to this
stability boundary. No experimental data are available for mixtures with β(Le-1) from -2.2 to -1.3 in
Figures 3.2.4-1 to -6. Additional analysis and, probably, experiments are necessary to clarify the
critical conditions for mixtures with equivalence ratios φ in the range from 0.7 to 1.0.

Limits of flame acceleration for hydrogen-air-steam mixtures at T = 375 K and p = 1 atm and
corresponding uncertainties are shown as an example in Figure 3.2.4-1. The limits are presented using
hydrogen concentration in a dry mixture (H2(dry) = H2/(H2+air), vol %) and steam concentration (vol
%) as variables.
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Figure 3.2.4-1 Limits of flame acceleration for hydrogen-air-steam mixtures at T = 375 K and p
= 1 atm. Ranges of uncertainties are shown by shadow areas.

The uncertainties discussed above can be taken into account by using conservative estimates, that is,
by using the minimum σ*-values for each set of initial conditions. Additional experiments and
analysis can help in narrowing the range of uncertainties in application of the σ-criterion.
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3.3 Necessary Criteria for DDT

Useful practical information can be obtained if one addresses separately different phases of DDT,
namely the creation of conditions for DDT (Phase 1) and the onset of detonations (Phase 2). For each
of these phases, the necessary conditions may be formulated, which provide a number of DDT criteria
for practical applications. These criteria give necessary but not sufficient conditions. If some or all of
them are satisfied, it does not mean that detonation should certainly be initiated. There are probably
other requirements that should also be met. However, if one of the necessary criteria is not satisfied,
detonation should not be expected. This important point gives simple estimates from a conservative
side for accident analysis.

3.3.1 Detonability Limits

The detonability limits of a reactive mixture are the critical conditions for the propagation of self-
sustained detonation. The critical conditions denote both the initial and boundary conditions of the
explosive mixture. If a self-sustained detonation propagation is not possible, DDT cannot be
expected. In this view, the detonability limits can be considered as a “first level” of DDT criteria.

A detailed discussion of detonability limits can be found in several reviews (see e. g., [3.17-3.19]).
Here we will just mention some important values. The limit for stable detonation propagation in a
cylindrical smooth-walled tube (limiting tube diameter) is estimated to be D* = λ/π. For wide planar
channels with height H much smaller than the width W, the channel width should accommodate at
least one detonation cell for stable detonation propagation W* = λ.

3.3.2 Criteria for Phase 1 of DDT

It is generally considered that processes of DDT can be divided into two main phases. Phase 1
involves a variety of processes that create conditions for the onset of detonations. Phase 2 is the actual
process of detonation formation − the onset of detonations. A number of requirements have been
found that are necessary to provide conditions for DDT (Phase 1 of the process).

3.3.2.1 Fast flame requirement

It was shown that turbulent flames should accelerate to result in ‘choked’ or ‘sonic’ combustion
regime to produce conditions for the onset of detonations [3.19, 3.20]. Flame speeds in laboratory
flame are close to isobaric sound speeds in combustion products (about 500 to 1000 m/s) in this
combustion regime. The results obtained recently show that no DDT was observed; indeed, in some
cases a flame did not accelerate to a nearly choking regime. The necessary criterion may be
formulated that the flame should be accelerated to result in a fast, nearly choking, combustion regime
to make DDT possible. Thus the σ criterion for flame acceleration described in Section 3.2 can also
used as one of the necessary conditions for DDT.

3.3.2.2 Critical flame Mach numbers

Because different initial conditions − in terms of mixture composition, temperature, and pressure—
are relevant for nuclear safety, the definition of critical flame speeds in absolute values cannot be
satisfactory. The flame Mach number (flame speed normalized by sound speed in uncompressed
mixture) represents a parameter that is more relevant for a variety of initial conditions. The Mach
number of choked flames is about 2. Recently, a series of tests was conducted [3.21] to determine the
critical values of flame Mach numbers for DDT in a variety of hydrogen-air steam mixtures. The
minimum value of 1.5 was found for the most-sensitive mixture used in the tests [3.21].
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3.3.2.3 Minimum shock Mach numbers

The requirement of the development of a relatively fast combustion regime prior to DDT is connected
with the necessary creation of a local explosion somewhere in the flow that includes flame brush and
a system of shocks ahead of the flame. The faster the flame, the stronger the shocks generated, and
consequently the more effective is the turbulent mixing of products and reactants, thereby promoting
initiation of a localized explosion. One of the important mechanisms (but not the only one) that
causes localized explosions to occur is connected with shock reflections from obstacles. Although
mild ignitions in reflections are the intrinsic feature of propagating fast deflagration waves, strong
ignitions can lead to formation of detonation wavelets, which in certain conditions can result in fully
developed detonations.

To provide initiation of localized explosion in reflections, the flame should be able to generate a
shock wave with some critical Mach number. A number of tests were made [3.22, 3.23] to determine
the critical shock Mach numbers that are capable of giving strong ignition in reflections. The
composition of mixtures and the configuration of reflectors were varied. More recently, critical shock
Mach number experiments were conducted at a larger scale (FZK tube, 350 mm id) [3.24] compared
with studies described in References [3.22 and 3.23].

The following conclusions can be made, to summarize the results of critical Mach number
experiments in hydrogen-containing mixtures:

1. Shock (blast) waves with Mach numbers M < 1.2 cannot cause the secondary ignition being
reflected from focusing surfaces and obstacles.

2. Shock (blast) waves with 1.2 < M < 1.4 can cause secondary ignition in reflections from
focusing surfaces and obstacles, thus favouring escalation of the explosion.

3. Shock (blast) waves with M > 1.4 can cause initiation of detonations in the vicinity of
reflecting surfaces.

4. Scale affects the possibility of the initiation of detonation in shock-wave reflections. Usually,
the critical Mach numbers for initiation of local detonations decrease as the scale increases.

No model is currently available that is able to adequately describe the mutual influence of shock
strength, mixture properties, and scale on possibility of detonation initiation in reflections. The
experimental data on detonation initiation in shock-wave reflections should help to develop and verify
detailed models of DDT phenomena.

3.3.3 Criteria for Onset of Detonations

3.3.3.1 Minimum tube diameter criterion (d > λ)

A detailed study of DDT in tubes was conducted at McGill University [3.19, 3.20]. Flame
acceleration and transition to detonation were studied in tubes having an internal diameter of 5 to 30
cm, and with orifice plates installed inside the tubes. Blockage ratio (BR), fuel type, and mixture
composition were variables in these experiments. Detonation cell size, λ, was used to characterize the
sensitivity of the mixture to detonation initiation. This means that different mixtures were compared
on the basis of the value of the cell size. It was found that, for an optimum blockage ratio of BR =
0.43, a size of the unobstructed passage, d, of more than 1λ is necessary for transition to detonation.
This criterion can be used as the necessary condition for DDT in obstructed channels. However, it is
only applicable for very long channels, having a length of more than 10 to 20 times their width.
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Long channels with or without obstacles are not typical of the geometry of containment buildings. A
chain of connected compartments could principally represent a similar geometry. However, even for
long channels, the critical value of d appeared to depend on obstacle configuration (see Table 3.3.3-
1). The critical ratio d/λ increases with a decrease of obstacle spacing and with an increase of
blockage ratio, BR. DDT is easier to achieve for a smaller BR and for a greater distance between
obstacles. Variations of critical d/λ can be quite large, ranging from 0.8 to 5.1. Despite the obvious
limitations of the criterion for long channels (d > λ), it gives an important indication of the effect of
geometrical scale on the transition to detonation. The detonation cell size, λ, increases with changes
of the mixture composition below and above stoichiometry. Consequently, the larger the scale the
wider is the composition range for DDT.

Table 3.3.3-1 Critical conditions for DDT in channels and tubes having different configuration
of obstacles

BR Channel
width W,

mm

Channel
height H,

mm

Unobstructed
passage
d, mm

Obstacle
spacing,

mm

Maximum λλλλ
for DDT,

mm

d/λλλλ Reference

0.43 16 57 31.6 50.56 8.8 3.6 [3.25]
0.43 16 57 31.6 101.12 11.7 2.7 [3.25]
0.43 50* 37.4 50 31 1.2 [3.26]
0.43 150* 114 150 100 1.1 [3.26]
0.43 300* 226 300 190 1.2 [3.26]
0.45 61.8 55.4 30 32.1 13 2.3 [3.27]
0.45 61.8 55.4 30 64.2 20 1.5 [3.27]
0.45 61.8 55.4 30 128.4 36 0.8 [3.27]
0.3 350* 293 525 220 1.3 [3.9]
0.6 350* 220 350 44 5.1 [3.9]

*) Tube diameter

3.3.3.2 Minimum scale requirement for onset of detonations

A number of studies focused on the analysis of the processes involved in the second phase of DDT −
the onset of detonations. It was assumed that necessary conditions for generation of localized
explosion (Phase 1) are met, and the process of the actual formation of a detonation wave was
studied. It was shown that several factors can influence the process of detonation formation. First, a
local distribution of mixture properties (auto-ignition delay time) in a sensitized region should
provide coupling of chemical and gas dynamic processes that result in the formation of an explosion
wave [3.28-3.30]. Second, this wave should survive propagating from a sensitized to an unpertubed
mixture [3.31-3.34]. Finally, the explosion wave should be adjusted for a chemical length scale of the
ambient mixture. The latter, naturally, gives a measure for the minimum size of the sensitized region,
which is necessary for the formation of detonation.

Numerical and analytical studies were conducted to determine the minimum size of the sensitized
region [3.31-3.35]. Critical conditions for detonation formation in a locally sensitized mixture were
studied. A sensitized region was modelled by temperature distributions [3.31-3.33], addition of a fast
reactive component [3.31-3.33], and mixed products and reactants [3.34]. The problem of the
propagation of an explosion wave through reactivity gradients was also studied analytically as a
separate problem [3.35].
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The main results of these studies are summarized here: the minimum size of a sensitized region is
required for the onset of a detonation; this size depends on the properties of the mixture surrounding
the sensitized region; and a characteristic length scale for this process is of the order of 10λ, in terms
of detonation cell width, λ, of the unperturbed mixture. Some details of the detonation formation
process may influence the minimum size for detonation onset. A decrease of the volumetric energy
content in the sensitized region (e. g., for temperature non-uniformities), results in the minimum size
increase. In the opposite case of the detonation onset in a locally pre-compressed region (e. g., for
auto-ignition from shock reflections), detonation onset is facilitated. In cases of detonation formation
as an expanding wave (e. g., spherical symmetry), the minimum size was found to be increased
because of curvature effects. A combination of the above factors is typical for DDT events. It is
hardly possible, thus, to define a universal criterion for the onset of detonations. However, an
engineering estimate for practical applications has been suggested [3.13, 3.31-3.33], assuming that a
detonation is developed initially as a planar wave, volumetric energy content is uniform, and typical
fuel-air mixtures are considered. With these assumptions, the minimum macroscopic size of
sensitized mixture for detonation onset was estimated to be about 7λ.

The results of numerical studies described above were obtained using some types of one-dimensional
(1D) models for detonation formation in nonuniform mixtures. Obvious limitations of 1D models
limit the reliability of their predictions, especially that of quantitative character. In view of this, it is
important to mention some recent experimental results, which confirm, generally, the main
conclusions of these calculations.

A series of experiments [3.36] was conducted to study critical conditions for propagation of explosion
waves through reactivity gradients. Propagation of a detonation wave from a donor mixture through a
gradient region to a less-reactive acceptor mixture was studied using hydrogen-air mixtures in a 174-
mm tube. The length of the donor mixture, the width of the gradient region ∆x, and the reactivity of
acceptor mixture were varied in the tests. It was shown that a critical sensitivity gradient (∆λ/∆x)* (∆
λ is the difference in cell sizes between acceptor and donor mixtures) may be defined, which
determines a possibility of detonation decay in the gradient region. Detonations decayed in the
gradient region, in the cases of (∆λ/∆x) > (∆λ/∆x)*. It was also found  that the critical value of (∆λ/∆
x)* depends significantly on the difference in energy densities of donor and acceptor mixtures. The
more energetic the donor mixture was compared with the acceptor mixture, the sharper (greater (∆λ/∆
x)*) was the critical gradient for detonation decay. Extrapolation of the experimental results to the
uniform energy density resulted in critical values of (∆x/∆λ)* ≈ 10. These experimental data, thus,
appeared to be in accord, qualitatively, with the results of numerical calculations described earlier in
this section. The critical values of the gradient for hydrogen-air mixtures appeared also to be in a
reasonable quantitative agreement with the calculations.

Another aspect of the numerical and analytical predictions for the minimum size of a gradient region
for detonation initiation concerns the effect of symmetry (initiation of spherical detonations). Recent
results of turbulent jet initiation experiments [3.37] showed that the minimum requirement for
initiation of spherical detonations by turbulent jet (in the absence of confining structure effects) may
be expressed as Djet > 24λ, where Djet is the orifice size of the initiating jet. This is about 3 times as
much as what should be expected for initiation of a planar wave (10λ) in accordance with results of
numerical and analytical models.

These data support the results of theoretical analyses of main features of spontaneous onset of
detonations in a sensitized mixture region. They show once more that some minimum size of the
sensitized (or gradient) region is required for the onset of detonation. These results show, also, that
the order of magnitude for the minimum size is about 10λ (λ corresponds to the surrounding mixture),
and that this size can vary from several λ to several tenths of λ depending on particular conditions. In
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such a situation, a detonation onset criterion, which is aimed at describing the effect of scale with an
accuracy better than an order of magnitude, should be primarily based on appropriate experimental
correlations.

In the discussion presented here, the detonation cell size was used as a measure of mixture sensitivity.
This allows scaling of DDT conditions found for different mixtures and compositions. The cell size
data themselves are available for conditions typical of severe accidents. The data and corresponding
interpolation methods are described in Appendix D. It should be noted, however, that the cell size
cannot be considered as a fundamental mixture property. Its application as a scaling parameter should
be validated experimentally. Fortunately, for mixtures typical of containment atmospheres (H2-air,
H2-air-H2O, H2-air-CO2 at normal and elevated initial temperatures), the detonation cell size has
shown to be a reliable scaling parameter [3.38-3.42]. Corresponding details are given in Section 3.3.4.

3.3.3.3 L/λ-correlation (7λ criterion)

In order to formulate a criterion for the onset of detonations that describes the effect of scale, a
definition of a characteristic geometrical size L of an enclosure is necessary. The size L should give a
measure of the possible macroscopic size of a sensitized mixture where detonations might originate
and develop. A requirement for this size to be large enough compared with the detonation cell size of
the mixture can form the necessary detonation onset criterion. Originally [3.13, 3.32, 3.42, 3.43], such
a criterion was formulated as L > 7λ, where L was defined as a characteristic (average) size of a room
filled with combustible mixture (or the size of a mixture cloud). Experimental data generally showed
a good agreement with L > 7λ criterion over a wide range of scales and mixture compositions.

Despite a general agreement of the L > 7λ criterion with experimental data, definitions for the
characteristic size L used in References [3.13, 3.32, 3.42, and 3.43] were not always unambiguous,
especially for practical applications. It was more or less established that good correlations were
observed for rooms (or mixture clouds) with relatively small aspect ratios, where the size L could be
easily defined as a sort of average of the corresponding geometrical sizes. An appropriate and clear
definition of L for chains of connected rooms (or tubes with obstacles) was not derived in References
[3.13, 3.32, 3.42, and 3.43]. Practical analyses of containment buildings showed that a system of
connected rooms requires a special attention as the most typical geometry. In addition, a large amount
of new experimental data was obtained recently, especially for DDT in obstructed channels. All these
factors indicated that an additional analysis of the L/λ-correlation is of interest for practical
applications.

The L/λ-correlation was reconsidered in Reference 3.44, in terms of a system of connected rooms. It
was assumed that a characteristic size L1 for a single room is the average size from two maximum
room sizes. Such a definition showed a good correlation in earlier analyses, and provides a certain
conservatism for rooms with large aspect ratios. We need to notice that the results of correlations are
not very sensitive to the definition of the characteristic size of a single room. The average size, or the
cubic root from the room volume, gives very close results for available experimental data.

Thus for single room it was assumed that

L1 = (S + H)/2 , (3.7)

where H and S are room height and length respectively (which are greater than room width W). It was
suggested that if room 1 is connected with room 2 through some opening, the characteristic size L of
the system of rooms 1 and 2 is defined by

L = L1 + αL2 , (3.8)
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where L1 and L2 are characteristic sizes of room 1 and 2 respectively, and α is a parameter that
describes the size of the opening between rooms. A large database on DDT conditions in obstructed
channels and tubes can be used to find an appropriate definition for the parameter α. For long
channels with repeated obstacles (which can be considered as a chain of rooms, all with characteristic
sizes equal to L1) one can obtain instead of Equation (3.8) the following form:

L = L1 + α(L1 + α(L1 + …)) , (3.9)

or

L = L1 + αL . (3.10)

Thus characteristic size for the channel with obstacles appeared to be given by

L = L1/(1-α) . (3.11)

A comparison with experimental data for DDT in channels and tubes was made assuming different
definitions for α, namely, α = (d/D)1/2, α = d/D, and α = (d/D)2, where d is unobstructed passage, and
D is tube diameter (or channel height D = H). It was found that the best correlation was observed for 
α defined as

α = d/D . (3.12)

Such a definition (Equations (3.7), (3.11), and (3.12)) for the characteristic size L is qualitatively in
accord with observations that detonation onset is facilitated in obstructed channels with increase of
d/D (decrease of blockage ratio) and with increase of obstacle spacing. Indeed, for the same D, L
increases with increase of S and d/D. Moreover, the critical ratio L/λ for DDT appeared to be nearly
constant for different configurations of obstacles and close to 7, as was suggested in the earlier studies
[3.13, 3.32, 3.42, 3.43].

The characteristic size L of obstructed channels has clear geometrical interpretation, especially for
cases of S = H. This observation is illustrated by Figure 3.3.3.3-1.

It should be noted that the definition for L (Equation (3.11)) has a singularity for α = 1. This
singularity leads to large increase of L for α close to unity (small BR). Such a singularity can be
easily avoided by limiting the range of application of Equation (3.11) for the cases with large-enough
values of BR, for example, BR > 0.1. In cases BR ≤ 0.1, the system of connected rooms can be
considered as a single room with L defined by Equation (3.7).
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Figure 3.3.3.3-1 Graphical illustration of characteristic size L for channels with obstacles and its
changes with blockage ratio.

3.3.3.4 Comparison of d > λ and L/λ Criteria

Both the minimum tube diameter and the L/λ criteria are based on comparison of characteristic
geometrical sizes of an enclosure with the characteristic chemical length scale λ of the mixture.
Applications of these criteria are limited by reliability of λ as a scaling parameter for a particular
range of mixtures and initial conditions. This aspect should be verified first against an appropriate set
of experimental data. The difference between these criteria is due to different definitions of
characteristic geometrical sizes. In the  d > λ criterion, the minimum transverse size of unobstructed
passage in a channel is required for onset of detonation. In the L/λ criterion, the minimum distance for
detonation formation is required. These requirements, thus, do not contradict each other and may be
considered as complimentary. The first approach (d > λ) is applicable to long channels with
obstacles. The second one (L/λ), principally, allows us to address a wider range of typical geometrical
configurations should an appropriate correlation be obtained.

3.3.4 Experimental Correlations for Detonation Onset Criteria

A considerable database has been accumulated in literature on limiting conditions for DDT. This
database includes the McGill University small-scale tests on DDT [3.25-3.27], experiments in the
FLAME Facility [3.15], BNL tests [3.11] and Whiteshell Laboratories (AECL) data [3.21]. Recently,
large-scale DDT experiments with hydrogen-air, hydrogen-air-steam, and hydrogen-air-CO2 mixtures
were conducted at Russian Research Centre ‘Kurchatov Institute’ [3.13, 3.14, 3.38-3.40, 3.44, 3.45]
in the RUT facility. Experiments were also made in MINIRUT experimental apparatus at scale 1:50
of RUT facility [3.45, 3.46]. New data on DDT conditions were also obtained in obstructed channels
with transverse sizes 80, 174, 350, 520 mm [3.8, 3.9] for a wide range of hydrogen mixtures.
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In this section, the detonation onset criteria are examined by comparison with this set of experimental
data on DDT conditions.

3.3.4.1 Cell size as scaling parameter

Reliability of detonation cell size as a scaling parameter for detonation onset conditions can be
estimated without any reference to DDT criteria. For that, critical values of λ for the onset of
detonations should be compared in similar geometrical configurations and for different mixtures and
scales. For hydrogen-air mixtures at relatively small scales, this comparison has already been done in
the database [3.25-3.27] that summarizes a series of DDT experiments in tubes. It was also shown by
results of DDT tests at BNL [3.11] for hydrogen-air-steam mixtures at initial temperatures up to 650
K.

A comparison of the critical λ values may be made also for a large range of scales and geometrical
configurations on the basis of the RUT and MINIRUT tests, including

- hydrogen-air, hydrogen-air-steam, hydrogen-air-CO2 mixtures at large scale;

- two typical geometrical configurations (obstructed channel and room); and

- two 50 times different scales.

Data of Tables 3.3.4.1-1 and 3.3.4.1-2 and Figures 3.3.4.1-1 and 3.3.4.1-2 show that the critical
values of λ are similar for different mixtures and initial conditions at the same scale and geometrical
configurations. The ratio of the critical λ-values is indeed close to the ratio of scales for tests with
similar geometry.

It may be concluded that for the range of scales, mixtures, and initial conditions tested, detonation cell
sizes can be used as a reliable scaling parameter for characterization of the detonation onset
conditions.
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Table 3.3.4.1-1 Critical values of λλλλ for detonation onset at large scale (RUT facility)

Mixtures Channel geometry Room geometry
H2/air at 285 K - ≈1 m
H2/air/H2O at 375 K ≈ 0.9 m ≈1.2 m
H2/air/CO2 at 285 K 0.7 - 0.9 m 0.9 - 1.2 m

Table 3.3.4.1-2 Critical values of λλλλ for detonation onset at two different scales and similar
geometry

RUT MINIRUT
(scale 1:50)

λλλλRUT/λλλλMINIRUT

λλλλ, mm
Channel 900 18 50
Room 1200 21-25 48-57

3.3.4.2 L/λ-correlation (7λ criterion)

Characteristic geometrical sizes L and detonation cell widths of combustible mixtures are compared
here for each particular case of deflagration and DDT. The characteristic sizes, L, were calculated for
each case according to Equations (3.7), (3.8), (3.11), and (3.12). Detonation cell sizes were
determined using data presented in Appendix D. Experimental data used for the L/λ-correlation are
listed in Table 3.3.4.2-1

The summary of experimental results is presented in Figure 3.3.4.2-1. Data are marked with labels
given in Table 3.3.4.2-1. Figure 3.3.4.2-1 shows combustion modes (DDT or deflagration) as a
function of characteristic geometrical size L, and detonation cell width λ. A good correlation is
observed for L/λ ≈ 7 within the accuracy of the cell size data over a wide range of scales. The
minimum ratio of L/λ = 5.6 for few cases of DDT can be found among the general borderline of L/λ ≈
7 in the correlation presented in Figure 3.3.4.2-1. This is just a 20% deviation, which is much smaller
than inaccuracy of the cell size data.

It should be noted once more that such a correlation can be only considered as a necessary but not a
sufficient condition for DDT. If 7λ criterion is not satisfied (over the 7λ line in Figure 3.3.4.2-1),
detonation cannot be expected. In the opposite case (below the 7λ line in Figure 3.3.4.2-1),
development of combustion process can result in both detonation and deflagration regimes. Data for
channels with BR = 0.1 (d1 and t4 data labels) show an example that 7λ-criterion does not give a
sufficient condition for DDT. Onset of detonations was observed in this case for ratios L/λ
considerably higher than 7. Flame acceleration was inefficient with BR = 0.1, flames accelerated until
the end of the channel, but did not reach a velocity high enough for DDT. For BR > 0.1, the necessary
requirement for development of fast flames was satisfied, and DDT was observed in cases where the
scale was large enough for onset of detonations (L > 7λ).

The data presented here show that quite a good L/λ-correlation can be obtained for a variety of
different geometrical configurations. Probably, such a correlation can be further improved by using
better definitions for characteristic size L. We need to note, however, that the accuracy of the cell size
data for severe accident conditions is not as good as the agreement observed in Figure 3.3.4.2-1. As
shown in Appendix D, average uncertainty in the cell size estimation is given by a factor of 1.5, and
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the maximum one can be more than a factor of 2. This should be taken into account in practical
applications of the 7λ-criterion.

Table 3.3.4.2-1 Experimental data used in L/λλλλ-correlation for onset of detonations

Data source Label Blockage
ratio
BR

Tube or
channel size
D (H), mm

Initial
temperature

T, K

Mixture type Equiva-
lence

ratio φφφφ
AECL [3.21] a1 0.31 280 373 H2/air/H2O

HTCF-BNL [3.11] b1 0.43 273 300 H2/air <1
HTCF-BNL [3.11] b2 0.43 273 500 H2/air <1
HTCF-BNL [3.11] b3 0.43 273 650 H2/air <1
HTCF-BNL [3.11] b4 0.43 273 400 H2/air/H2O <1
HTCF-BNL [3.11] b5 0.43 273 500 H2/air/H2O <1
HTCF-BNL [3.11] b6 0.43 273 650 H2/air/H2O <1

CHANNEL-RRCKI [3.9] c1 0.1 80 293 H2/air <1; >1
CHANNEL-RRCKI [3.9] c2 0.3 80 293 H2/air <1; >1
CHANNEL-RRCKI [3.9] c3 0.6 80 293 H2/air <1; >1

DRIVER-RRCKI [3.9] d1 0.09 174 293 H2/air <1; >1
DRIVER-RRCKI [3.9] d2 0.3 174 293 H2/air <1; >1
DRIVER-RRCKI [3.9] d3 0.6 174 293 H2/air <1; >1
DRIVER-RRCKI [3.9] d4 0.9 174 293 H2/air <1

FLAME-SNL [3.15] f1 0.33 1830 293 H2/air <1
mini-FLAME-SNL [3.47] f3 0.33 150 293 H2/air <1

FZK [3.9] g1 0.6 350 293 H2/air <1; >1
FZK [3.9] g2 0.6 350 293 H2/O2/N2 1
FZK [3.9] g3 0.3 350 293 H2/air 1
FZK [3.9] g6 0.6 350 293 H2/air/CO2 .5
FZK [3.9] g7 0.6 350 293 H2/air/CO2 1
FZK [3.9] g8 0.6 350 293 H2/air/CO2 2
FZK [3.9] g9 0.6 350 293 H2/air/CO2 4

McGill [3.25] m1 0.44 16 x 57 x 50 293 H2/air <1
McGill [3.25] m2 0.44 16 x 57 x 100 293 H2/air <1
McGill [3.26] m3 0.43 50 293 H2, CH-fuels/air <1
McGill [3.26] m4 0.43 150 293 H2, CH-fuels/air <1
McGill [3.26] m5 0.43 300 293 H2, CH-fuels/air <1
McGill [3.27] m6 0.44 65 x 52 x 32 293 H2, CH-fuels/air <1
McGill [3.27] m7 0.44 65 x 52 x 64 293 H2, CH-fuels/air <1
McGill [3.27] m8 0.44 65 x 52 x 128 293 H2, CH-fuels/air <1

RUT-RRCKI [3.13] r1 0.6 2250 293 H2/air <1
RUT-RRCKI [3.13] r2 0.3 2250 293 H2/air <1
RUT-RRCKI [3.13] r3 room 10.5 x 6 x 2.3 m 293 H2/air <1
RUT-RRCKI [3.14] r4 room 10.5 x 6 x 2.3 m 375 H2/air/H2O ≤1
RUT-RRCKI [3.14] r5 0.3 2250 375 H2/air/H2O ≤1
RUT-RRCKI [3.40] r6 0.3 2250 293 H2/air/CO2 <1
RUT-RRCKI [3.40] r7 room 10.5 x 6 x 2.3 m 293 H2/air/CO2 <1
RUT-RRCKI [3.45] ri room 15 x 6 x 2.3 m 293 H2 -injection ≤1

continued . . .



3.28

Table 3.3.4.2-1 (concluded)

Data source Label Blockage
ratio
BR

Tube or
channel size
D (H), mm

Initial
temperature

T, K

Mixture type Equiva-
lence

ratio φφφφ
HDT-SNL [3.12] s1 0.6 406 383 H2/air >1
HDT-SNL [3.12] s2 0.3 406 383 H2/air/H2O >1

TORPEDO-RRCKI [3.9] t1 0.6 520 293 H2/air <1; >1
TORPEDO-RRCKI [3.9] t3 0.3 520 293 H2/air <1; >1
TORPEDO-RRCKI [3.9] t4 0.1 520 293 H2/air <1; >1
mini-RUT-RRCKI [3.44] v1 0.3 46 293 H2/air <1
mini-RUT-RRCKI [3.44] v2 room 210 x 120 x 50 293 H2/air <1
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3.3.4.3 Correlations for turbulent jet initiation

The initiation of detonations by a turbulent jet of combustion products represents one type of DDT
phenomena. This initiation mode can occur when combustion of a gaseous mixture in a confined
chamber with a venting orifice results in the injection of combustion products’ jet through the orifice
into another mixture volume outside the chamber (see Figure 3.3.4.3-1). It was shown first by
Knystautas et al. in 1979 [3.48] that such a jet is able to initiate detonation in the surrounding mixture
in cases the jet gas velocity and the jet size are large enough. Since that time, a number of studies
were conducted to determine critical conditions for turbulent jet initiation of detonation [3.37, 3.48-
3.56]. Correlations of the jet orifice size d0 and detonation cell size λ of the surrounding mixture were
usually used to characterize the critical conditions. A considerable spread of the critical d0/λ values
from about 10 to more than 60 can be found in these studies.

It has been indicated in many studies [3.37, 3.49-3.51, 3.53-3.56] that the onset of detonation is
usually induced or influenced by confining structures. A limited number of observations have been
made that show direct initiation of detonation in the turbulent jet of combustion products [3.37, 3.51,
3.55, 3.56]. As suggested in Reference [3.37], the cases when initiation process is dominated by
interaction with confining structures are rather cases of DDT but not true cases of the turbulent jet
initiation. The turbulent jet plays a role of a strong ignition source, and detonation occurs at a later
stage of combustion. The jet orifice size is not a single characteristic scale in these cases, and
correlations in terms of d0/λ are not appropriate to characterize the critical conditions.

To extract experimental data that correspond to true cases of turbulent jet initiation, one can consider
the results of the tests under nearly unconfined conditions. These are tests where the combustible
mixture was confined with only a thin plastic bag [3.37, 3.51, 3.54, 3.55] and tests where the size of
the experimental chamber was large enough compared with the jet orifice size d0 [3.55]. A correlation
for critical conditions of the turbulent jet initiation, based on these data is presented in Figure 3.3.4.3-
2. Figure 3.3.4.3-2 shows that minimum jet orifice size d0 for onset of detonations in the jet can be
estimated in the range from 14λ to 24λ.

As mentioned in Section 3.3.3, the minimum scale requirement for the onset of detonation in the
spherical initiation mode is more severe than that in the planar case, and the difference can be
described approximately by a factor of 3. If detonation onset is observed near the rigid wall or near
the ground surface, it is possible to assume that an explosion wave develops initially as a planar wave.
In the truly unconfined conditions (far from physical boundaries), only a spherical wave can be
initially formed. This is the case for detonation formation directly in the turbulent jet. It may be
suggested that the difference in experimental correlations L/λ > 7 and d0/λ > (14 ÷ 24) can be
attributed mainly to the different (planar or spherical) initiation modes.

If one considers combustion processes in a system of connected rooms, the scenario of jet initiation is,
principally, possible. An initiating jet can be formed in the connection between two compartments
with the size d0. Because d0 is always smaller than the characteristic room size L, the requirement for
direct initiation in the jet d0 > (14 ÷ 24)λ appears to be much less demanding than that for DDT (L > 7
λ). In this situation, DDT should be considered as a more probable event. However, if condition d0 >
(14 ÷ 24)λ is satisfied, there is a high probability that detonation will be initiated next to the
connection. Such an estimate of DDT location can be important for safety analysis because very high
local loads are typical of DDT events.
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Figure 3.3.4.3-1  Schematic illustration of turbulent jet initiation of detonation. Jet of
combustion products enters from the left chamber through an orifice to the right chamber. A
detonation wave (DW) can be originated in the products and reactants mixing region.
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3.3.5 Applications of DDT Criteria and Corresponding Uncertainties

First of all, we need to emphasize once more that all DDT criteria considered in this report may be
used as necessary conditions only. They give a sign that DDT can principally be expected under
certain conditions and scale. They do not show, however, that DDT will necessarily occur, if these
criteria are satisfied. The most important point for practical application is that DDT should not be
expected, if one of these criteria is not satisfied. The necessary DDT criteria, thus, are appropriate for
conservative estimates of the possibility of DDT. The term “conservative” here means that an analysis
based on necessary but not sufficient conditions is conservative since it can indicate a possibility that
DDT can occur in some cases when DDT cannot actually occur because of factors that are not
considered in the analysis. The level of such a conservatism can be reduced if several DDT criteria
are used simultaneously. At the same time, it should be emphasized that these are empirical criteria.
They are based on the currently available set of data, and it is possible that they will be revised in
future as more information becomes available.

DDT criteria impose limitations on different phases and aspects of the combustion process. Among
the criteria considered in this report, σ, d/λ, L/λ, and d0/λ correlations are the most readily available
for nuclear safety applications. Application and uncertainties of σ-criterion for flame acceleration
were discussed in Section 3.2.4. Here, the detonation onset criteria will be discussed.

3.3.5.1 d/λ correlation (minimum tube diameter criterion)

Application of this criterion is appropriate for relatively long channels. In the case of rooms, or
connected compartments with large blockage ratios, the d/λ-criterion can result in significantly
overconservative estimates. Inaccuracy of the cell size data should be taken into account in practical
applications.

3.3.5.2 L/λ correlation (7λ criterion)

This criterion was formulated in order to address different geometrical configurations typical of a
containment building. For each compartment of a containment, a characteristic size L should be
determined. In most cases of particular geometrical configurations, Equations (3.7) to (3.12) give a
guideline for determination of L.

It should be noted, however, that actual geometry of a containment does not always permit a clear
definition of L as it was used in Equations (3.7) to (3.12). Some necessary amendments are given
below. In cases of some difficulties with determination of L, the general approach should be to use
the maximum L value from a number of choices.

In a typical situation of a system of connected rooms, some rooms can be connected to several others.
Characteristic size L of the room 1 connected to rooms 2 , . . , n can be calculated according to an
extended version of Equation (3.8):

L = L1 + α2L2 +…+ αnLn , (3.13)

where α2,…αn are parameters that describe sizes of connections between rooms. Such a way to
account for neighbouring rooms is only important for large-enough open connections between rooms.

In some situations, parameter α cannot be defined directly as α = d/D. Several possible ways to
replace Equation (3.12) can be suggested:

α = (L1s/V1)1/2 ; (3.14)
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α = (s/6/Φ)1/2 , (3.15)

where s is the area of connection to a neighbouring room, V1 is total volume of the room, and Φ
 is total area of all room walls, including open connections. Equations (3.14) and (3.15) are written
using parameters that can be easily defined in a containment.

Inaccuracies of determination of L for some cases define the first type of uncertainty in application of
L/λ correlation. The range of this uncertainty can be estimated using difference in L values calculated
using different available options for each particular case. Generally, this is certainly lower by a factor
of 2, which defines the accuracy of the cell size data.

A second type of uncertainty is defined by the accuracy of the cell size data. As shown in Appendix
D, average uncertainty in the cell size estimation for nuclear safety applications is given by a factor of
1.5, and the maximum one can be more than a factor of 2. This inaccuracy should be taken into
account by using a correction factor for λ values for L/λcorrelation. If λ is determined using
interpolation methods presented in Appendix D, the cell size values reduced by a factor of 1.5 to 2
should be used in L/λ correlations. This is necessary because far interpolations and even
extrapolations of the cell size data are unavoidable in applications. A possibility to use directly the
cell size values can be considered on case-by-case basis if mixture compositions and initial conditions
are close to the range of reliable experimental data (see Appendix D).

A third type of uncertainty is connected with applications of L/λ correlation for volumes with
characteristic size exceeding 10 to 15 m (the range given is due to inaccuracy of λ). The problem is
that no detonations were observed in experiments with a cell size of more than 2 m. This is the
maximum reported λ-value, which was estimated in HDT Facility tests at the Sandia National
Laboratories from spacing of a transverse wave for a single-spin detonation. Thus any extrapolation
of the cell size values beyond λ ≈ 2 m is questionable. It does not mean, however, that L/λ correlation
is useless for large compartments with L > 10 to 15 m (e.g., dome part of a containment). Application
of this correlation gives a conclusion that DDT is possible in such compartments for all mixtures with 
λ < 2m. Possibility of DDT in mixtures less sensitive than those with λ ≈ 2m is uncertain.

In view of this uncertainty, it may be suggested that the possibility of effective flame acceleration
should be the main interest for large compartments. Namely, σ-correlations can be applied. If
effective flame acceleration is impossible (weak mixture), fast flames cannot be developed and DDT
is impossible as well, disregarding the value of λ. In the opposite case, development of fast explosion
regimes, including detonations, cannot be excluded.

3.3.5.3 d0/λ-correlation (turbulent jet initiation)

As mentioned in the previous section, DDT in a given compartment is a much more probable event
compared with the turbulent jet initiation. Thus, d/λ and L/λ should be used first. Critical conditions
for turbulent jet initiation can be useful to identify locations where the onset of detonation can be
expected.
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3.3.5.4 Combination of σ- and L/λ-correlations

An example of the combined application of σ and L/λ correlations is presented in Figure 3.3.5.4-1 for
hydrogen-air steam mixtures at 375 K and 1 atm initial pressure. Conservative estimates were used
for limits of flame acceleration (the minimum σ*-values). The DDT border is shown as λ = 2 m
curve. This means that inside this border, DDT is possible in rooms with L > 7*2/1.5 ≈10 m. It should
be emphasized that DDT limits depend on scale, whereas flame acceleration limits (σ criterion) do
not.
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3.3.5.5 Application of L/λ correlation in non-uniform mixtures

Concentration gradients can be expected in a containment as a result of the processes of hydrogen
injection and mixing. In the case that a concentration gradient exists in a compartment or combustible
cloud, it is difficult to directly apply the criteria for detonation onset that are based on detonation cell
size λ. It is necessary, at least, to define what λ value from the range defined by the concentration
distribution should be used as the representative chemical length scale.

The most conservative assumption is to use the minimum λ, which corresponds to the most-sensitive
mixture composition. At the same time, it is a highest probability that a detonation is originated in the
most-sensitive part of the mixture (minimum cell size). To classify a detonation as a global event for
the given compartment or cloud, the detonation should be transmitted then to the less-sensitive part.
This possibility, as explained in Section 3.3.3, depends mainly on the value of λ in the insensitive part
of mixture surrounding the detonation origin.

To resolve this conflict an approximation can be suggested that some average cell size should be
compared with characteristic size L of the compartment (cloud) to estimate wheter a detonation is
possible as a global event. Because of non-linear behaviour of the cell size function on concentration
(see Appendix D), λ of average composition <C> is usually smaller than the average cell size <λ>.
Thus the use of λ(<C>) gives more conservative estimates for L/λ criterion. In many cases, the
average composition is the only information available from distribution calculations (e. g., from
lumped-parameter codes).

It should be emphasized that the use of λ(<C>) for L/λ criterion gives only a global estimate. If L
appears to be less than 7λ(<C>), it does not mean that detonation cannot be expected locally,
somewhere inside the compartment (cloud), where mixture is more sensitive. To make more detailed
estimations, information on composition distribution is required.

If such information is available, one can consider the following logical scheme. Assuming that
detonation is formed already inside a small volume with a characteristic size X1 with a sensitive
composition C1, one can test whether the detonation survives propagation to the distance X2 with less-
sensitive composition C2. A schematic of such a problem for planar case, which will be considered
first, is shown in Figure 3.3.5.5-1

According to the results [3.35], the possibility of detonation transition to location X2 is defined
dominantly by the length of the gradient L ≈ X2, and the value of cell size at location X2: L > Aλ(C2).
Factor A depends on the energy density difference between mixtures C1 and C2. For constant energy
density it is close to 7 used in the L/λ correlation. If this difference is described through CJ detonation
velocities D1 and D2, experimental data for lean hydrogen air mixtures [3.36] suggest that

log(A) ∝ ⋅D1
2/D2

2 , (3.16)

If one assumes for simplicity that C1 and C2 represent concentrations of a limiting component, then
D1

2/D2
2 ≈ С1/С2. According to Equation (3.16), for a given C2, log(L) decreases linearly with C1 as

shown in Figure 3.3.5.5-1. Point C in Figure 3.3.5.5-1 corresponds to the critical value of LC for
detonation formation at location X2.

Point E in Figure 3.3.5.5-1 gives an estimation of critical L from the cell size of the least-sensitive
mixture (LE = 7λ(C2)), without taking into account the energy density difference (underconservative
estimate). Point A corresponds to the critical LA defined by the minimum λ (LA = 7λ(C1)) and gives an
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overconservative estimate. Point A should be always lower than point C since the minimum LA
defined by this point is a fraction of LC value for point C.

Point B is defined as LB = 7λ(<C>). If the function log(λ) = f(C) is concave, what is generally true
for hydrogen-air-steam mixtures, point B is lower than C, giving a conservative estimate for L/λ
correlation. The same is not always true for point D (LD = 7(<λ>)). Thus the above consideration
gives an explanation of why the use of λ(<C>) for L/λ correlation should give a conservative
estimate.
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Figure 3.3.5.5-1  Schematic illustration of different options to estimate minimum cloud size
(critical gradient) for the possibility of detonation in a location X2 in that cloud.
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In the non-planar cases of detonation wave formation, the above speculations can be also applicable,
but factor A is expected to be greater than 7, as mentioned in Section 3.2.3.2. This value gives an
additional conservatism in applications of the criterion L > 7(<λ>).

Thus two possible approximate solutions can be suggested for application of L/λ correlation for non-
uniform cases. The first one makes use of the characteristic size L of a compartment (mixture cloud)
and the cell size of the average composition. The criterion L > 7λ(<C>) should give an estimate of
the possibility of global detonations in the compartment. If detailed distribution of components is
unknown and significant gradients can be expected, the possibility of local detonations in a part of the
compartment (cloud) cannot be estimated with this criterion.

This approach was applied in large-scale experiments on dynamic hydrogen injection and ignition in
the RUT Facility [3.45] and showed good results. Corresponding data (labelled “ri”) are shown in
Figure 3.3.4.2-1.

The second solution implies that concentration distribution is known. One can start from the cloud
boundary with determination of L (≈V1/3) and <λ>, and test the criterion L/λ(<C>) for the cloud. If it
is not satisfied, a more sensitive part of the cloud can be enveloped, new values of L and λ(<C>) can
be determined, and the criterion can be tested again. This procedure can be repeated going into
smaller and more sensitive cloud parts. If at a certain stage the 7λ criterion appears to be satisfied, this
means that detonation is principally possible, locally, inside this part of the mixture. Such a procedure
that gives indications of the possibility of local detonations should be considered, thus, as more
conservative compared with the first solution.

It should be noted that these solutions for non-uniform mixtures can be applied only as estimates.
Although they are based on the DDT correlations for uniform cases and on experimental data on
detonation behaviour in non-uniform mixtures (lean hydrogen-air at normal initial temperature and
pressure), no direct experiments are available to verify them in detail.

3.4 Summary

An overview of criteria for FA and DDT has been presented in this chapter. These criteria address one
of the important practical problems, namely, what type of combustion might be expected: slow
flames, fast flames, or detonations. It was shown that boundaries separating various flame regimes
depend not only on the composition of the mixture, but also on thermodynamic state, geometrical
configuration, and on the physical size or scale of an enclosure.

It is important to note that only a number of empirical necessary conditions for FA and DDT have
been formulated up to the present. They are based on the currently available set of data, and are the
subject of ongoing research.

One of these conditions states that FA is only possible in mixtures having large-enough expansion
ratio σ > σ* (see details in Section 3.2). The requirement of large-enough σ is the necessary but not a
sufficient condition for development of fast combustion regimes. A sufficiently long flame path
and/or favourable geometrical configuration promoting flame folding and stretching should be present
in order that the flame can actually accelerate to high velocities. If the flame has accelerated to
velocities of about the speed of sound in combustion products, the conditions for spontaneous
formation of detonation can be reached.

The second important set of the necessary conditions states that detonation may only occur if the
physical size L the compartment containing mixture is sufficiently large compared to the chemical
length scale that characterizes the sensitivity of the mixture. The usual choice of the chemical length
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scale is the detonation cell size λ. The necessary criteria for DDT described in Section 3.3 are
expressed in a form of L > αλ. The value of the constant α depends on the particular geometrical
configuration and on the definition of the characteristic geometrical size L (see details in Section 3.3).

Combined application of FA and DDT criteria enable a more refined evaluation of possible
combustion regimes than was previously possible for severe accidents in nuclear power plants. At the
same time there are uncertainties, which are described in Sections 3.2.4 and 3.3.4. These uncertainties
should be taken into account in practical applications of the criteria for FA and DDT.
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4. DETAILED MODELLING OF FA AND DDT∗

4.1 Introduction

4.1.1 On the Notion of “State of the Art”: Research versus Applications

The “state of the art” in numerical turbulent combustion modelling is a notion that strongly depends
on individual interpretation. As in many fields of science and engineering, there is a considerable gap
between the “state of the art in research” and the “state of the art in applications”. A rough estimate of
the time delay for a theory to grow from the research to the application level is about 10 years! Even
though this report addresses the end user more than the researcher, we will attempt to strike a balance by
including relevant information on ongoing research efforts in order to provide an impression where the
research community currently sees a need for improvements.

4.1.2 Building Blocks of a Numerical Turbulent Combustion Model

There are two primary constituents to a numerical turbulent combustion model:

1. the abstract mathematical turbulent combustion model, and

2. its numerical implementation.

An abstract mathematical model for turbulent combustion must include submodels for [4.1]

1a. turbulent non-reacting variable density flows,

1b. the influence of turbulence on combustion, and

1c. the influence of combustion on the turbulent flow.

Obviously, all these ingredients must be properly represented numerically, leading to a demand for as-
sociated numerical discretizations.

4.1.3 Outline of this Chapter

Each section in this chapter will begin by stating the key problems addressed and will introduce some
basic concepts needed to follow the subsequent explanations.

The numerical modelling of turbulent combustion depends heavily on the underlying flow model. Thus
Section 4.2 first describes current approaches to the modelling of non-reacting turbulent flows. The major
emphasis will be on models based on the Reynolds-averaged Navier-Stokes equations. Both simplified
gradient transport closures as well as more advanced Reynolds stress models will be discussed. An
important practical issue for large-scale applications in nuclear reactor containments, oil platforms, and

∗ Professor Dr.-Ing. Rupert Klein
is the lead author for Chapter 4.
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other systems with similar geometric complexity is the modelling of subgrid-scale obstacles such as
pipes, metal grids, armatures etc.. Related subgrid-scale “porosity models” have been designed in the
context of oil platform safety analysis. They will be covered in a separate Subsection. The concluding
Subsection summarizes the key ideas of large eddy simulation (LES).

Section 4.3 describes 3 categories of turbulent combustion models. There are heuristic closures, which
aim at covering the major transition from kinetics-determined to turbulent-mixing-determined reaction
progress. The more sophisticated “flamelet” models include detailed information about the underlying
physical mechanisms in the turbulence-determined regime of combustion. The third category is most
appropriate in the well-stirred reactor regime, in which turbulent mixing is extremely intense and chem-
ical kinetics controls the reaction progress. Most appropriate for this regime are methods based on the
probability density function (PDF) approach. The concluding Subsection summarizes LES ideas in the
context of turbulent combustion. Each of the modelling approaches will be discussed with reference to
the list of necessary submodels (1a – 1c) given in Section 4.1.2.

Even for the simple hydrogen-oxygen reaction system, there are on the order of 15 chemical species and
40 elementary chemical kinetic reactions. Realistic hydrocarbon chemistry or the reaction kinetics of
polluted hydrogen-air-steam systems require the solution of even larger reaction kinetic systems. Besides
the sheer size of the resulting equation system, realistic chemistry represents a substantial challenge to
numerical modellers because of its wide range of inherent time scales and because of the fact that many
of the rapid degrees of freedom are stiff relaxation processes. Section 4.4 first discusses the problems
related to fast time scales and stiff reactions in more detail. Summaries of more or less heuristic models
for the net effects of chemical reactions as well as more sophisticated reduced chemical models follow
(see also the related Subsection on computational chemistry reduction in Section 4.5)

Section 4.5 first gives an account of the particular numerical challenges posed to a numerical flow solver
in the context of FA and DDT. In the light of these issues, we will then discuss the current most popular
finite-difference and finite-volume numerical methods. The relevant Subsection ends with a summary
of open issues and pointers to current research in this area, including applications of finite-element tech-
niques.

The numerical representation of turbulent premixed combustion events requires a priori decisions re-
garding the resolution of the combustion front. The alternatives are (i) to include detailed models of all
relevant physical processes within the turbulent combustion region or (ii) to consider the reaction front
as a surface of discontinuity separating burnt from unburnt gases. The former ansatz requires higher nu-
merical resolution and more sophisticated and detailled modelling; the latter compromises on details but
provides better control of what is and what is not modelled because it restricts modelling to a few well-
defined submodules. The turbulent combustion models introduced in Section 4.3 are reconsidered and
evaluated regarding the numerical requirements necessary for their implementation. The Section ends
with an explanation of recent developments aiming at a systematic, mathematically sound and purely
numerical/algorithmic approach to chemistry reduction. These methods, when applicable, largely free
the user of acquiring detailed first-hand experience with the chemical kinetics at hand.

Section 4.6 summarizes some of the key issues raised in this chapter.
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4.2 Turbulent Flow Models

4.2.1 The Necessity of Turbulence Closure

High Reynolds number (low friction) flows are characterized by the fact that flow instabilities can occur at
a broad range of length scales. The largest scale is limited in size only by the overall system dimensions,
whereas the smallest possible length scale of instability is associated with viscous damping. Following
Kolmogorov's scaling arguments [4.2, 4.3] the ratio of the largest “integral scale of turbulence” to the
smallest “Kolmogorov length” is of the order O(Re3/4). Suppose that, as a rough estimate, one needed
about 10 grid points to accurately resolve a smooth flow structure with a given numerical method. Then,
a three-dimensional numerical simulation that resolves all the details of a fully developed turbulent flow
will require on the order of 10 × Re9/4 grid points. Current computer capacities allow computational
grids with about 107 grid cells, so that Reynolds numbers of Re ≈ 1000 are close to the limit of what
can be dealt with today.

Given the characteristic viscosities, densities and flow velocities in practical gas-phase combustion sys-
tems, a Reynolds number Re ∼ 1000 is associated with domain sizes on the order of a few centimetres
or less! Correlating, on the other hand, the aforementioned Reynolds number dependence of the required
numerical degrees of freedom with the fact that realistic Reynolds numbers in large-scale systems are of
the order of Re > 107, we conclude that fully resolved numerical turbulence simulations will stay out
of reach for quite some time to come. As a result, the net effects of the fine scales of turbulence on the
large resolved ones need to be modelled.

Practically all numerical turbulent flow models rely on Reynolds' idea [4.4] of separating the statistical
means of the flow variables from their fluctuations ((LES) will be addressed shortly). One is interested
in computing the former, while the effects of the latter should be modelled. This separation is formally
done by suitable averaging procedures, which can be spatial, temporal, or formal ensemble averages.
Reynolds originally considered constant density incompressible flows. His “Reynolds averaging” pro-
cedure implies splitting the velocity field into mean and fluctuations according to

v = v + v′ , (4.2.1)

where the averaging procedure { · } implies that

v′ ≡ 0 . (4.2.2)

For compressible variable density flows, averaging the velocity field turns out to be inconvenient, [4.5].
More appropriate is the density-weighted “Favre-average”:

v = ṽ + v′′ , (4.2.3)

where
ρṽ = ρv (4.2.4)

by definition, and ρ is the fluid density. A simple characterization of Favre-averaging states that one
averages densities of physical quantities rather than the specific quantities, i.e., rather than “quantities
per unit mass”.
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Consider, for example, the conservation laws for mass, momentum, and energy of an inert ideal gas

(ρ)t + ∇ · (ρv) = 0

(ρv)t + ∇ · (ρv ◦ v +∇p) + ∇ · τ = 0

(ρe)t + ∇ · (v [ρe + p]) + ∇ · (jT + τ · v) = 0 .

(4.2.5)

Here ρ,v, p, e are the mass density, fluid flow velocity, pressure, and total energy per unit mass, respec-
tively, and τ , jT denote the molecular transport of momentum and heat, respectively. These transport
terms and the pressure are related to the mass, momentum, energy and species densities ρ, ρv, ρe through
the caloric equation of state

ρe =
p

γ − 1
+

1
2
ρv2 (4.2.6)

and the transport models

τ = −µ
(
∇v + (∇v)T

)
− η (∇·v) 1

jT = −κ∇T .
(4.2.7)

The temperature T is related to pressure and density through the thermal equation of state

T =
p

ρR
. (4.2.8)

The quantities γ,R, µ, η, κ are the isentropic exponent, the ideal gas constant, the shear and bulk viscosi-
ties and the heat conductivity, respectively. All of them are assumed constant here because we wish to
elucidate some principles of turbulence modelling rather than providing a detailed tutorial for direct ap-
plication. The reader should consult fundamental text books on combustion such as Reference [4.6] for
a comprehensive summary of the fundamental governing equations, including more complex equations
of state and sophisticated molecular transport schemes.

The key problem of turbulence modelling arises from averaging the non-linear terms in Equation (4.2.5).
For instance, the averaged non-linear momentum flux reads

ρv ◦ v = ρ ṽ ◦ ṽ + ρv′′ ◦ v′′ . (4.2.9)

The correlation between the velocity fluctuations in the turbulent stress tensor

τ τ = ρv′′ ◦ v′′ (4.2.10)

cannot generally be expressed analytically as a function of the mean field variables such as ṽ. Therefore,
the goal pursued when averaging the equations—namely to derive a system of equations for the mean
quantities only—has not been achieved. To obtain a closed system (with a sufficient number of equations
for all the unknowns), one introduces closure approximations that replace the unknown correlations with
explicit functions or functionals of the mean quantities. There is no rigorous theory yet that would provide
a rigid guideline for the construction of such a closure. Therefore, a number of more or less heuristic
closure approximations have been developed in recent years.
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4.2.2 Algebraic, One- and Two-equation Models

The common feature of this class of closures is that practically all of them rely on a gradient diffusion
approximation for the turbulent transport terms (such as the second one in Equation (4.2.9)). An analogy
between the net transport induced by turbulent velocity fluctuations and the molecular transport that is
due to thermal fluctuations of molecules is invoked. For monatomic gases, the gradient expressions for
the viscous stress tensor and heat flux from Equation (4.2.7) can be derived rigorously. For the analogous
turbulent fluxes one postulates

τ τ = −µτ
(
∇ṽ + (∇ṽ)T

)
− ητ (∇·ṽ) 1 +

2
3
ρk 1 (4.2.11)

where

ρk =
1
2
ρv′′ · v′′ (4.2.12)

is the average kinetic energy of turbulent fluctuations per unit volume, and µτ , ητ are suitable modelled
effective turbulent transport coefficients. For consistency with the definition of the turbulent stress tensor
from Equation (4.2.10) and of the turbulent kinetic energy from Equation (4.2.12), one must require that
ητ = −2

3µτ . Given the gradient diffusion ansatz, the next issue is the determination of the effective
transport coefficients such as µτ .

Algebraic turbulence models. These models proceed by invoking Prandtl's mixing length hypothesis.
The idea is that compact packets of turbulent fluid traverse a characteristic length �mix relative to the
mean flow, thereby carrying fluctuations of energy, momentum etc. to other fluid regions. Obviously,
statistical velocity fluctuations will then lead to a net transport of energy and momentum whose intensity
is strongly influenced by (i) the mixing length and (ii) the amplitude of the fluctuations carried by the
fluid packets. Assuming that a typical mass element should carry fluctuations that correspond to the
difference in the mean flow quantities across the mixing length, one characterizes the fluctuations of any
quantity φ by �mix|∇φ̃|.

With these intuitive considerations, a typical algebraic approximation to the turbulent viscosity reads,
[4.5, 4.7],

µτ = ρ �2mix|ω̃| (4.2.13)

where
ω̃ = ∇× ṽ (4.2.14)

is the mean vorticity vector. (Alternative linear expressions involving the mean velocity gradients may
replace |ω| in other algebraic turbulence models.)

The remaining task is the modelling of the mixing length, for which we will give an example that is
valid for constant density incompressible flows: Elaborate algebraic closure models take into account
the experimental observation that typical turbulent boundary layers exhibit a two- or more-layer structure.
Within the immediate vicinity of bounding walls, turbulent fluctuation displacements increase roughly
in proportion with the distance y from the wall. Outside this inner region, the amplitudes saturate or may
even decay. The inner region, called the logarithmic sublayer, leads to expressions such as [4.5, 4.7]

�mix = k y
[
1− e−y

+/yA
]

(4.2.15)

with yA a function of the mean flow conditions near the wall, but independent of the wall distance y. For
the outer region Reference [4.7] proposes

µτ = αCcpFwakeFKleb(y; ymax/CKleb) (4.2.16)
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with the Klebanov function

FKleb(y; δ) =

[
1− 5.5

(
y

δ

)6
]−1

(4.2.17)

and
Fwake(y; δ) = min

[
ymaxFmax, CwkymaxU

2
dif/Fmax

]
Fmax =

1
κ

[
max
y

(�mix|ω|)
]
.

(4.2.18)

Moreover, Udif is the maximum mean velocity difference across a boundary layer, a wake or a jet
flow, ymax is the distance from a wall or symmetry line at which �mix|ω| attains its maximum, and
κ, α,Ccp, CKleb, Cwk are modelling constants that must be fitted to experimental data sets.

The key message here is not the detailed structure of this sample closure model. It should rather be noticed
that all the features of the shear stress model have been generated in a heuristic, empirical way. They are
not derived from first principles, and thus cannot be considered as general turbulent flow closures. The
structure of these models reflects very detailed experimental observations and with proper choices of all
model constants many experimental findings. However, as noted in Reference [4.5], one such set-up can
be expected to operate with sufficient accuracy only for applications whose flows fall within a range of
similar flows that were used to establish both the model structure and the values of all free constants.

It is also important that most algebraic models have been designed to represent wall-bounded or free shear
flows or both, but that they are not designed and well tested for more general multi-dimensional flow
situations. As a consequence, flow computations based on algebraic turbulence models that deal with
very general initial and boundary data may yield utterly incorrect results—unless tuned to the specific
kind of application.

One- and two-equation models. These models also start from the Reynolds- or Favre-averaged equa-
tions, but incorporate more fundamental principles in constructing closure approximations. These mod-
els also employ a gradient flux approximation, so that the increased sophistication relative to algebraic
closures manifests itself through the modelling of the effective transport coefficients.

One key observation is that the intensity of the velocity fluctuations—or in other words, the turbulent
kinetic energy—should critically influence the net turbulent transport. Thus if one were able to obtain—
e.g., a characteristic length �τ or time scale tτ of turbulence—then dimensional arguments would auto-
matically lead to ντ = µτ/ρ ∼ �τ

√
k ∼ ktτ .

This observation is crucial, because an exact equation for the turbulent kinetic energy can be derived.
Wilcox [4.5] provides a derivation of the turbulent kinetic energy equation in the context of variable
density flows

ρ̄
∂k

∂t
+ ρ̄ṽ · ∇k = ρ̄ τ τ : ∇ṽ − ρ τ : ∇v′′ +∇·

{
ρ τ · ∇v′′ − ρv′′v

′′2

2 − p′v′′
}

−v′′ · ∇p̄ + p′∇·v′′ .
(4.2.19)

With such an equation at least part of the closure model can be based on exact information, even though
a number of terms within that equation representing fluctuation correlations must again be modelled.
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One- and two-equation models now differ in how they obtain the second missing dimensional charac-
teristic scale �τ or tτ . One-equation models proceed in a similar fashion as the algebraic models dis-
cussed earlier [4.5]: The mixing length is assessed through an algebraic formula. Experience shows that
this formula generally needs to incorporate explicitly some specific reference to the flow configuration
considered. Thus a one-equation model is not closed in the sense that it would consist of a given set
of universal partial differential equations whose solutions are determined by supplementing initial and
boundary conditions. In contrast, the model equations themselves are changed from one set of such input
data to another through adjustments of the mixing length and the associated variations of the turbulent
transport coefficients.

Two-equation models introduce an additional transport equation for the missing quantity. There are
models that directly model a characteristic turbulent mixing length �, the product k� or the inverse ω of a
characteristic turbulence time scale, (see References [4.3,4.8 to 4.12] and related references in Reference
[4.5]). These lead to “k-�”, “k-k�”, “k-ω”–models, all of which aim at improvements of generality over
the aforementioned algebraic and one-equation models.

The most popular approach, however, is the k-ε–model [4.13]. The approach may be motivated by the
desire to model one of the unclosed terms in the turbulent kinetic energy equation, namely

ρ̄ε̃ = ρ τ : ∇v′′ . (4.2.20)

This term describes the molecular level dissipation of turbulent kinetic energy. Besides being one of the
unclosed terms from Equation (4.2.19), the turbulent dissipation also plays a key role in Kolmogorov's
fundamental paper on scaling laws of turbulence [4.2]. In that paper, Kolomogorov postulates a self-
similar energy cascade, defined by (i) energy input on the largest scales of turbulence, (ii) transformation
through a cascade of smaller and smaller flow structures through non-linear inertia effects, and (iii) the
ultimate dissipation of this energy at the smallest scale, which is called the “Kolmogorov scale”. The
existence of such a cascade with a rate of energy transfer between scales that is independent of scale itself
has considerable consequences which Kolmogorov explored by means of dimensional analysis. The
turbulent dissipation—or the turbulent kinetic energy transfer rate—being such a fundamental quantity,
it is tempting to include it directly in a turbulence model, thereby introducing a model variable that
captures some of the essence of the energy cascade.

Unfortunately, the turbulent kinetic energy dissipation rate from Equation (4.2.20) satisfies a tremen-
dously complex governing equation with unclosed terms that are very hard to measure or assess ac-
curately by other means. As a consequence, modelling has been guided by scaling and dimensional
arguments. Modelled equations have been introduced that are completely heuristic but composed of all
ingredients that formally appear in the exact equation (see Reference [4.5]). These key ingredients are
convection by the mean flow, turbulent transport, molecular transport, production, and dissipation.

The k-ε / k-ω approaches have first been established for constant density incompressible flows but were
extended later to variable density incompressible and (weakly) compressibleflows in References [4.14 to
4.16]. These extensions are far from trivial. New equations describing the mass and energy balances must
be introduced, and a number of new turbulence effects arise that lead to new unclosed terms [4.5]:

• turbulent heat fluxes,

• dilatation-induced dissipation of kinetic energy (∇·v �= 0!),
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• pressure-diffusion and pressure-dilatation correlations, and

• pressure work from velocity fluctuations.

A detailed description of how these effects are incorporated into existing turbulence models is beyond the
scope of the present report. It may suffice here to say that modelling in the framework of two-equation
models remains, based on judicious scaling and dimensional arguments.

4.2.2.1 Summary and qualifications

Two-equation turbulence models should be considered the current “state of the art in applications”. These
models are found in all major commercial flow simulation codes. The simpler algebraic and one-equation
models still have their merits when used in applications that they have been especially tuned to. In these
situations they provide results comparable in quality to two-equation models, albeit at the cost of a much
narrower range of applicability of a given set-up of all model coefficients and constants.

There are a number of qualifications to be made that are, unfortunately, often disregarded in engineering
applications. Algebraic, one- and two-equation models have been developed originally for specific flow
situations, such as shear and boundary layers. They are not well suited without special tuning to more
complex flows with recirculation zones, flow detachments etc.. This is of particular importance for real-
life applications in fire and explosion safety. The relevant flows and flow geometries are hardly ever
within the domain of applicability of these relatively simple turbulent flow models. Thus any results
generated with these models must be considered with considerable scepticism! This does not imply that
k-ε- or k-ω-based models cannot be applied, but it does imply that one should expect considerable fine
tuning of these models to be necessary from one application to another. To overcome these pitfalls, two
major research and development directions have emerged over the years.

• Reynolds stress models go beyond two-equation models in that they relax the gradient transport
approximation for turbulent fluxes such as those of Equation (4.2.11) and instead introduce new
dynamic equations for the turbulent fluxes themselves. This adds flexibility in incorporating new
physical effects and allows us to construct models that are applicable over a much wider range of
physical situations without fine-tuning, at the cost of increased model complexity.

• Large eddy simulation models stay with simpler modelling of small-scale effects, but they run at
much higher numerical resolution. Therefore, these models generate part of the turbulent energy
cascade all by themselves and aim at using the gained information to improve the description of
the unresolved scales. With this approach, the underlying models remain simple and are expected
to be even simpler than the more sophisticated two-equation models, but much higher demands on
computing power arise.

Common to both Reynolds stress and large eddy simulation models is the possibility of a much-improved
description of turbulent transport in turbulent premixed flames. This issue will be discussed in more detail
in connection with turbulent flame-flow coupling in a later section.

Reynolds stress models and LES for inert flows are discussed next.
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4.2.3 Reynolds Stress Models

Instead of assuming a specific form of the relation between mean flow quantities and turbulent transport,
Reynolds stress models compute the transport terms themselves from modelled transport equations. Thus
in three space dimensions six equations for quantities ρu′′i u

′′
j are added to the mass, momentum and

energy balances. (Because of the symmetry of the Reynolds stress tensor, it is not necessary to calculate
all the nine stress components independently.) Generally, this approach adds flexibility to incorporate
new physical effects and allows us to construct models with a much wider range of applicability without
fine tuning.

The stress transport equations are derived, more or less straightforwardly, by manipulating the original
equations. Thus one first subtracts the averaged momentum equation from the original one in order to
obtain an equation for the averaged momentum ρv′′. Tensorial multiplication by v′′ and subsequent
averaging leads to equations of the form

v′′ ◦ ∂ρv
′′

∂t
+ ... = ... (4.2.21)

In a similar fashion, one derives from the non-conservative from of the momentum equation the coun-
terpart

ρv′′ ◦ ∂v
′′

∂t
+ ... = ... (4.2.22)

Addition of these 2 equations yields the desired transport equation for the Reynolds stresses. Wilcox
[4.5] provides the following compact formulation of these equations for the case of constant density,
incompressible flows, which we cite here for illustration of the modelling issues involved:

∂τ τ
∂t

+ v̄ · ∇τ τ = −τ τ · ∇v̄ − (τ τ · ∇v̄)t + ε−Π +∇· (ν∇τ τ +C) (4.2.23)

where

Π =
p′

ρ
(∇v′ + (∇v′)t) (4.2.24)

ε = 2ν(∇v′)t · ∇v′ (4.2.25)

ρ∇·C = ρv′ ◦ v′ (∇·v′) +∇(p′v′) +
(
∇(p′v′)

)t
. (4.2.26)

The key advantages of including a stress transport model are that certain effects that are lost in the
more simplified algebraic, one- and two-equation models are now included and provide for the desired
enhanced capabilities and more general applicability. These include

• effects of flow history;

• convection, production and body force effects which—under appropriate closure—allow the inclu-
sion of streamline curvature, system rotation, and stratification effects at least qualitatively [4.5];
and

• unequal normal stresses, allowing proper adjustment under sudden non-isotropic changes of strain
rates.
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On the other hand, this ansatz changes not only the number of equations to be solved, but also modifies
the mathematical character of the equation system: Molecular transport in the original Navier-Stokes
equations figures as a second derivative damping term changing the equation type from hyperbolic (el-
liptic/hyperbolic) for the inviscid case to parabolic (elliptic/parabolic) for viscous unsteady compress-
ible (incompressible) flows. In the Reynolds stress equations, the turbulent transport terms are now un-
known variables themselves, and thus the character of the original balance equations remains unchanged,
whereas the equation type is now determined by the Reynolds stress equations. Their type, in turn, de-
pends on the closure approximations introduced for all triple correlations. The change of the equation
type obviously has consequences for the choice of appropriate numerical techniques, and a general recipe
is hard to provide because of this dependence on modelling assumptions.

Notice also, that closure requires determination of Π, ε,C. The most popular Reynolds stress models
(see e.g., [4.17]) introduce explicit closures for the pressure strain and triple correlations covered by
Π,C, but keep an additional dynamic equation for the dissipation tensor ε. Thus one introduces, e.g.,

ε = ε

(
2
3
1 + 2fsB

)
(4.2.27)

whereB is the Reynolds stress anisotropy tensor

B =
1

2 k

(
τ τ −

2
3
k 1

)
, (4.2.28)

k is the turbulent kinetic energy

k =
1
2

tr(τ τ ) (4.2.29)

and fs is a Reynolds number dependent weight function

fs =
(

1 +
1
10

Ret

)−1

. (4.2.30)

Then, in order to obtain the full dissipation tensor, ε, one needs to model the time evolution of its trace
ε from Equation (4.2.27). This is done by including either a dissipation evolution equation as in a k-ε
model (see [4.17,4.18] and many other references in Reference [4.5]) or by modelling the evolution of a
characteristic turbulence time scale tt ∼ ω−1 through an ω-equation [4.19, 4.20].

4.2.3.1 Summary and qualifications

Reynolds stress transport models do succeed in overcoming many of the shortcomings of the simpler
models discussed in the last subsection. There are a number of well-documented Reynolds stress mod-
els in the literature and their performance on various flow configurations has been extensively tested by
comparison with experimental data. Flows with streamline curvature, boundary layers with strong pres-
sure gradients, rotating flows, and boundary layer flows with separation have been modelled with much
higher accuracy than has been possible with algebraic, one- or two-equation models [4.5].

These improvements are obtained at the cost of considerably increased model complexity involving equa-
tion systems whose structure differs substantially from that of the Navier-Stokes equations. This last fact
should be considered as one of the major obstacles to a more widespread application of Reynolds stress
transport models in everyday engineering investigations: Navier-Stokes solvers are more or less readily
available and are straightforwardly extendable to algebraic, one- and two-equation turbulence modelling.
Incorporation of Reynolds stress models requires dramatically more intense efforts.
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In the context of combustion simulations, we will see later on that Reynolds stress transport models
provide a very natural framework for sophisticated flame-flow coupling schemes. The importance of
this aspect should not be underestimated and will be discussed in detail in Section 4.3.4.2.

We should not leave unmentioned the recent development of an intermediate complexity turbulence
closure by Oberlack [4.21 to 4.23]. Oberlack observes that one of the major shortcomings of algebraic,
one- and two-equation models is their inherent assumption of local isotropy of turbulent transport. He
reconsiders Rotta's [4.24] original derivations of multi-point statistics of turbulent flows and essentially
derives an anisotropic version of a k-� model. The key advantage of this approach is that the model
structure remains comparable to that of a k-ε or k-ω model, while the above-mentioned shortcomings
regarding isotropy assumptions are removed! The model is still awaiting wider application but should be
kept in mind as a promising compromise between algebraic, one- and two-equation models on the one
hand and full-fledged Reynolds stress models on the other.

4.2.4 Large Eddy Simulation (LES)

4.2.4.1 The key ideas of LES

An important aspect of all the Reynolds averaged flow models from Sections 4.2.2, 4.2.3 is that they
model all turbulent fluctuation scales while only the gross flow features are computed explicitly. As
a consequence, none of the small-scale turbulent fluctuations are computed in a dynamical fashion,
and the turbulence statistics are completely unaccessible. No information on the inherently unsteady
nature of turbulence is provided by these models. This observation is particularly disturbing if one aims
at an improved understanding of these unsteady fluctuations or, as in combustion, is interested in the
interactions between small-scale turbulent fluctuations and the aero-thermochemistry. (See also Section
4.3.1.)

There is an additional aspect of Reynolds-averaged models that is relevant to the subsequent discussions
of LES: In practically all real-life applications the largest turbulent fluctuations (on the integral scale
of turbulence) are inhomogeneous and non-isotropic. Thus much of the advanced theory of turbulence,
which is based to a large extent on just these assumptions of homogeneity and isotropy, is—strictly
speaking—not applicable. This obviously complicates the task of modelling considerably.

Both these problems are addressed by LES as follows: One begins by noting that—according to the
widely accepted Kolmogorov theory—turbulence is characterized by an energy cascade from large to
ever-smaller scales. Energy is fed into a turbulent system at the largest scales comparable to the charac-
teristic system dimensions. It is re-distributed through non-linear instabilities to a hierarchy of smaller
and smaller flow structures. Ultimately, it is dissipated at the Kolmogorov dissipation scale. As more
and more non-linear energy transfers take place, one intuitively assumes that the emerging small scales
are less and less influenced by the detailed larger scale flow patterns that they originate from. One ex-
pects the smaller scales to nearly satisfy the restrictive assumptions of homogeneity and isotropy, thereby
allowing simplified modelling procedures.

Large eddy simulation thus operates with numerical resolutions that allow one to represent a sufficient
range of scales so that (i) most of the kinetic energy of the turbulent fluctuations is captured and that (ii)
the smallest resolved scales are considerably smaller than the integral scale of turbulence. Obviously,
one still cannot completely resolve all the flow features down to the Kolmogorov dissipation scale, and
some kind of “subgrid modelling” is still required.
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Common to all LES models is the concept of “filtering”. The space, time, or ensemble averaging of
standard Reynolds-averaged models is replaced by spatial filtering procedures that only in the simplest
case are actual spatial averages with a fixed averaging domain size. More generally, an LES filter is of
the form

v(x, t) =
∫ ∫ ∫

G(x− ξ; ∆)v(ξ, t) d3ξ (4.2.31)

with a filter function G(r; ∆) satisfying the conditions

G ≥ 0 , G(r; ∆)→ 0 as
|r|
∆
→∞ (4.2.32)

and the normalization ∫ ∫ ∫
G(r; ∆) d3r = 1 . (4.2.33)

The filtered flow quantities such as v in Equation (4.2.31) are the primary unknowns in an LES model.
One of the first choices in constructing a LES model is to choose such a filter. Simple algebraic space av-
eraging, corresponding to a box filter, filtering in Fourier space, Gaussian filter weights in physical space,
and a host of alternatives have been proposed [4.5,4.25]. The common point is that any filter introduces
a characteristic length ∆, which defines the smallest resolved scale and thus separates computed from
modelled flow structures.

Given a filter definition one can proceed to derive new governing equations for the filtered quantities by
applying the filter to the original unfiltered equations. For example, for incompressible constant density
flow, the divergence constraint and momentum equation read

∇·v = 0 (4.2.34)

and
∂v

∂t
+∇· (v ◦ v) +

1
ρ
∇p− ν∇2v = 0 . (4.2.35)

The challenge in LES modelling becomes clear when the filtered non-linear convection term is decom-
posed as

v ◦ v = v ◦ v +L+C +R (4.2.36)

where
L = v ◦ v − v ◦ v

C = v ◦ v′ + v′ ◦ v

R = v′ ◦ v′

(4.2.37)

are subgrid-scale non-linear flux contributions that require modelling. These terms are dubbed the
“Leonard stress”, the “cross-term stress”, and the “subgrid-scale (SGS) Reynolds stress”, respectively.

Notice that, depending on the choice of filter, one may have

v �= v , (4.2.38)

which is in contrast to standard Reynolds averaging and implies that the cross-term stresses are generally
non-zero. This non-standard behaviour of LES filtering can also have a non-negligible influence on
subgrid-scale modelling.
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Two major modelling approaches have emerged over the past decade: Explicit subgrid-scale models,
the origin of which go back to Smagorinsky's fundamental work, [4.26], and the more recent dynamic
LES models following a seminal paper by Germano et al. [4.27], (see also the reviews in References
[4.28 to 4.31]).

4.2.4.2 Explicit subgrid-scale models

An important presumption of this kind of model is a directed energy cascade, in which energy as well
as information are transferred from large to small scales. Under these conditions it would be irrelevant
at which scale precisely the cascade is truncated. It would be sufficient to capture and dissipate the
transferred flux of energy at some scale that is small enough to guarantee that there is negligible dynamic
“backscatter” from this smallest resolved scale back up to the larger dynamic flow structures.

Models using an explicit small-scale viscosity build on this concept and essentially assign the smallest
resolved numerical grid scale to be the dissipation scale ∆. In the simplest case, an effective mixing
length eddy viscosity is introduced [4.26] that has the smallest mesh size as the effective mixing length.
Since the fundamental problem of representing the net effect of small scales that are not resolvable on the
given numerical mesh remains the same as in Reynolds-averaged models, one can go to any sophistica-
tion in modelling the subgrid-scale effects. Thus while the above-mentioned Smagorinsky methodology
corresponds to an algebraic turbulence model, a one-equation subgrid-scale model has been proposed
by Lilly [4.32], a second-order closure by Deardorff [4.33], and novel non-linear stress-strain relations
by Bardina et al. [4.34]. The reader should consult the above-mentioned reviews and the original papers
referenced therein for more detail.

4.2.4.3 Dynamic subgrid-scale models

Germano et al. [4.27] went one step further in exploring the cascade idea for subgrid-scale modelling.
They observed that according to standard concepts, the cascade is directed from the large to the small
scales and that at the small-scale end of the spectrum the dynamics is close to self-similar. Under these
conditions, an LES that resolves a considerable part of the cascade already features a suitable represen-
tation of small-scale dynamics. All that is needed to close the subgrid-scale problem is to extrapolate the
computed grid-based results in a suitable fashion to the unresolved scales.

Under this premise, one should expect that the subgrid-scales act on the smallest resolved scales in a
fashion that is completely analogous—except for suitable rescaling—to the action from the smallest
resolved scales to the next larger ones. This latter action is accessible within the data produced in the
LES computation, so that the remaining task is to find the appropriate extrapolation and re-scaling rules.

Invoking a mixing length hypothesis for subgrid-scale turbulent fluxes, the subgrid-scale stress tensor is
written as

τ SGS = 2µSGSS −
2
3
µSGS(∇·v) 1 (4.2.39)

where

S =
1
2

(
∇v + (∇v)t

)
(4.2.40)

and where the subgrid-scale viscosity is defined as

µSGS = Cs ρ∆2 |S| . (4.2.41)
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This very simple approach leaves one with a single open modelling coefficient Cs that remains to be
determined. The crucial new idea in dynamic modelling now is to not assign this coefficient in advance
but to adjust it in a suitable fashion dynamically from the computed data.

It is assumed that the smallest resolved scale acts on the next larger scales in the same fashion as the
unresolved scales should influence the smallest resolved scales. If that is so, the unknown coefficient
Cs should be computable from resolved data only. Thus Germano et al. [4.27] introduce a second filter
in addition to the original subgrid-scale filter, whose filter scale ∆̂ is larger than ∆. Next the ∆̂ filter is
applied to the ∆ filtered equations and it is required that the new field v̂ satisfies an equation analogous to
that for the v-field. Considering the combined convective and subgrid-scale viscosity terms (for constant
density incompressible flows as an example) one obtains

v̂ ◦ v − 2Cs
̂(

∆2 |S|S
)

= v̂ ◦ v̂ − 2Cs ∆̂2 |Ŝ|Ŝ (4.2.42)

or, equivalently,
2Cs ∆2M = L (4.2.43)

with the obvious definitions
L = v̂ ◦ v − v̂ ◦ v̂

M = ̂|S|S − ∆̂2

∆2
|Ŝ|Ŝ .

(4.2.44)

A single equation for Cs is now extracted by contracting that equation withM and averaging the result
over at least the larger filter scale ∆̂. Let this average be denoted by angular brackets, then

Cs ∆2 =
〈L : M〉

2 〈M : M〉 . (4.2.45)

Some conceptual problems with spatially isotropic and temporally instantaneous averages for 〈·〉 have
been removed by Meneveau et al. [4.35] by introducing averages along particle paths. This approach
introduces an improved flow history dependence and properly accounts for strong anisotropy that may
develop, e.g., in separation flows, flows over obstacles etc.. For an implementation, see Reference [4.36].

Dynamic subgrid-scale modelling has the crucial advantage that the model viscosity properly responds
to local flow structures. As can be seen from the above derivation, subgrid-scale viscosity is introduced
only when the Tensor L detects considerable differences between the net convective non-linear flux on
the ∆-scale and the non-linear flux from the ∆̂-filtered velocities. If there is no small-scale activity
underneath the ∆̂-scale, then subgrid dissipation is not invoked.

In an interesting fashion, dynamic subgrid viscosities of the Germano type respond not only to the com-
puted flow data but also, in an intricate fashion, to the numerical method used. When a more dissi-
pative numerical scheme is employed, the numerical dissipation automatically suppresses some of the
small scale dynamics. As a consequence, the the tensor L will sense less activity than it would under
a non-dissipative numerical scheme. In this fashion, the dependence of the sum-total of numerical and
subgrid-model dissipation will be diminished. (Obviously, this kind of model will not and should not
introduce negative viscosities under normal conditions, so that overly dissipative numerics will have a
negative effect in smooth flow regions! The dynamic subgrid model thus does not relieve one from the
demand to use high-accuracy numerical methods in general.)
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4.2.4.4 Summary and qualifications

Large eddy simulation is an alternative to Reynolds-averaged turbulence modelling. It requires much
higher numerical resolution and therefore is not yet applicable to very large-scale systems. To provide a
scale, we cite Haworth [4.37] who predicts that LES will be routinely applicable for internal combustion
engine simulations (lengths scales of order 10 cm) within the coming years. On the other hand, successful
LES provides insight into the dynamics of turbulence that Reynolds-averaged flow simulations cannot
offer. Since the upper range of length scales is resolved numerically, much of the non-linear chaotic
dynamics of turbulence is represented and can be compared with experimental measurements. Moreover,
integral-scale flow statistics can be evaluated and probabilities of selected events can be extracted. This
could be of primary importance for combustion modelling as will be elucidated in a later section on LES
in combustion.

The original hope that the principal tasks of modelling would be simplified has been fulfilled in the sense
that, for example, high-resolution LES allows proper resolution of near-wall flows without specialized
wall interaction models. The dynamic extension of the very simple Smagorinsky one-coefficient model
has already brought considerable progress and success. It should be kept in mind, however, that the
dynamic adjustment idea of Germano et al. can be transferred also to intrinsically more complex models
(with many more free coefficients) as has been pointed out by Jimenez [4.38].

Despite this “success story” of LES , Reynolds-averaged modelling will not be replaced completely in
the near future for the following reasons:

• For large-scale systems, reliable LES with sufficient resolution will be computationally too de-
manding for years to come.

• The detailed flow dynamics information provided by LES is simply not of interest in many appli-
cations where global statistical mean values are all that is needed.

• Large eddy simulation models are far from being fully established and proven for the tremendous
range of engineering fluid mechanical applications. In particular, proper LES approaches for flows
that involve additional physics, such as multiple fluid phases, strong gravitational stratification or
the aero-thermochemistry of combustion are still in their infancy. For some of these systems it is,
for example, not at all clear that there is a well-defined cascade, so that the LES methodology itself
may become questionable.

4.2.5 Subgrid-scale Porosity Models

Many practical applications involve very complex geometries with a wide variety of obstacles such as
tubes and grids. Since such obstacles may be much smaller than the enclosure, it is often prohibitively
expensive to resolve each obstacle.

This problem can be addressed by implementing a sub-grid model for obstacles that are smaller than the
computational grid. Subgrid models have been developed to address the flow resistance, heat transfer,
turbulence generation, and the enhanced combustion resulting from the subgrid obstacles. The flow
resistance is introduced as a source term in the momentum Equation (4.2.5)2 after it has been averaged
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and closed though a suitable turbulence model. The momentum source term can be written as

Sv = −α
d
Cd

1
2
ρ|v|v (4.2.46)

where d is the characteristic dimension of the obstacle; Cd is the drag coefficient; and the constant, α, is
a friction factor that depends on the shape of the obstacle, the number of obstacles per unit volume and
the spatial arrangement of the obstacles. The above approach has been used extensively in the modelling
of explosions on off-shore platforms [4.39]. The drag coefficient may be assumed to be constant for
a particular obstacle shape or may vary with the Reynolds number and the Mach number of the gas
flow over the obstacle. Similarly, the subgrid heat transfer can be modelled by including a heat loss
term [4.40, 4.41] in the energy equation. For a dense obstacle array, the density ρ in Equation (4.2.5)2
should be multiplied by a porosity factor, φ, which corresponds to the volume fraction occupied by the
gas.

Subgrid obstacles can produce turbulence that, as discussed in the following section, can greatly increase
the rate of combustion. The turbulence produced by subgrid obstacles can be modelled by adding an
appropriate source term in the equation for the turbulent kinetic energy, k, discussed in Section 4.2.2. One
approach is to assume that the turbulent kinetic energy produced by the obstacles is a constant fraction,
Ck, of the energy loss associated with momentum loss caused by drag [4.39]. Another approach is to use
a one-parameter turbulence model for a particular geometry. Sha et al. [4.40] have used this approach to
model multi-phase heat transfer in tube bundles. Finally, the turbulent length scale, �, required by many
combustion models, is usually expressed as a fraction of a characteristic length scale, such as the size
of the obstacle or the spacing between obstacles. Benchmark tests, performed for a steady flow though
a finite length (5 m) of obstacles [4.39], indicate that subgrid obstacle models can provide an accurate
solution inside the obstacle array. However, a grid size approaching that of the obstacles can be required
to resolve the strong gradient in the turbulent flow properties immediately downstream of the obstacles.

4.3 Turbulent Combustion Models

4.3.1 Regimes of Turbulent Premixed Combustion

A coarse estimation of how a turbulent flow field and premixed combustion may interact can be gener-
ated by comparing their respective characteristic length and time scales. As a basis for the subsequent
discussions, we list the major relevant scales and provide brief explanations of their physical meaning:

Scales and characteristics of fully developed turbulence:

k Turbulent kinetic energy Kinetic energy per unit mass of turbulent velocityfluc-
tuations.

ε Energy dissipation rate According to Kolmogorov's theory, [4.2,4.3], the dis-
sipation rate is characteristic for both the actual rate
of molecular energy dissipation at the Kolmogorov
scale and the energy transfer rate through the cascade
between � and �K .

� Integral scale Largest identifiable scale of turbulent fluctuations.
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u′ ∼
√

2k Fluctuation velocity Characteristic magnitude of turbulent velocity fluctu-
ations; observed at the integral scale.

τ ∼ �

u′
Integral time scale Also called “eddy turnover time”.

Ret ∼
u′�
ν

Turbulent Reynolds number Notice this Reynolds number is based on turbulent
fluctuation length and velocity scales, but not with the
scales of the overall flow field. Reynolds numbers
based on system dimensions and mean flow velocities
may be orders of magnitude greater than Ret

�Kol ∼
(
ν3

ε

) 1
4

∼ �Re
− 3

4
t

Kolmogorov scale Smallest identifiable scale of turbulent fluctuations.
At the Kolmogorov scale, the fluctuation energy that
has cascaded down from the integral scale is dissi-
pated.

τKol ∼
(
ν

ε

) 1
2

∼ τ Re
− 1

2
t

Kolmogorov time scale Characteristic time of motion of the smallest turbulent
eddies; also inverse of a characteristic strain rate at
the Kolmogorov scale.

uKol ∼
�Kol

τKol

∼ u′Re
− 1

4
t

Kolmogorov velocity scale Velocity fluctuation at the Kolmogorov scale.

Scales and characteristics of aero-thermochemistry:

sL laminar flame speed Characteristic propagation velocity of a laminarflame
relative to the unburnt gas.

�F laminar flame thickness Characteristic thickness of a laminar flame including
the preheat and reaction zones.

�R laminar reaction zone
thickness

Characteristic thickness of the reaction zone within a
laminar flame.

tF ∼ �F
sL

Flame passage time scale Time a laminar flame needs to pass over its own struc-
ture.
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tQ Quenching time scale Inverse of a typical strain rate sufficient to quench
the reaction zone of a laminar flame. tQ may also be
considered as a characteristic chemical reaction time
scale.

Relevant characteristic non-dimensional numbers:

Ret ∼
u′�
ν

Turbulent Reynolds number See above

Da ∼ τ

tF
Damköhler number Indicates whether chemistry is fast (Da� 1) or slow

(Da � 1) relative to the integral scale turbulence
dynamics.

Ka ∼ tF
τKol

Karlovitz number Indicates at which point (Ka ≈ 1) the smallest turbu-
lent eddies penetrate into the laminar flamelet preheat
zones.

K ∼ tF
τKol

Karlovitz Stretch Factor Indicates at which point (K ≈ 1) the turbulence cor-
relation time becomes comparable with the laminar
flamelet passage time �F/sL.

Kq ∼ tQ
τKol

Quench-Karlovitz number Indicates at which point (Kq ≈ 1) the smallest tur-
bulent eddies quench the quasi-laminar thin reaction
zones.

As we follow Peters [4.42, 4.43] closely, we consider the Borghi-Diagram displayed in Figure 4.3.1-1.
There are two extreme regimes. The “the well-stirred reactor regime” is characterized by limitingly slow
chemistry, whereas in the “eddy breakup regime” there is infinitely fast chemistry and infinitely slow
molecular transport. Notice that the conceptually possible regime of infinitely fast chemistry at finite
molecular transport efficiency is not of interest for applications because this regime would correspond
with infinitely fast laminar flame propagation as shown in Reference [4.44].

Well-stirred reactor regime. Here the chemistry is so slow compared to the turbulent motions that all
chemical species are always locally well mixed and chemical reactions proceed essentially at a kinetics-
dominated rate. Modelling in this regime will proceed by separating the processes of mixing and re-
action: Turbulent mixing and convection generate statistical distributions of the aero-thermochemical
scalar variables (species mass fractions, enthalpy, temperature) and chemistry progresses according to
the appropriate chemical kinetic scheme in a quasi-homogeneous fashion. Because of the typical strong
non-linearity of realistic chemical reaction mechanisms, modelling must generally take into account
that the mean kinetic reaction rates are not equal to the reaction rate functions evaluated with the mean
scalars. Only under extreme conditions will scalar fluctuations be sufficiently damped to allow straight-
forward evaluation of chemical rates with the mean values of the relevant scalars. To capture the in-
fluence of scalar fluctuations on the mean rates under more general circumstances, the most appropriate
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Figure 4.3.1-1: The Borghi diagram for regimes of turbulent premixed combustion

approaches include a joint probability density function (PDF) for the reactive scalars. Mean reaction rates
are then evaluated by averaging the chemical rates with respect to this probability distribution. These
PDF-methods are discussed in Section 4.3.7.

Eddy breakup regime. This is the opposite limit of infinitely fast chemistry and infinitely slow molec-
ular transport. The label “eddy breakup” implies that as soon as a turbulent eddy mixes reactive gases
that have suitable thermodynamic states these are burnt instantaneously. This picture of “mixed is burnt”
is most appropriate for non-premixed combustion where in fact the fuel and oxidizer species can react
only when brought together by molecular-level mixing. Turbulence greatly enhances this mixing process
by multiple folding of the fuel-oxidizer separation layer and increasing the scalar gradients responsible
for driving the molecular level diffusive fluxes. For premixed combustion, the “mixed is burnt” picture
is less intuitive as fuel and oxidizer species are by definition already premixed. However, the cold reac-
tants are unable to burn under most realistic conditions since the highly non-linear chemistry is frozen at
ambient temperatures. Thus for the reaction front to progress, it is necessary that the unburnt gases be
prepared for reaction on the molecular level by getting into close contact with the hot and radical-loaded
burnt gases. Here, turbulent mixing comes in by multiple folding of the separation layer between unburnt
and burnt gases, which is nothing but a locally one-dimensional laminar flame. Under these conditions,
the turbulent flame folding determines the net reactant consumption, and the mean chemical rates are
proportional to the inverse of the turbulent integral time scale τ . Modelling in the eddy breakup regime
is discussed in Section 4.3.3.

Most realistic combustion systems do not satisfy the drastically simplifying assumptions underlying the
two limit regimes described above. A hierarchy of increasingly complex models has been developed in
recent years to cope with the fact that turbulence and chemistry generally interact on a wide range of
length and time scales, depending on the specific application.
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Laminar flamelet regime. This regime is similar to the eddy breakup limit in that reaction takes place
within narrow, quasi-laminar flame zones. The key difference is that turbulence is not sufficiently intense
to override the inherent laminar flame dynamics. On the one hand, the geometrical distortion of the flame
surfaces (which may be multiple connected) is governed by both turbulent transport and laminar flame
propagation dynamics. The latter includes the relative motion between flame and unburnt gases and
laminar flame instabilities [4.1, 4.45]. On the other hand, the flame progression speed is perturbed by
flame stretch, flame curvature, and unsteady thermodynamic conditions in the vicinity of the flame. The
most important task of modelling in the flamelet regime is a proper description of the flame surface
area increase, while higher-order corrections are induced by perturbations of the laminar flame structure
[4.46,4.47]. One may distinguish the “wrinkled flamelet” and “corrugated flamelet” regimes, depending
on whether the inherent laminar flame dynamics or turbulent convection dominates the evolution of the
flame surface.

Thin reaction zone regime. With increasing turbulence intensity, the smallest turbulent eddies decrease
in size until their extension becomes comparable to the laminar flame thickness. Peters [4.43] introduces
the “thin reaction zone regime” in which the laminar flame structure is disrupted by turbulent mixing,
while the generally much thinner quasi-laminar reaction zones still survive. Thus the pre-conditioning
process that brings the unburnt gas to thermodynamic-chemical conditions at which reaction commences
is modified by turbulence, while the ultimate progress of reactions still proceeds in a locally quasi-laminar
fashion. In this regime, the net rate of fuel consumption is influenced at a comparable level by both
the effective reaction surface area and the turbulence-dominated pre-conditioning process. Consistent
models appropriate for this regime are being introduced into numerical modelling only as this report is
being compiled.

Distributed reaction zone regime. At even higher turbulence intensities, the turbulence-induced strain
on the reaction zones becomes sufficient to quench them at least locally. Thus because of the intermit-
tency of turbulence, thin reaction zone combustion and well-stirred reactor regions begin to co-exist.
Currently, there are no models that would appropriately interpolate across this threshold. The most
promising ansatz in this direction appears to be extended PDF methods that would properly account for
the intimate coupling between reaction and molecular transport in the flamelet and thin reaction zone
regimes, while keeping the option of modelling the turbulence-dominated well-stirred reactor regime.

4.3.2 Modelling Strategies: Distributed Reaction versus Reaction Fronts

Two principally different approaches to modelling the progress of turbulent premixed combustion must
be distinguished. The most popular approach describes turbulent combustion by an equation system that
is as close in structure to the original reactive Navier Stokes equations as possible. In this set-up the key
modelled quantities are the mean volumetric reaction rates (for a characteristic reaction progress variable)
and the net turbulent transport within the effective turbulent “flame brush”. The interaction between mean
reaction and turbulent transport then yields the overall reactant consumption rate [4.48 to 4.52].

The alternative approach considers a turbulent premixed flame as an effective reacting discontinuity.
Here, the detailed internal processes within the flame brush are not resolved, but the overall reaction
progress is described as being a net turbulent flame speed sT , in analogy with the laminar burning velocity
sL, [4.53, 4.54].

Although the former approach has the advantage of incorporating detailed models of all the sub-processes
within the flame brush, its disadvantage is that it actually must incorporate these detailed models in order
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to properly function at all. The only modelled quantities for the second approach are the turbulent burning
velocity sT and suitable jump conditions for the turbulence quantities across the flame, which cannot be
derived straightforwardly from the conservation principles. Its disadvantage is that there are highly
unsteady combustion regimes where the internal turbulent flame structure is far from quasi-steady and
the notion of a turbulent burning velocity becomes questionable in the first place.

The importance of a proper interaction between turbulent transport and net chemical reaction progress
in a resolved flame brush cannot be overestimated. As pointed out, e.g., by Chorin [4.55] and by Teng et
al. [4.56], the net propagation speed of deflagration wave (i.e., of a “flame”) with respect to the unburnt
gases depends on the detailed internal flame structure. This is in contrast to shock or detonation waves,
whose propagation speed is determined solely by initial and boundary data of the flow problem (see
also Section 4.5.4 below). As a consequence, the first modelling strategy described above must always
incorporate proper submodels for both the mean reaction rates and the turbulent transport processes.
Neglect of one of these ingredients will provoke utterly wrong results!

4.3.3 Eddy breakup and extensions

Eddy breakup models are typically formulated according the the first modelling strategy described in Sec-
tion 4.3.2. It should be noted, however, that the eddy breakup limit corresponds, under the propagating
flame front modelling paradigm, to Damköhler's [4.57] classical turbulent flame speed prediction,

sT ∼ u′ . (4.3.1)

High-speed combustion simulations for the large-scale RUT facility using this modelling approach have
been reported in References [4.53, 4.58].

4.3.3.1 Mean reaction rate modelling

As discussed above, in this regime turbulent mixing dominates the net reactant consumption. Thus the
characteristic consumption rate is proportional to the inverse of the turbulence integral time scale τ . In
addition, it is known that reactions are frozen in the cold unburnt and that they cease when all the reactants
are consumed. Introducing a suitably defined reaction progress variable c̃, with c̃ = 0 in the unburnt gas
and c = 1 in the burnt, the mean reaction progress is modelled as

∂ρ̄c̃

∂t
+∇·(ρ̄c̃ṽ) = ∇·(µτ∇c̃) + ρ̄ω̃ (4.3.2)

where

ω̃ =
1

τEBU

c̃(1− c̃) . (4.3.3)

In actual numerical implementations, the determination of the turbulent characteristic time scale depends
on the underlying flow turbulence model. For the most-often-used one- and two equation models—which
provide a characteristic turbulent kinetic energy k and either a turbulent mixing length �, a turbulent
energy dissipation ε, or a turbulent dissipation rate ωτ—the turbulence time scale is modelled as

1
τEBU

=
1
τ

=∼
(
k

�2

) 1
2

∼ ε

k
∼ ωτ . (4.3.4)

Obviously, this modelling strategy completely neglects chemical kinetic influences. As a consequence,
these models systematically overpredict the chemical energy conversion when either chemical reactions
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have not yet been ignited at all or when the well-stirred reactor regime with kinetics-dominated reaction
is approached. A heuristic correction [4.51, 4.52] that, with appropriate tuning, considerably improves
eddy breakup predictions simply replaces the turbulence dictated 1/τEBU = 1/τ from Equation (4.3.4)
with

1
τEBU

= min
(

1
τ
,

1
tch

)
, (4.3.5)

where 1/tch is a suitable estimate of the relevant slowest chemical time scale that is controlling the
reaction progress. This can be either an ignition delay time for unreacted gases undergoing an auto-
ignition process, or it may be a laminar flamelet quenching time scale when the transition between the
eddy breakup and well-stirred reactor regimes is to be modelled in a heuristic fashion.

4.3.3.2 Turbulent transport within the flame brush

Eddy breakup models and their extensions as formulated originally in References [4.48,4.51,4.52,4.59,
4.60] typically focus on the mean reaction rate model as described above. The fact, discussed in Section
4.3.2, that there must be a suitably balanced approach taking into account also the turbulent transport
processes is normally neglected. The available standard turbulent transport models applied in the burnt
and unburnt gases are simply transferred to the flame brush region as well.

Notice, however, that the Bray, Moss, Libby (BML) model [4.49,4.50], which specifically addresses the
issue of turbulent transport in the flamelet regime, is applicable in the eddy breakup limit as well. Thus
a very sophisticated turbulent transport scheme, suited for combination with an eddy breakup approach
is available in the literature. For more details on the BML model, see Section 4.3.4.2.

4.3.3.3 Summary and qualifications

Eddy breakup modelling provides a crude first approach to turbulent combustion simulations when the
primary interest is in (i) worst-case estimates for high-intensity turbulence and (ii) details of the flame
acceleration history from ignition to high-speed combustion are irrelevant. Heuristic extensions of EBU
models to include characteristic time scales of chemistry lack a systematic derivation from first principles
and should be considered as ad hoc “fixes”. With suitable fine tuning of the detailed chemical time scale
models, one might obtain reasonable agreement with experimental data and obtain limited predictive
capabilities within the range of conditions that was used in fine tuning the models.

Much more sophisticated modelling is required to obtain true predictive capabilities both for flame accel-
eration and the kinetics-dominated high-turbulence intensity regime responsible for potential transition
to detonation.

4.3.4 Flamelet Models

The key goals behind flamelet modelling are to incorporate effects of (i) fast but finite reaction rates, (ii)
the inherent quasi-laminar flame dynamics, and (iii) the intimate coupling between chemical reactions
and molecular transport that arises when rapid chemistry enforces very thin flame structures. Recent
work by Peters [4.43] has revealed that in the true flamelet regime, where quasi-laminar flame structures
including preheat and reaction zones actually persist, the effects of finite rate chemistry appear as per-
turbations only. The dominant effect to be accounted for is the inherent flamelet dynamics, including
various forms of flame instability, [4.1], and the competition between self-induced flame motion and
turbulent convection.
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4.3.4.1 Mean reaction rate modelling

We distinguish again between the two principal modelling strategies from Section 4.3.2.

Flame fronts and turbulent burning velocities. Much of the flamelet modelling literature ( [4.45,4.61]
and references in [4.1]) focus on deriving effective turbulent burning velocities sT , which could readily
be incorporated in numerical flame front tracking schemes [4.53, 4.54]. Given a mean laminar flamelet
burning velocity sL, averaged along the flamelet surface(s), the key problem is to assess the net flame
area increase that is due to the influence of turbulent convection. The net turbulent burning velocity is
then expressed as

sT =
A

Aeff
sL , (4.3.6)

where Aeff denotes the net flame area of an averaged turbulent flame surface that is centred within the
flame brush region, while A is the total laminar flamelet surface area for the same section of the turbulent
flame brush.

The laminar and turbulent flame surface dynamics are conveniently described by a level set procedure.
The flame surface is defined as the zero level set of a scalar function G(x, t) satisfying the G-equation

∂G

∂t
+ (v + sn) · ∇G = 0 on G(x, t) = 0 (4.3.7)

and some constraint away from the flame front, such as, [4.62],

|∇G| = 1 for G(x, t) �= 0 . (4.3.8)

Various different approaches towards assessing the area ratio in Equation (4.3.6) have been proposed.
Fractal surface ideas have been introduced, e.g., in Reference [4.63]. Assuming the flame surface to be
a fractal with dimension D one obtains expressions of the type

A

Aeff
=

(
�

�min

)D−1

(4.3.9)

where D is the fractal dimension of the flamelet surface and �min is the shortest characteristic length
of flamelet corrugations. At the time there had been intense discussions as to whether this minimum
length scale would correspond to the Kolmogorov length of the unburnt gas turbulent flow or whether
this length was determined by a balance of turbulent flame advection and flame propagation relative to
the unburnt. The latter approach naturally introduces the Gibson length �G. It is the characteristic length
that is defined as the very fluctuation length scale within the turbulent energy spectrum at which the
turbulent fluctuation velocity matches the laminar burning velocity [4.42]. A brief dimensional analysis
based on the Kolmogorov scalings leads to

�

�G

=
(
u′

sL

)3

. (4.3.10)

Re-normalization group procedures applied to the level set formulation from Equation (4.3.7) for the
laminar flame surface motion are suggested in Reference [4.61], leading essentially to the Damköhler
limit in Equation (4.3.1). Another corroboration of this result is provided by Peters [4.45], who suggests
closure of the level set equation along the lines of more standard turbulence closure procedures.
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As mentioned, most of these models end up reproducing Damköhler's law from Equation (4.3.1) in the
limit of large turbulence intensity u′/sL � 1 and providing some kind of interpolation down to small
turbulence intensities u′/sL � 1, in which case sT ∼ sL. The net burning velocity law in these cases
would read

sT
sL

= 1 +
(
u′

sL

)n

(4.3.11)

with some power n close to unity.

These earlier attempts have concentrated, in fact, on the limit of large turbulence intensity hoping to
derive the experimentally observed sublinear growth of sT with u′ (the bending effect) solely from the
flame surface dynamics under turbulence. It has only recently been clarified that this bending effect
arises—most likely—not from flame surface dynamics but from a transition into the thin reaction zone
regime (see Section 4.3.5).

The more important range of turbulence intensities, where u′/sL = O(1) has been largely neglected as
pointed out by Bray [4.1]. Consequently, it is in this regime where new modelling ideas incorporating
the inherent stability features of laminar flames are needed. Unfortunately, this regime is of primary
importance for flame acceleration in the early stages after initiation of a laminar flame kernel.

Resolved flame brushes and mean reaction rates. The alternative modelling strategy has been pursued
for the flamelet regime since the first introduction of the Bray-Moss-Libby model (BML), [4.49, 4.50].
Even though, these authors focus most of their attention on the proper modelling of turbulent transport
in the flame brush, their principal approach follows the resolved flame brush strategy and thus they do
propose closure approximations for the mean reaction rates. One major result in this context is a more
systematic derivation of the eddy breakup formulae from Equations (4.3.3), (4.3.4) in the limit of high
turbulence intensity. For moderate turbulence intensities, their mean reaction rate modelling is similar
to more recent approaches based on “flame surface area densities”, as described next.

An approach that is based on effective continuum equations for turbulent combustion in the flamelet
regime (in the sense of homogenization) must provide net distributed source terms per unit volume in the
finite-volume framework or per unit mass in a primitive variable formulation. A relation between these
effective distributed source terms and the singular surface based sources on the flamelet microscale must
be provided. This is done by introducing the “surface area density” Σ, i.e., the flamelet surface area per
unit volume. The burnt gas production rate per unit volume ω̃ from Equation (4.3.2) would then read

ω̃ = sL Σ , (4.3.12)

and the key task of modelling is to obtain the surface area density Σ(x, t).

The flamelet surface evolves because of (i) convection by the unburnt gas velocity vu immediately in
front of the flamelet and the self-induced motion of the surface in its normal direction at speed sL. Given
vu and sL, an exact flame surface area evolution equation can be derived [4.64, 4.65]. Two alternative
formulations have been proposed that are mathematically equivalent, but lend themselves to different
modelling strategies:

As an example, we provide here the propagative formulation, [4.46],

∂Σ
∂t

+∇· (〈vu + sLn〉s Σ) = 〈∇·vu − (n ◦ n) : ∇vu〉s Σ + 〈sLκ〉s Σ (4.3.13)
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where n is the local flamelet surface normal, κ = ∇·n is the mean flamelet curvature, and 〈·〉s denotes
conditional averaging along the flamelet surface. The respective terms in this equation describe (i) the
temporal accumulation of flame surface area, (ii) mean transport by the combined action of unburnt gas
flow, and self-induced motion, (iii) surface stretching by the unburnt gas flow and (iv) surface stretching
because of the self-induced motion of the curved flamelet surface.

The alternative “reaction-diffusion formulation” contains terms that directly correspond to those in Equa-
tion (4.3.13), but these are cast into a form that more resembles a standard reaction-diffusion equation as
implied by its name. It is a matter of modelling strategies and numerical techniques, as to which of the
formulations is actually used.

Obviously, most of the terms in these flame surface area density equations are not known exactly in
a turbulent flow, so that the resulting equation needs closure [4.66 to 4.70]. Vervisch and Veynante,
[4.46] provide an excellent summary of various modelling approaches as well as their numerical and
experimental validation in References [4.71] and [4.72], respectively. Various aspects of observations
from direct numerical simulations and experiments are well reproduced by the modelled flame surface
area equations.

Unfortunately, the key ingredients of inherent flamelet stability, which become important under moderate
turbulence intensities are not yet considered in these models [4.1].

4.3.4.2 Turbulent transport within the flame brush

It is remarkable that there is only one serious strain of work, originally authored by Bray et al. [4.49] and
Bray et al. [4.50], that aims at a systematic assessment of combustion-induced modifications of turbulent
transport. This is particularly disturbing in light of the outstanding importance of the effective transport
for the net combustion rates, (see Sections 4.3.2 and 4.5.4).

Bray et al. [4.49, 4.50], and Bray and Peters [4.47] start off by observing that in the flamelet regime
the probability of actually landing within a flamelet is extremely low, even within the turbulent flame
brush. (See also References [4.1, 4.73].) The reason is that—by definition of the regime—preheating
and combustion are concentrated within asymptotically thin layers that occupy only a small amount of
space. Based on this observation, they conclude that the probability density of a characteristic reaction
progress variable c, say, must be of the form

P (c;x, t) = α(x, t) δ(c) + β(x, t) δ(1− c) + γ(x, t) f(c;x, t) (4.3.14)

where δ(·) is the Dirac-delta distribution, f(c;x, t) is an order O(1) function, whose detailed form is not
specified, and where the coefficients α, β, γ satisfy the crucial estimates

α, β = O(1) but γ � 1 . (4.3.15)

The progress variable varies from c = 0 in the unburnt gas to c = 1 in the burnt, so that α(x, t), β(x, t)
correspond to the probabilities of finding unburnt and burnt gas conditions, respectively.

After introduction of conditional averages · u, · b with respect to unburnt and burnt conditions and heav-
ily using the fact that γ � 1, the authors arrive at asymptotic formulae for the turbulent transport terms
such as ṽ′′c′′ in the Favre-averaged turbulent transport equation for the reaction progress variable or˜v′′ ◦ v′′ in the momentum equations

ṽ′′c′′ = c̃ (1− c̃) (vb − vu) (4.3.16)
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and ˜v′′ ◦ v′′ = (1− c̃)v′ ◦ v′u + c̃ v′ ◦ v′b + c̃ (1− c̃) (vb − vu) ◦ (vb − vu) . (4.3.17)

It should be noted that in a natural way, this theory suggests the introduction of Reynolds stress models,
as the primary quantities appearing here are the Reynolds stresses themselves. One does not obtain any
formulae justifying a gradient transport approximation.

In fact, an interesting observation concerns the counter gradient transport. (cf. [4.72]). In a regime of
not too intense turbulence, one may expect that the conditional mean velocities vu and vb will differ by
the thermal expansion induced within the turbulent flame brush, i.e.,

n · (vb − vu) ≈ −sT (
ρu
ρb
− 1) < 0 , (4.3.18)

where n is the mean flame front normal pointing towards the unburnt gases. From the sign of this
expression, we conclude that the net turbulent scalar transport of c will be directed towards the burnt
gases. On the other hand, c = 1 in the burnt and c = 0 in the unburnt gases, so that a standard gradient
transport approximation would yield

n · (−Dt∇c̃) > 0 (4.3.19)

so that the standard approximation would predict transport towards the unburnt gases. This somewhat
surprising result is neglected in practically all turbulent combustion models that are not derivatives of
the Bray, Moss, and Libby approach!

Veynante et al. [4.74] have closely analyzed direct numerical simulations by Rutland and Trouvé [4.75]
and Trouvé et al. [4.76], which are set up in different regimes of turbulence intensity and surprisingly
imply contradictory conclusions about the presence or not of countergradient transport. Veynante et al.
conclude (see also [4.46]) that both numerical simulation results are nevertheless compatible with the
BML formalism explained above: It turns out that the underlying presumption leading to the sign in
Equation (4.3.18), namely that the conditional mean velocities within the flame brush satisfy an overall
estimate based on the total thermal gas expansion, becomes less and less accurate as the turbulence
intensity increases. For high turbulence intensities, turbulent mixing dominates the expansion-induced
separation of burnt and unburnt gases and the net scalar transport changes sign.

Thus one may conclude that less-sophisticated modelling approaches based on standard gradient transport
approximations throughout the combustion region will yield reasonable results for high-speed flames.
But, as observed previously, the regime of low-to-moderate intensity turbulence, which is most crucial
for the initial stages of flame acceleration, is not properly represented by such simplified schemes.

4.3.4.3 Statistical evaluation through presumed PDFs

The flamelet ansatz introduces strong statistical correlations between various flow variables and transport
fluxes. The knowledge that molecular diffusion always occurs in conjunction with chemical reaction sim-
plifies statistical evaluations considerably. Given a characteristic coordinate c that resolves the flamelet
structures (such as a normalized reaction progress variable), chemical reaction source terms, diffusive
fluxes, species concentrations etc. can all be expressed explicitly in terms of c and a few additional pa-
rametersχ characterizing the flamelet structure (such as an outer strain or the flamelet surface curvature).
Statistical averages of any such quantity Q(c), say, can then be obtained if a probability density for c and
the flamelet parameters is available:

Q(x, t) =
∫ ∫

Q(c)P (c;χ;x, t) dc dχ . (4.3.20)
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Now we will see in Section 4.3.7 below that a full-fledged model describing the time evolution of such
a PDF is extremely complex and that its introduction at the level of flamelet models would destroy their
appealing simplicity.

The standard compromise here is to introduce presumed PDFs. One a priori assumes that the PDF will
have shapes close to a certain class of representative functions that have few free parameters. Thus given
those parameters, the PDF is known. Next, one derives governing equations for those free parameters,
solves these (or their closed counterparts) numerically, and uses the obtained fields of parameters to
locally define the presumed PDF.

The typical “β-PDF”, [4.46, 4.77], has two free parameters, which can be related uniquely to mean and
standard deviation of the distribution. Under these conditions it is sufficient to obtain appropriate es-
timates of the mean and of the fluctuations in order to determine the probability distribution. In the
“presumed PDF approaches” one introduces, in fact, in addition to a transport equation for the turbulent
mean of c an additional model equation for the standard deviation. These equations can formally be
derived rigorously, but the resulting terms generally need closure. In summary, a presumed PDF model
requires one additional equation for the turbulent scalar fluctuations, while avoiding the complexities of
a full PDF transport equation.

Presumed PDF models are very popular in the context of flamelet, thin reaction zone, and the various
conditional moment closure approaches.

4.3.4.4 Summary and qualifications

Flamelet models provide a systematic methodology, based on first principles, to address turbulent com-
bustion modelling in a regime that covers the eddy breakup limit. Combustion is still concentrated in
narrow fronts, but the length, time, and velocity scales of thin flame dynamics begin to non-trivially
interact with the flow turbulence. Following recent arguments by Peters [4.43], the interaction of the
self-induced flame geometry evolution—including flame instabilities—with turbulent convection is the
most important aspect in the flamelet regime.

Promising and successful models for the mean volumetric chemical reaction progress, for effective tur-
bulent flame speeds as well as for the modifications of turbulent transport by combustion have been
proposed and widely tested. A host of flamelet models cater to various different numerical simulation
strategies, such as reaction-turbulent diffusion type of modelling or flame front tracking approaches (see
Section 4.5).

Unfortunately, most of the modelling efforts have been focused on the regime of high-intensity turbulence
where turbulent motions dominate over the intrinsic flamelet dynamics. As previously stated, this is not
the regime where flamelet models are most suitable [4.43]. As a consequence, the regime of low-to-
moderate intensity turbulence, which is most important for the early stages of flame acceleration, is still
in its modelling infancy.

The intimate interplay between reaction progress and turbulent transport that is crucial for the establish-
ment of overall combustion rates has widely been neglected, except in the seminal work by Bray, Moss,
Libby and their co-workers. It is of outmost importance that further developments of the flamelet theory
for the low-to-moderate turbulenc intensity regime will include proper turbulent transport models from
the start.
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4.3.5 Thin Reaction Zones

As turbulence levels increase, one moves up vertically in the Borghi diagram from Figure 4.3.1-1 and
approaches the line Ka = 1. At this point the smallest fluid mechanical eddies (on the Kolmogorov scale)
are comparable in size to the laminar flame preheat zone thickness, and these eddies will begin to non-
trivially distort the laminar flamelet structures. Recent observations from direct numerical simulations
by Poinsot et al. [4.78] indicate that this does not immediately imply a breakdown of all determinstic
structures and the transition to the regime of truly distributed reactions. Rather, they continue to observe
very strong correlations between reactions and molecular transport for Karlovitz numbers much higher
than Ka = 1.

Peters [4.43] independently argues that one must distinguish a complete laminar flame from its reaction
zone. A laminar flame alway includes a reaction zone, but thin reaction zones may well exist without a
flamelet's quasi-oned-imensional, quasi-steady preheat zones. In fact, since the reaction zones of laminar
flames are typically thinner by an order of magnitude than the preheat-reaction zone complex of a laminar
flamelet, one may expect thin reaction zones to exist up to much higher Karlovitz numbers than are
necessary to disrupt the preheat zones.

Peters [4.43] proposes a new theory for turbulent premixed combustion that includes this new ansatz of
“thin reaction zones” and unifies it with the classical flamelet ansatz. Implementations of this theory are
current work in progress, so that no details will be given here. It may suffice to mention the probably
most important result of this theory, namely a consistent explanation of the “bending effect” in turbulent
premixed combustion: It is found experimentally that effective turbulent burning velocities do not follow
Damköhler's limit of sT ∼ u′ for large turbulence intensities. One rather finds a sublinear growth and
even a decay of the effective flame speed for very intense turbulence. The “classical” flamelet ansatz,
which accounts for combustion in only quasi-laminar, quasi-one-dimensional flamelets, does not predict
this bending. Rather, as pointed out earlier, the limit of classical flamelet theories for large turbulence
intensities should be the Damköhler law, which in turn is equivalent to the eddy breakup limit.

The new theory in Reference [4.43] includes the effect of intense stirring within the preheat zone in front
of the “thin reaction zones”. Multi-dimensional turbulent fluctuations are accounted for when modelling
the fluxes of species and heat into and out of the reaction zones. A formulation, based on the the G-
equation or level set approach is developed that successfully unifies earlier flamelet theories and the new
theory for the thin reaction zone regime. Limit considerations for quasi-stationary turbulent flames also
lead to a new and unified effective turbulent burning velocity law.

4.3.6 Conditional Moment Closures

The ansatz of “conditional moment closure” was first introduced by Bilger [4.79]. Noticing that the
typical fast chemistry of combustion reactions induces strong statistical correlations between reaction,
diffusion, and convection, he proposed to systematically build combustion closure models by introducing
statistical moments that are conditioned on selected characteristic reaction variables. Thus, for example,
a vector of mean reaction rates is expressed as

ω̇ =
∫ 1

0
P (c) dc (4.3.21)

where

〈ω|c〉 =
∫
ξ
ω(ξ, c)P (ξ|c) dξ (4.3.22)
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is the conditional average of the reaction rate vector for a given value of the reaction progress variable.
The variable ξ represents other quantities that the local reaction rate may depend on, such as temperature,
other species concentrations etc..

The advantage of this approach is the following: If strong correlations between reaction rates and a
structure variable such as c exist, and if these correlations capture the strongest fluctuations of the variable
to be averaged, then modelling is greatly simplified: Conditional averages as in Equation (4.3.22), e.g.,
be approximated by simple evaluation at the mean state (conditioned on c) and all the statistics is covered
by the probability density P (c) in Equation (4.3.21).

This ansatz automatically captures the classical flamelet theories for premixed as well as non-premixed
combustion and this author is convinced that it also describes the essence of the new theory of “thin reac-
tion zones” formally. However, one should be aware that the formulae in Equations (4.3.21), (4.3.22) are
mere formal representations that, all by themselves, do not yet represent a turbulent combustion closure.
In order to actually evaluate these formulae, one must introduce concrete specifications regarding P (c)
and regarding the evaluation of Equation (4.3.22).

Thus specific closure models for the detailled distributions of, say, ω with respect to the key progress
variable c are to be invoked. It is at this point, where the formal framework of conditional moments
must be backed by physical insight. Obvious candidates for the physical closure are flamelet models for
premixed and non-premixed combustion, or one my borrow from the new thin reaction zone theory in
Reference [4.43]. A wealth of publications is available that covers various modelling approaches as well
as comparisons with experimental observations (see e.g., [4.80 to 4.82, 4.82] or [4.1]).

4.3.7 Statistical Modelling Based on a PDF Evolution Equation

Flamelet, thin reaction zone and conditional moment closure models all try to explore the fact that under
many realistic conditions chemistry is fast and imposes strong correlations between those variables that
describe the chemical reactions. This presumption, however, becomes inapplicable when Damköhler
numbers decrease to order O(1) or smaller. In this case, chemistry will generally still be stiff and fast
enough to leave local traces in the form of strong fluctuations, but it is no longer strong enough to domi-
nate the evolving flow structures. In this situation, a more general approach is needed that does not rely
on a priori knowledge about statistical correlations.

4.3.7.1 The general PDF ansatz

Pope [4.83] has laid the foundation for a turbulent combustion modelling strategy that differs significantly
from the other approaches described earlier. From the start, he assumes an inherently statistical nature
of turbulent combustion and introduces a joint PDF—in the most general case involving all reactive and
thermodynamic scalars as well as the flow velocities. The idea then is to model the temporal evolution
of this probability density, say P (Y , p, T,v;x, t), and to obtain the measurable statistical means and
correlations by integrating suitable moments of the PDF.

An involved derivation leads to the following exact PDF evolution equation [4.83]

∂P

∂t
+ v · ∇xP + ω(T, p,Y ) · ∇Y P = MolecularTransport (4.3.23)

The first term denotes accumulation of probabilities, the second denotes transport in physical space by
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the (fluctuating) velocities, the third describes deformation of the PDF because of chemical reactions,
and the term on the left-hand side is responsible for the effect of molecular scale mixing (heat conduction,
diffusion, etc) on the PDF.

Notably, the chemical reaction term is closed; that is, since all the arguments of ω in Equation (4.3.23)
are independent variables for the PDF, the “convection velocity” in the space of the reactive scalars
is an explicit function that depends on the arguments of, but not on the PDF itself. This observation
is absolutely crucical and is the reason for the considerable attractiveness of PDF models. While in
other turbulent combustion closures one goes to great lengths in constructing expressions for the mean
chemical reaction rates, one gets the analogue in PDF equations for free!

Even more striking, but less used in practice, is the fact that the convective term v ·∇xP (Y , p, T,v;x, t)
is also closed! The velocity, too, is an independent variable for the PDF, and hence the vector v in
this expression is a known quantity. Hence the only term to be modelled is the microscopic molecular
transport term on the right-hand side of Equation (4.3.23). To be clear, the convective transport term
includes turbulent convection. Thus a full-fledged PDF-model that includes the velocity components as
independent variables does not require a turbulence closure in the standard sense. Only those effects
taking place at the very smallest scales on the level of molecular transport do require modelling.

As astounding and attactive as this property of joint PDF models might be at a first glance, it is not ex-
plored in many applied modelling systems. The reasons are that this kind of formulation does not fit into
any of the more standard flow simulation frameworks, where the standard momentum balances are dis-
cretized and solved computationally. In addition, PDF implementations are computationally extremely
demanding, simply because of the high dimensionality of the problem posed: The space of indepen-
dent variables for the PDF comprises three space coordinates, time, three velocity coordinates, and as
many additional independent scalars as there are independent chemical concentrations. Solving a partial
differential equation in more than six-dimensional spaces by standard techniques is utterly unfeasible
given the expected computational capacities for the coming decade. A compromise that saves at least
the advantage on closed reaction terms will be summarized shortly.

The only contribution in Equation (4.3.23) that does require closure is the term on the right-hand side,
which is induced by molecular transport. As molecular transport fluxes are driven by gradients of the
relevant species, an exact and consistent PDF model description would require multi-point statistics
[4.83]. This is generally avoided because it would increase the computational costs even further. Thus
a number of mixing models have been developed in recent years that attempt to approximate the mixing
term by known terms that only involve the one-point PDF, (see [4.83]).

4.3.7.2 Reduction of complexity by turbulence closure

Most flow simulation and combustion codes that are readily available (commercially or as research codes)
rely on discrete integration of the balance equations of mass, momentum, and energy in addition to a set
of species transport and reaction equations. Generally, modelling systems are developed “bottom up” by
first implementing a flow solver and then adding the effects of chemistry with increasing complexity. To
save considerable computational capacities and to avoid the effort of new code implementations of major
dimension, a compromise is often introduced to simplify the PDF Equation (4.3.23)—albeit at the cost
of greater uncertainty or imprecision. The idea is to consider the joint PDF for the reactive scalars and
thermodynamic variables P (Y , p, T ;x, t) only. In this case, the convective term in Equation (4.3.23)
can no longer be expressed explicitly in terms of the arguments of the PDF, but must be modelled. In
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the most popular approach, which couples the PDF evolution to a standard flow turbulence model, one
replaces the velocity v by its turbulent mean v and fluctuations v′′, so that the PDF convection term
becomes

v · ∇xP = v · ∇xP + v′′ · ∇P . (4.3.24)

Given a mean velocity field v, computed by a standard turbulent flow model, the first term is closed. The
second term denotes the statistical mean overall velocities of transport deviating from the mean motion.
This turbulent transport term requires closure and again a number of closure models have been proposed
(see e.g., [4.83,4.84]). This present simplification of the PDF modelling approach does not affect the key
advantage of a closed reaction progress term as described above. Yet it allows a much easier embedding
of the reaction modelling strategy in existing computational fluid dynamics (CFD) codes.

4.3.7.3 Regime of applicability and extended models

In assessing the regime of applicability of PDF models, one realizes that the key advantage of a closed
reaction term is at the same time a limiting factor in applications: The tight statistical correlation between
chemical activity and molecular transport, as observed above for flamelets and in the thin reaction zone
regime, is by construction neglected in the PDF ansatz. The closures of the molecular mixing and tur-
bulent transport terms are uncorrelated with the reaction progress in most PDF models, whereas in these
quasi-deterministic regimes of combustion they are absolutely crucial and, in fact, are the fundamental
basis of turbulent combustion modelling. As a consequence, without further modification, the regimes
of applicability of PDF and flamelet or thin reaction zone models are disjoint.

Since most practical engineering applications belong to the flamelet regime, various efforts have been
undertaken to extend the regime of applicability of PDF models. Anand and Pope [4.85] split the molec-
ular transport term into 2 contributions. One corresponds to uncorrelated mixing of fluid away from
chemically active zones, whereas the other incorporates the quasi-deterministic nature of reaction fronts
in the flamelet and thin reaction zone regimes. Alternatives have been proposed, but a convincing unified
framework for bridging the gap between flamelet and PDF models is still pending.

4.3.7.4 Monte Carlo simulation

As mentioned above, the dimensionality of the argument space of a PDF for combustion applications is
large. In particular, it increases with the number of chemical species to be traced and, in realistic systems,
can easily reach eight or more dimensions. Traditional discrete solution methods for partial differential
equations lead to an exponential growth of computational requirements with the number of argument
space dimensions, and hence quickly to unfeasible conditions.

A solution to this problem comes from Monte Carlo simulation. The PDF is implicitly represented by
a cloud of quasi-Lagrangian particles in state space. A large set of state vectors is initialized, and the
probability to find a state within a given subcell of the state space is set equal to the number of discrete
particles within that cell divided by the total number of particles available. The time evolution of the
PDF according to the evolution Equation (4.3.23) is mimicked by letting the particle states evolve in
time in a suitable fashion. Pope [4.83] discusses how suitable actions on the particle states lead to an
associated evolution of the discrete distribution that correspond in the limit of large particle numbers to
the differential operators in the PDF equation.

It turns out that the computational effort of a Monte Carlo method grows linearly with the number of
dimensions of the state space, so that PDF-based simulations become feasible for systems that are larger
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than systems with the most simplified one- or two-step chemical models.

The closure models from References [4.83, 4.84] for molecular mixing and turbulent transport are also
formulated as actions on particle states rather than state space (integro-) differential operators.

4.3.8 Large Eddy Simulation

Large eddy simulation for combustion problems is becoming increasingly popular for the same reasons
explained in the context of LES for non-reacting flows. Considerable complications arise, however,
because combustion processes considerably affect the turbulent flow structures. The general idea of
dynamically computing all fluctuations on the largest turbulent scales, while modelling only those phe-
nomena whose scale falls below the grid resolution is kept. However, major uncertainties remain as
to what is the appropriate mathematical description of a turbulent flame on the smallest resolved scale.
Vervisch and Veynante [4.46] list at least three different approaches that are currently pursued by various
research groups:

1. Artificially thickened flame fronts [4.86]. Here, a modification of effective transport coefficients
and reaction rate coefficients is introduced that artificially thickens the laminar flame structure so
that it can be resolved on the given computational mesh, but in such a manner that a given effective
flame speed is maintained. Combustion is then treated on the resolved scales as if it were laminar.
The effective flame speed is the key quantity to be “subgrid modelled”, because it is responsible
for the increase of net combustion rates over the laminar case. A consistent dynamic subgrid-scale
model is not yet available.

2. G-equation or level set approaches [4.87, 4.88]. Here the flame is treated at the resolved scale
as a reactive discontinuity, and again the key quantity to be modelled is the effective turbulent
burning velocity for that scale. This approach appears most consistent with dynamic subgrid-scale
models, because there is a direct link between the quantity to be modelled and what is actually
computed on the grid: The effective turbulent burning velocity is essentially proportional to the
turbulent flame area increase that is due to subgrid-scale wrinkling and corrugation. The flame
front wrinkling on the scales larger than the resolved ones is actually simulated by the level set
approach and can be extracted by Germano-type filtering techniques. Hence a dynamic subgrid-
scale model appears as a natural candidate. Despite these conceptually appealing properties, a
successful closed formulation is still work in progress. Notice also that this approach requires a
numerical flame front tracking method, which is considerably more complex than the standard
reactive Navier-Stokes solver (see Section 4.5.5 below).

3. Resolved flame structure in combination with flame surface area density modelling [4.89]. Concep-
tually, this approach combines the advantages of the easier-to-implement resolved flame structure
numerics with the flamelet idea of connecting turbulent flame speeds with effective flame sur-
face areas. Explicit subgrid-scale closures can be tranferred from Reynolds-averaged turbulent
combustion models. A conceptual difficulty arises for dynamic subgrid-scale modelling of the
Germano type, because the key quantity to be extracted by filtering—namely the flame surface
wrinkling—is not readily available on the smallest resolved scales. As the flame structure is rep-
resented by, say, five grid points one would have to go up to length scales of tens of grid points in
each space direction to actually “see” the flame front wrinkling. That basically destroys the appeal
of dynamic subgrid-scale modelling.
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Large eddy simulation for combustion applications is gaining momentum in research at an increasing
rate, but it cannot be considered “state of the art” by any means at this stage.

4.3.9 Reynolds' Averaging, LES, and PDFs in the Context of DDT

We include some principal considerations regarding the interpretation of results produced by the various
modelling approaches described in this section. The key question that is addressed here is the following:

• What can and what cannot be concluded from any given simulation based on a Reynolds-averaged,
LES or PDF simulation?

Two extremes elucidate the point: In the first example, we consider a non-reactive incompressible, con-
stant density steady flow over a flat plate. In this case, a Reynolds-averaged computation will yield a
steady-state (turbulent mean) velocity profile without visible fluctuations in the computed data. Even
though all fluctuations are averaged out by definition, the mean velocity distribution may well be ex-
pected to be close to the velocities that one would measure in an experiment. In a typical situation,
turbulent fluctuations may be expected to amount to about 10% of the local mean velocities. Thus the
computation yields good insight into what would go on in an actual experiment.

A large eddy simulation would, even for steady-state mean flows, never approach a steady state. Persis-
tent instabilities would provide for sustained fluctuations. Because of the chaotic nature of turbulence,
one may not expect, however, to compute fluctuations that can—by time of occurance and location—be
measured in an experiment. All one may expect from LES is to obtain an impression of the magitude of
the fluctuations and hints at the local fluidmechanical mechanisms that are responsible for sustaining the
fluctuations. Nevertheless, a single LES would exhibit many features that could directly be measured
in an associated experiment, including mean values (upon time averaging), fluctuation levels, and their
correlations.

The situation can change dramatically for a simulation of DDT in a mixture that is close to the DDT
threshold. Depending on stochastic details of the initial and boundary conditions, the exact location and
time of detonation birth will be highly irreproducible. Under suitable circumstances, DDT might even
be suppressed. Thus within the ensemble of possible flows for a given set-up, there are subclasses that
drastically differ from one another, with a range from “no combustion at all” to “detonation”.

Assume for a moment that existing turbulence closures for Reynolds-averaged models would be appro-
priate in this case at all. Then, the resulting fields from a Reynolds-averaged model computation must be
interpreted with great care, nevertheless. How close would the computed fields be to any single exper-
imental observation? The answer is not at all! These averaged computations would loose their guiding
role in “assessing what could happen” completely, and they take on a role of “exhibiting what a large
number of nearly equal experimental runs would do to the mean”! It is clear that an experimental ver-
ification and validation of such a model would have to include a large number of measurements, and it
remains unclear whether the computed results would be of any value to the design engineer.

For LES, the situation is more subtle. Depending on the nature of the “trigger” that is responsible for
establishing the various different paths of evolution, an LES may or may not be interpretable as “close to
direct experimental observation”. If it is subgrid processes that trigger changes of the evolution path, then
the same qualifications given for Reynolds-averaged modelling above hold also for LES. If, however, the
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relevant processes occur on the resolved scales, then LES would be able to map out the different possible
solution classes and yield representative results for each of them.

Provided again that subgrid models are suitable for the task, PDF models are most generally applicable,
and there is little uncertainty regarding the interpretation of results. If the ensemble of possible solu-
tions is made up of largely differing subclasses, then a computed PDF should therefore exhibit peaks
or clusters. Interestingly, one cannot, from the standard one-point PDF, reconstruct the solution classes,
though. Assume, for example, that the PDF shows bimodal distributions of the reaction progress variable
in two different corners of a room in which combustion has taken place. Then, one cannot decide which
combinations of

• no burn at all

• corner 1 burnt, corner 2 unburnt

• corner 1 unburnt, corner 2 burnt

• full burnout

are really achieved and are defining the possible sub-classes of solutions. The reason is that a one-point
PDF does not allow one to assess spatial correlations!

4.4 Chemical Kinetics in Turbulent Combustion

For most practical purposes, the progress of chemical reactions is much less complex than one might
expect on the basis of the overwhelming complexity of detailed chemical kinetic systems. A wide range
of approximate modelling techniques has been developed in recent years. Their common goal is to filter
from detailed kinetics only the minimal information needed to describe a given phenomenon of interest
while discarding any complexity that is of minor importance. Depending on the phenomenon considered,
the resulting simplified chemical model will generally be of varying complexity.

If, for example, only the auto-ignition delay of a reactive mixture is of interest, but not the subsequent
details of the chemical energy conversion processes, then one can generally capture the essence with
a single-step reaction model. A counter-example comes, for example, from automotive engine design.
In addition to the dynamics of laminar flamelets, including their quenching limits, one is interested in
pollutant formation levels during turbulent combustion. Accurate descriptions of all the relevant sub-
processes require quite sophisticated kinetic models, even though considerable simplifications relative
to detailed elementary kinetics are still possible, (see [4.90, 4.91]).

Pollutant formation processes should be of minor importance for the present topic of FA and DDT. How-
ever, the kinetics of auto-ignition, flamelet propagation, flamelet quenching etc. are of primary interest
and require careful consideration.

4.4.1 Simplified Closures for Time Scale Transitions

In the context of the “regimes of premixed turbulent combustion” we have seen in Section 4.3.1 that
transitions from chemistry-dominated to turbulence-dominated combustion must be expected. Chemical
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kinetics becomes rate-limiting when turbulent mixing is so intense that reactions proceed locally in a
quasi-homogeneous environment. In that case, reaction progress can well be modelled by straightforward
chemical kinetics evaluated at the turbulent mean state. As turbulence intensities decrease, chemistry
will become more intermittent and the mean reaction rates will diverge considerably from “chemical
kinetics at the mean state”. Yet, turbulent mixing will still be sufficiently intense to inhibit the formation
of coherent structures with correlated chemical kinetic and transport sub-structures. This is the standard
regime for applications of PDF methods. Chemical kinetics may be described in this regime by “reaction
of individual Monte Carlo particles”. No tight coupling to molecular transport is to be expected.

As turbulence intensities decrease further, one will observe the establishment of strong correlations of
reaction and molecular transport, indicating the transition into the “thin reaction zone” and “flamelet”
regimes.

In a coarse, leading order model for fast turbulent combustion, one may want to include only the two ex-
treme cases of (i) infinitely fast chemistry plus high intensity turbulence and (ii) infinitely high turbulence
intensity. As discussed earlier, these extremes correspond to the eddy breakup and to the well-stirred re-
actor regime, respectively. A typical flame acceleration process would start in the eddy breakup regime
and, as the self-induced turbulence intensity increases, would transition to the well-stirred reactor type
of combustion.

Kochurko et al. [4.51] and Breitung et al. [4.52] use a simple modification of the eddy breakup strategy
in order to capture the essence of that transition. The mean reaction rate for an energy carrying progress
variable is written as

ω =
1
τ
c̃ (1− c̃) , (4.4.1)

with a dynamic adjustment of the reaction time scale τ . For a given gas mixture with species mass
fractions Y , the auto-ignition delay time tIGN(Y ) can be computed from detailed chemical kinetics and
stored in either a table or in the form of an interpolation formula. A standard compressible k-ε model
provides the integral time scale of turbulence as τt = k/ε. Now the reaction rate time scale τ from
Equation (4.4.1) is simply determined as

1
τ

= min
(

1
tIGN

,
1
τt

)
. (4.4.2)

Obviously, any additional information on the important sub-processes that are available from theory or
through heuristic arguments can be incorporated in such a simplified approach. One may, for example,
consider the characteristic quenching time scale of laminar flamelets as the critical chemical time with
which to compare the turbulent integral scale.

Practical implementations [4.51, 4.52] show that this approach does allow one to capture the qualitative
behaviour of combustion in the limit of high turbulence intensity. Yet, a satisfactory formulation that
would cover a wide range of mixture compositions, initial conditions etc. without fine tuning seems
unachievable.

4.4.2 Semi-heuristic Reduced Chemical Kinetics

A more systematic approach is “standard reduced chemical kinetics” based on steady-state and partial
equilibrium assumptions. The key ideas can be formulated by considering the system of ordinary dif-
ferential equations for nspec chemical species represented by their mass fractions Y = {Yi}nspec

i=1 . The
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system
dYi
dt

=
nreac∑
r=1

(ar,+i ω+
r (Y )− ar,−i ω−r (Y ) (i = 1, nspec) (4.4.3)

represents a detailed chemical kinetic scheme with nreac reactions.

A partial equilibrium assumption states that for one of the elementary reactions the forward and
backward rates are in an approximate balance. Thus

| ω+
r (Y )− ω−r (Y ) |

max
(
| ω+

r (Y ) |, | ω−r (Y ) |
) � 1 . (4.4.4)

In this case, one obtains at leading order an approximate algebraic relation between the vector compo-
nents of Y of the form

ω+
r (Y )− ω−r (Y ) = 0 . (4.4.5)

In favour of this algebraic constraint, one of the species mass fractions can be eliminated from the system
of unknowns, and the associated evolution equation can be discarded.

In a similar fashion, the presence of chemical radicals gives rise to steady-state approximations. Assume
that the consumption reactions for some species k are extremely fast in comparison with their production,
i.e., that the species is extremely reactive. In that case, the concentration of that species in the mixture
will always remain very small of order ε� 1, say. In that case, one may conclude that Yk = εyk and

dYk
dt

= ε
dyk
dt

= O(ε)� 1 (4.4.6)

provided the kinetic scheme does not allow for high frequency oscillations with characteristic time scale
of order O(ε). Under that condition, Equation (4.4.6) gives rise to the algebraic constraint

nreac∑
r=1

(ar,+k ω+
r (Y )− ar,−k ω−r (Y ) = 0 . (4.4.7)

Since the combinations of the rate expressions ar,+k ω+
r (Y ) typically contain the mass fraction Yk, this

equation may be used to express this variable as an algebraic function of the other mass fractions. The
ordinary differential equation (ODE) governing its temporal evolution can then be discarded.

The combination of partial equilibrium and steady-state assumptions allows one to considerably reduce
the complexity of detailled kinetic mechanisms. The result can be cast in the form of a new net reaction
mechanism that is in the standard form reactants ↔ products, yet with much more complex effective
rate expressions. In fact, the reaction rate expressions for these net reaction steps correspond exactly to
the original detailled kinetic scheme. The only difference is that the mass fractions of all species whose
dynamic evolution equations have been eliminated by steady-state and partial equilibrium assumptions
are now expressed as algebraic functions of the remaining species.

The advantage of this approach over purely computational procedures, as described in Section 4.5.7 be-
low, is that the net result is still in the form of an effective reaction mechanism familiar in chemistry. The
resulting explicit formulae, allow further use of the reduced scheme in analytical studies of, say ignition
delay times or laminar flame structures for the given reactive mixture [4.92, 4.93]. Another potential
application is in Monte Carlo simulations of turbulent combustion based on the PDF methodology (see
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Section 4.3.7 below), where the computational requirements for integrating the chemical history of many
Monte Carlo realizations can be reduced.

Notice, however, that the reduction of the number of governing kinetic equations does not automatically
lead to many orders of magnitude in computational savings. The algebraic constraints from steady-state
and partial equilibrium assumptions induce additional complications in the numerical integration that are
far from trivial [4.94, 4.95].

4.5 Numerical Reactive Flow Solvers

4.5.1 Governing Equations, Non-dimensionalization and General Discussion

To consistently discuss the numerical problems and their solutions that are specific to premixed combus-
tion, some basic theoretical facts need to be summarized. As a basis, we will need a relevant mathematical
description of reactive flows. The full governing equations of gas-phase combustion with as little ap-
proximation as is currently possible can be found in comprehensive textbooks on combustion theory,
such as Reference [4.6]. Here we shall consider a simplified system only, so that the essential lines of
thought can be worked out in a straightforward manner.

The simplified system to be discussed here consists, first of all, of the conservation equations for mass,
momentum, and energy

(ρ)t + ∇ · (ρv) = 0

(ρv)t + ∇ · (ρv ◦ v +∇p) + ∇ · τ = 0

(ρe)t + ∇ · (v [ρe + p]) + ∇ ·
(
jT + τ · v +

nspec∑
i=1

(∆H)i ji

)
= 0.

(4.5.1)

Here ρ,v, p, e are the mass density, fluid flow velocity, pressure, and total energy per unit mass, re-
spectively, and τ , jT , ji denote the molecular transport of momentum, heat, and of the mass of the ith
species, respectively. These transport terms and the pressure are related to the mass, momentum, energy,
and species densities ρ, ρv, ρe, ρYi through the caloric equation of state

ρe =
p

γ − 1
+

1
2
ρv2 +

nspec∑
i=1

(∆H)i ρYi (4.5.2)

and the transport models

τ = −µ
(
∇v + (∇v)T

)
− η (∇·v) 1

jT = −κ∇T
ji = −ρDi∇Yi.

(4.5.3)

The temperature T is related to pressure and density via the thermal equation of state

T =
p

ρR
. (4.5.4)

The quantities γ,R, µ, η, κ,Di, (∆H)i are the isentropic exponent, the ideal gas constant, the shear and
bulk viscosities, the heat conductivity, the species diffusivities and the species' formation enthalpies,
respectively. All of them are assumed constant throughout this text.
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The chemical species mass fractions Yi satisfy the inhomogeneous balance laws

(ρYi)t +∇·(ρYiv) +∇·ji = ρωi (i = 1 . . . nspec) (4.5.5)

where ωi = ωi(p, ρ, Yi) is the net production rate of species i per unit mass of the gas mixture.

When nspec actually denotes the total number of chemical species in the system, then the sum of all
equations in Equation (4.5.5) leads back to the mass conservation equation in Equation (4.5.1)1 and
yields a constraint for the rate expressions

nspec∑
i=1

ρωi = 0 . (4.5.6)

In this case, the mass conservation equation or one of the species balances is redundant. This over-
determination is overcome here by dropping one of the species balance equations while keeping the total
mass balance.

4.5.1.1 Non-dimensionalization and scaling

Key features of these governing equations can be discussed conveniently after transformation to a new set
of dependent and independent variables that is adapted to the reactive flow problems at hand. Reference
quantities are chosen for non-dimensionalization that guarantee that the new non-dimensional variables
are generally of orderO(1), while order of magnitude scalings appear in suitable non-dimensional charac-
teristic numbers. We chose reference values (ρref , pref , uref) for density, pressure and velocity, (tref , �ref)
for the time and space coordinates, (ωref) for chemical reaction rates and (µref , κref , Dref , Rref , (∆H)ref)
for the parameters in the constitutive equations. Next, we define the new dependent and independent
variables,

ρ′ =
ρ

ρref
, p′ =

p

pref
, v′ =

v

uref
, T ′ =

T

pref/(ρrefRref)
, e′ =

e

pref/ρref
(4.5.7)

and

x′ =
x

�ref
, t′ =

t

tref
. (4.5.8)

The governing equations are then transformed into their scaled, non-dimensional analogues:

Conservation Laws:

1
Sr

(ρ)t + ∇·(ρv) = 0

1
Sr

(ρv)t + ∇·(ρv ◦ v +
1
M2
∇p) +

1
Re
∇·τ = 0

1
Sr

(ρe)t + ∇·(v[ρe + p]) +
1

Re
∇·

(
1
Pr
jT + M2 τ · v +

Q

Sc

nspec∑
i=1

δhi ji

)
= 0.

(4.5.9)
Species Balances:

1
Sr

(ρYi)t +∇·(ρYiv) = − 1
ReSc

∇·ji + Da ρωi (i = 1 . . . nspec) (4.5.10)

4.38



Caloric Equation of State:

ρe =
p

γ − 1
+ M2 1

2
ρv2 + Q

nspec∑
i=1

δhi ρYi (4.5.11)

Thermal Equation of State:
T =

p

ρ
. (4.5.12)

Transport Models:

τ = −µ′
(
∇v + (∇v)T

)
− η′ (∇·v) 1

jT = −κ′∇T

ji = −D′i∇Yi.

(4.5.13)

Notice that in Equation (4.5.9) and Equation (4.5.11) we have introduced the scaled reaction enthalpies

δhi =
(∆H)i

(∆H)ref
, (4.5.14)

and that µ′ = µ/µref , κ
′ = κ/κref etc. in Equation (4.5.13) could all be set to unity in case of constant

molecular transport coefficients.

The procedure of scaling the equations has led to a set of seven characteristic numbers:

Abbreviation Definition Name

Sr trefuref/�ref Strouhal number
M uref/

√
pref/ρref Mach number

Re ρrefuref�ref/µref Reynolds number
Pr µref/(κref/Rref) Prandtl number
Sc µref/ρrefDref Schmidt number
Da ωref�ref/uref Damköhler number
Q (∆H)ref/(pref/ρref) Heat Release Parameter

(4.5.15)

There are several important observations regarding the structure of solutions of the full governing equa-
tions that emerge immediately from the exercise of non-dimensionalization and scaling:

1. The low Mach number singularity
Obviously, as the Mach number M vanishes, the pressure gradient term in the momentum equa-
tion becomes singular.The mathematical nature of this singularity will be discussed in more detail
below. Here, we merely emphasize that the low Mach number limit is of considerable importance
during the initial stages of flame acceleration processes because it governs most of the inherent
instabilities of laminar flames and flamelets at low-to-moderate turbulence intensities.
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2. The deflagration limit
A distinguished limit of large Damköhler numbers Da � 1 and inefficient molecular transport
Re � 1 reveals the mathematical structure of laminar deflagrations (see [4.44, 4.56, 4.96] and
Section 4.5.4 below). The mathematical structure of that limit carries over to turbulent combustion
processes also, with drastic consequences for suitable reactive flow numerical methods.

3. Stiff and fast chemistry singularities
The limit of large Damköhler numbers is not only relevant for the establishment of well-defined
reaction fronts (flames). When chemical reactions that do not considerably contribute to the net
chemical energy conversion are associated with large Damköhler numbers, they may nevertheless
be of outmost importance when they involve chemical radicals. In that case, numerical challenges
arise because minute concentrations of extremely reactive species must be computed on the basis
of governing equations with extremely large rates. This leads to the typical numerical problem
of “cancellation of significant digits” in finite computer arithmetic. Further computational issues
associated with this limit will be discussed in Section 4.5.7.

4.5.2 The Low Mach Number Problem

In most real-life applications, such as spark-ignition engine combustion (no knock), industrial and house-
hold burners, flame acceleration in explosion processes etc., combustion-driven velocities are small com-
pared with the speed of sound. This fact has profound consequences for both the mathematical behaviour
of solutions to the governing equations from Section 4.5.1 and their numerical approximate solutions.
Physically, in the limit of arbitrarily slow flow (or infinitely fast sound propagation) the elasticity of the
gas with respect to bulk compression becomes negligible and soundwave propagation becomes unno-
ticeable. Mathematically, as the Mach number M from Equation (4.5.15) tends to zero, the pressure
gradient contribution in the momentum equations Equation (4.5.9)2 becomes singular. In order to ex-
plore the consequences of this singularity we consider a formal asymptotic analysis, closely following
References [4.44, 4.97] and [4.98].

4.5.2.1 Asymptotic analysis

A systematic derivation of the governing equations for zero Mach number combustion has been given by
Majda and Sethian [4.44]. The formulation adopted below, which explicitly focuses on the conservation
equations for mass, momentum and energy, has been introduced in Reference [4.97] in conjunction with
a multiple length-scale, single time-scale analysis.

In recounting their results we restrict our discussion to the case of an ideal gas mixture with a simple
one-step reaction F → P , where the fuel F is turned into the product species P . The chemical energy
conversion rate then is QρωF where Q quantifies the specific reaction enthalpy of the fuel species and
ρωF its production density. Under these conditions we need to describe the time evolution of only the
fuel mass fraction YF using a single transport equation of the type described in Equation (4.5.10).
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The asymptotic solution ansatz

p = p0(x, t) + Mp1(x, t) + M2p2(x, t) + o(M2),

v = v0(x, t) + Mv1(x, t) + o(M),

ρ = ρ0(x, t) + Mρ1(x, t) + o(M),

YF = YF,0(x, t) + MYF,1(x, t) + o(M)

(4.5.16)

is introduced into the dimensionless governing Equations (4.5.9) to (4.5.10). Following standard proce-
dures of asymptotic analysis, one obtains a hierarchy of equations for the various expansion functions
pi,vi, ρi, YF,i by collecting all terms multiplied by equal powers of the Mach number M and separately
equating these to zero. The momentum equations to orders M−2 und M−1 become

∇p0(x, t) = 0 , ∇p1(x, t) = 0 . (4.5.17)

One concludes that p0 and p1 depend on time only in this regime of length and time scales, so that

p0 ≡ P0(t) and p1 ≡ P1(t) . (4.5.18)

The continuity and energy equations at leading order are then

∂ρ0/∂t +∇· (ρ0v0) = 0 (4.5.19)

1
γ − 1

dP0/dt +∇· (H0v0) =
( 1
Pe
∇· (λ∇T0) + DaQρωF

)
. (4.5.20)

where
H0(t) =

γ

γ − 1
P0(t) . (4.5.21)

To arrive at Equation (4.5.20), one inserts the expansion Equation (4.5.16) into the energy conservation
law Equation (4.5.9)3, takes into account that the kinetic energy is by a factor of M2 smaller than the
thermal energy for M � 1 according to Equation (4.5.11) and uses the gradient condition from Equation
(4.5.17) to pull the pressure out of the energy flux divergence expression. The contribution of the viscous
forces to the energy budget, represented by the term∇· (M2

Re τ ·v), will appear first in the energy equation
at order O(M2).

The momentum equation at order M0 reads

∂ρ0v0/∂t +∇· (ρ0v0 ◦ v0) +∇p2 = − 1
Re
∇·τ 0 . (4.5.22)

Notice the change in structure of these equations: The pressure evolution equation does not determine the
pressure variable p2 appearing in the momentum equation! The appropriate interpretation, corresponding
directly to the theory of incompressible flows, is that the equation for P0 from Equation (4.5.20) is a
divergence constraint for the leading order energy flux, i.e.,

∇· (H0(t)v0) = −
[

1
γ − 1

dP0/dt−
( 1
Pe
∇· (λ∇T0) + DaQρωF

)]
(4.5.23)
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and that the second-order pressure p2 is responsible for guaranteeing that constraint to be observed.
A useful and more familiar interpretation of this equation results from using explicitly that H0(t) =
γP0(t)/(γ − 1) is a function of time only and deriving a

velocity divergence constraint

∇·v0 = − 1
γP0

[
dP0/dt− (γ − 1)

( 1
Pe
∇· (λ∇T0) + DaQρωF

)]
.

(4.5.24)

We observe that the velocity divergence is driven by chemical energy conversion and energy transport
effects: Chemical heat release, heat conduction, and global pressure changes conspire to induce a di-
vergence field for the velocity. As a direct consequence, we derive from the mass continuity Equation
(4.5.19) an equation that describes the temporal evolution of the density along particle paths

Dρ

Dt
:=

∂ρ

∂t
+ v · ∇ρ = −ρ∇·v . (4.5.25)

To summarize, the energy conversion and transport processes drive the divergence of the energy flux,
which is related to the velocity divergence. The latter, in turn, leads to compression or expansion of
individual mass elements and thus to density variations of individual particles.

The original interpretation of Equation (4.5.23) as an energy flux divergence constraint proves to be
useful in the construction of energy-conserving finite-volume methods, (see [4.98, 4.99]).

Equations (4.5.19) to (4.5.22) form a closed system, provided the temporal evolution of the leading-
order pressure P0 is known and the state dependence of the reaction rate ρωF is given. For combustion
under atmospheric conditions P0 equals the atmospheric ambient pressure and is constant in time. For
combustion in a closed chamber, we explore the fact that P0 is homogeneous in space, integrate Equation
(4.5.24) over the total flow domain, use Gauß' theorem to replace the divergence integrals with boundary
integrals and obtain a global pressure evolution equation:

dP0/dt =
1
Ω

[
−

∮
∂V

(
γP0v −

γ − 1
Pe

λ∇T0

)
· n dσ + Da

∫
V

(γ − 1)QρωF dV

]
(4.5.26)

where n is the outward pointing unit normal at the boundary, and Ω =
∫
V dV is the total volume of the

domain of integration V . Given appropriate velocity and thermal boundary conditions all changes of the
background pressure are thus related to the overall chemical energy conversion within the domain.

The structure of the above equations is similar to that of incompressible, non-reactive flow in that there
is convection, diffusion, and an explicit velocity divergence constraint. Thus appropriate extensions of
incompressible flow solvers should, in principle, be able to handle zero Mach number reactive flows as
well. See References [4.100 to 4.103] for reviews of typical developments based on this approach.

For a discussion of further aspects of low Mach number asymptotics, including the influence of high-
frequency and long-wavelength acoustic perturbations, see References [4.97, 4.104].

4.5.2.2 Numerical consequences of the asymptotics

The most dramatic consequence of the asymptotic results is the pressure decomposition. Both the leading-
order spatially homogeneous part P0(t) and the O(M2)-perturbation p2(x, t) enter the leading-order
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system of equations in a non-trivial fashion. The leading order pressure P0 determines the velocity di-
vergence through the limit form of the energy Equation (4.5.24), but does not appear in the momentum
equation at all. In contrast, the second-order pressure p2(x, t) is energetically negligible, but yields the
sole pressure gradient effect in the momentum equation.

This splitting of the pressure is dramatic because a numerical method designed to integrate the original
unscaled equations Equation (4.5.1) to Equation (4.5.5) must necessarily fail when applied to very low
Mach number combustion problems, unless special care is taken to introduce an appropriate separation
and re-scaling of the pressure mean and its fluctuations.

To be more precise, consider a smooth low Mach number flow on a domain of characteristic size �. The
total pressure variation within the flow domain will be M2 δp2, where δp2 = O(1) as M → 0. Assume
that the flow domain is discretized by n grid points across the length of � so that the grid spacing is
∆x = �/n. A second-order discrete representation of the derivative ∂p/∂x on a carthesian grid with
constant spacing in the x-direction would read

∂ p

∂x
=

pi+1,j − pi−1,j

2∆x
+ O((∆x)2) . (4.5.27)

Obviously, forming a discrete gradient requires that pressure differences be taken between neighbouring
grid-cells. These pressure differences will be the smaller, the smaller (i) the Mach number M and (ii)
the grid spacing, since we consider a smooth flow. We wish to assess how small a Mach number and
how fine a numerical resolution we can afford without having to account for the usual loss of significant
digits upon differencing large but almost equal numbers:

In the low Mach number limit, the pressure in the vicinity of the centre cell i can be expressed as

p(x) = pi + M2(x− xi)
∂p2

∂x
+ O(M2(∆x)2) (4.5.28)

In a typical situation the pressures pi−1, pi+1 would thus scale as

pi−1 = pi −M2 ∆x p′2 , pi+1 = pi + M2 ∆x p′2 ,
(
p′2 = O(1) as M,∆x→ 0

)
. (4.5.29)

Just to give an example, we let pi = 1.0, p′2 = 1.0 and insert the exact results from this equation into
the discrete differentiation formula from Equation (4.5.27). We evaluate the discrete gradient using a
sequence of Mach numbers M = 10−2...10−4 and resolutions ∆x = 10−1...10−3 and compare the
numerical round-off error with the truncation error estimate (∆x)2 for both single- and double-precision
arithmetics. The results are given in Table 4.5.2.2- 1.

errsingle

(∆x)2

There are a number of immediate conclusions to be drawn from the results in this table:

1. Single precision computations of pressure gradients will fail already at M = 10−2.

2. Double precision evaluations begin to seriously deteriorate for M < 10−3.
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Table 4.5.2.2- 1: Round-off versus truncation errors for a single evaluation of ∂p/∂x

∆x/� M
(

pi+1−pi−1

2M2∆x

)
ex.

errsingle

(∆x)2
errdouble
(∆x)2

0.1 10−2 1.111 2.12 · 10−1 1.72 · 10−10

10−3 ′′ 7.29 7.98 · 10−8

10−4 ′′ 1.0 · 102 3.72 · 10−6

0.01 10−2 1.111 7.23 · 102 1.72 · 10−8

10−3 ′′ 1.0 · 104 2.80 · 10−5

10−4 ′′ 1.0 · 104 1.63 · 10−3

0.001 10−2 1.111 7.29 · 104 7.98 · 10−4

10−3 ′′ 1.0 · 106 3.72 · 10−2

10−4 ′′ 1.0 · 106 0.16

3. There is a general loss of precision with increasing resolution of a fixed pressure distribution,
which is aggravated by the low Mach number effect. Thus in contrast to intuition, increasing the
numerical resolution may worsen the low Mach problem rather than providing improvements!

The first item is particularly alarming in the context of some current day commercial flow simulation
codes, because these often have a user-defined option allowing one to run single-precision calculations
in order to save computational capacities. Obviously, such an option should be supplemented with an
automatic “low Mach number warning” or it should be automatically linked with special pressure scaling
procedures that are suited to separate mean pressures from O(M2) pressure fluctuations.

For further reading on the round-off error problem for low Mach number computations see Sesterhenn
et al. [4.105].

4.5.3 Compressible and Low Mach Number Flow Solvers

4.5.3.1 Compressible flow solvers

The numerical technology for simulating fully compressible flows has advanced to quite a mature state
over the past two decades. Numerous textbooks and fundamental texts elucidate the basic ideas, [4.106],
the advanced analysis, [4.107 to 4.110], and practical applications in combustion [4.111]. The references
cited include finite-volume as well as finite-element approaches. Here, we summarize only the key diffi-
culties associated with compressible flow simulation and sketch some numerical approaches to overcome
them.
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Weak solutions of non-linear hyperbolic equation systems. The key challenge some 25 years ago in
the context of compressible flow simulation was to accurately handle non-linear propagating hyperbolic
waves and to specifically allow for the formation of discontinous solutions. The obvious example and
major motivation came from blast waves and shock-tube experiments, where one regularly observes the
shock waves, i.e., discontinous travelling wave solutions to the compressible flow equations. Two critical
features of such weak solutions had to be addressed: The first results from the fact that shock waves travel
at speeds that are determined by the constraints of mass, momentum, and energy conservation. In par-
ticular, shock speeds cannot be extracted from an analysis of the governing differential equations, which
have various equivalent formulations, only one of which respects automatically the above-mentioned
conservation laws. The second difficulty is associated with the tendency of then-standard numerical
discretizations to invoke spurious oscillations next to steep gradients (the Gibbs-phenomenon). Such
oscillations are particularly critical in the context of reactive flow simulations because they may interact
with highly non-linear chemical kinetic models to produce utterly false numerical predictions.

The first issue, obtaining the correct weak solutions, was essentially resolved by Lax and Wendroff,
[4.112]. The authors proved that IF a numerical method converges AND is in conservation form, THEN
it converges to weak solutions of the underlying conservation laws. This result determined much of
the further developments, in that major research went into the design of numerical methods that au-
tomatically conserve mass, momentum, and energy by construction: Cell averages of these conserved
quantities are updated solely by balancing fluxes across grid-cell interfaces. As a consequence, mass,
momentum, and energy can only be distributed among the numerical grid-cells but cannot “get lost”.
It should be emphasized, though, that deviations from conservation mainly affect simulations for situ-
ations with strong shocks (order O(1) pressure changes across). Weakly compressible flows, in which
non-linear wave propagation essentially follows the theory of characteristics, can be simulated quite well
with non-conservative, high-accuracy methods. Some of the extensions of incompressible flow solvers
to the compressible regime take advantage of this fact, albeit compromising on the ability to compute
strong shocks, [4.109, 4.110, 4.113 to 4.115]. (Note that the last two references include descriptions of
finite-element techniques applied to compressible flow simulation.)

Regarding the second issue, avoiding spurious oscillations, two major strategies have been developed,
both being essentially successful:

• non-linear artificial dissipation and

• non-linear upwind techniques.

The most successful representative of the first group is the the “flux corrected transport” (FCT) family
of schemes. The underlying idea is to combine a quite dissipative first-order accurate numerical method
that completely damps oscillations with a scheme of higher accuracy that, however, may allow the devel-
opment of oscillations. A non-linear correction scheme is developed which, depending on local solution
features, forces a transition from the high-accuracy scheme to the more dissipative one. These correc-
tions are added only where necessary, so that the overall accuracy is that of the sophisticated scheme in
regions of smooth solution, while the damping capabilities of the dissipative scheme are explored next
to discontinuities. Fourth- and higher-order accurate versions of these FCT schemes have been proposed
and are being used for combustion simulations [4.111, 4.116].

The second group of schemes, using non-linear upwind techniques, was pioneered by Godunov, see
e.g., [4.106, 4.117]. A key observation is that the “damping” that occurs near shocks in gas dynamics
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is really restricted to the extremely thin shock transition region, which is of a thickness comparable to
merely a few mean free paths of the gas considered. Hence standard second- or higher-order dissipation is
not taking place and cannot be responsible for the piecewise smooth, non-oscillatory solution behaviour
close to physical shocks. In fact, a close analysis, based on the theory of characteristics, shows that
oscillations are controlled by the directed transport of information along characteristics (in one space
dimension), which are terminated when reaching a shock front and whose information is then dissipated.
Godunov suggested a numerical approach that would automatically incorporate this non-linear selection
of information transport, thereby avoiding the need for artificial viscosity terms. He proposed to compute
the fluxes across grid cell interfaces in a numerical scheme in conservation form by exactly solving local
“Riemann problems” (essentially equivalent to the standard shock tube problem, but with generalized
initial states), which use the non-linear wave nature of the underlying system to resolve the jumps of
state quantities between adjacent grid-cells. This basic structure proposed by Godunov has been taken
up and developed further in various directions, the most established ones being higher-order extensions
(the essentially non-oscillatory (ENO) version of the approach achieves the same formal accuracies as
the corresponding FCT schemes), and simplifications that replace the originally required exact Riemann
solution at grid-cell interfaces by approximate ones. The latter are easier to generalize to systems with
non-trivial equations of state and are generally more efficient. For further details, the reader may want
to consult the cited text books.

Detonation capturing. The mathematical nature of detonation waves, considered as reacting shock
waves, is very similar to that of ordinary gas dynamic shocks. Therefore, one expects that the numerical
schemes in the conservation form mentioned in the last paragraphs should be able to also “capture” deto-
nation waves. In fact, the basic argument stating that conservative numerical schemes should produce the
correct weak solutions if they converge can also be applied to detonations. As a consequence, there is a
multitude of applications of FCT schemes or Godunov-type methods to problems of detonation physics,
(see the past Combustion Symposia, the Shock Wave Symposia or the ICDERS conferences). There is
one caveat, though, which may lead to surprising unphysical effects if naively overlooked [4.118]. In
the limit of very rapid chemistry, equivalent to under-resolved representation of the detonation reaction
zone, numerical schemes in conservation form can develop numerical solutions that appear to be very
reasonable on the surface but are in fact completely false. The origin is an undesired non-linear inter-
action between the numerical dissipation resulting from averaging over grid-cells from one time step to
the next and the highly non-linear combustion chemistry. This interaction can lead to artifical one-grid-
cell-per-time step solutions that correspond to a weak detonation, followed by an ordinary inert shock
rather than to a single strong detonation wave. This problem has been addressed in various ways, partly
heuristic, partly theoretically founded, in Reference [4.111] and References [4.118 to 4.121].

4.5.3.2 Low Mach number flow solvers

Here, we summarize briefly two numerical approaches for low Mach number flows, which are being or
becoming increasingly popular in the field of numerical combustion:

1. SIMPLE-type algorithms following ideas of Patankar [4.103] and

2. Projection-type methods, which borrow from Chorin [4.122 to 4.124].

These methods are finite-difference and finite-volume schemes. Finite-element methods will not be ad-
dressed in this section owing to lack of space and my personal experience in using these. The reader is
referred to References [4.109, 4.125, 4.126], and [4.110] for further reading.
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4.5.3.3 SIMPLE-type methods

The “semi-implicit method for pressure-linked equations” (SIMPLE) was originally designed for simu-
lations of constant density incompressible flows [4.103]. It has later been extended to variable density
incompressible and to moderately compressible flows, [4.127 to 4.129]. To explain the underlying strat-
egy, we consider the simplest case of constant density (ρ ≡ 1) incompressible inviscid flows first: Thus
we wish to solve

∂v

∂t
+ v · ∇v +∇p2 =:

∂v

∂t
+C[v] +∇p2 = 0 (4.5.30)

with the divergence constraint
∇·v = 0 . (4.5.31)

The approach relies on an iteration scheme whose final result is the pressure field p2, needed to update the
velocity field from time level tn to the next level tn+1 in such a way that the new field vn+1 satisfies the
divergence constraint from Equation (4.5.31). Suppose that an estimated pressure field pn,02 is available,
which could be the pressure field from the last time step as indicated by the notation, but does not have
to be. Suppose further that an implicit discretization for the velocity evolution equation is adopted

vn+1 − vn
∆t

+
[
C̃i[vn+1] + C̃e[vn]

]
+ ∇̃pn+ 1

2
2 = 0 , (4.5.32)

with C̃e[·], C̃i[·] as explicit and implicit contributions to the discretization of the non-linear convection
operator C[v] = v · ∇v, respectively (see [4.128, 4.129] for examples) and ∇̃ a discrete approximation
of the gradient operator. For convenience, we rewrite Equation (4.5.32) as

Ãi[vn+1] = Ãe[vn]− ∇̃pn+ 1
2

2 . (4.5.33)

where
Ãi[·] = 1

∆t

[
1 + ∆t C̃i

]
[·]

Ãe[·] = 1
∆t

[
1−∆t C̃e

]
[·]

(4.5.34)

The SIMPLE method adopts a linear implicit formulation, so that Ãi[·] is in fact a linear operator, and
then solves Equation (4.5.33) iteratively according to the following sequence:

Start:

∇̃pn+ 1
2
,0

2 = ∇̃pn,02

Ãi[vn+1,0] = Ãe[vn]− ∇̃pn+ 1
2
,0

2

(4.5.35)

Iterative Correction:

p
n+ 1

2
,ν+1

2 = p
n+ 1

2
,ν

2 + δpν2

vn+1,ν+1 = vn+1,ν + δvν
(4.5.36)
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Correction Equations:
Ãi[δvν ] + ∇̃δpν2 = 0

∇̃·
(
vn+1,ν − Ã−1

i

[
∇̃δpν2

])
= 0 .

(4.5.37)

The last equation is the appropriate reformulation of the divergence constraint

∇̃·
(
vn+1,ν + δvν

)
= 0 (4.5.38)

as an elliptic pressure correction equation. If the linearization of Ãi yields a diagonal matrix, then the
pressure correction equation is of Poisson type.

For combustion applications, one is interested in variable density flows (the hot burnt gas is typically
expanded relative to the unburnt by a factor of 2 to 6) and often also in compressibility effects. Thus one
has to consider the full compressible flow equations rather than the idealized case of an incompressible
constant density fluid as discussed above.

The SIMPLE method has been extended to compressible flows by Karki and Patankar [4.127] (home-
ntropic flow) and to the more general case of variable entropy compressible flows by Rhie [4.128] and
Shyy [4.129]. The idea in all of these approaches is to replace the strict divergence constraint from
Equation (4.5.31) by the continuity Equation (4.5.9)1 and to introduce a thermodynamic coupling be-
tween pressure and density.

A simple argument shows that this is not yet sufficient to obtain an approximation to the full compressible
flow equations: As in the incompressible case we have three momentum equations. The continuity
equation now replaces the divergence constraint and is, thus, responsible for determining the pressure
field. However, besides the pressure we have a new variable, the density, but no equation for it so far. If
one opts to strictly couple pressure and density by a given function, ρ = ρ(p), then this severly constrains
the possible thermochemical processes. Combustion changes the entropy of the reacting mass elements
and with it the pressure-density relation. Therefore, one more equation needs to be supplemented!

A natural choice that has been adopted frequently in combustion is to explicitly compute the time evo-
lution of temperature T or of the internal energy. For an ideal gas one has

T =
p

ρR
ρ =

p

RT
(4.5.39)

and therefore
∂ρ

∂t
=

1
RT

∂p

∂t
− p

RT 2

∂T

∂t
. (4.5.40)

Here the temperature time derivative must be obtained from a temperature evolution equation, to be
derived from energy conservation. Notice that the “gas constant” R is generally not really constant in a
reacting flow, but that it depends on the instantaneous local gas composition. In that case an additional
term involving ∂R

∂t must be included in Equation (4.5.40). Variations of R must be computed using the
results from the species balances Equation (4.5.10).

A possible extension of the SIMPLE approach now solves an approximate explicit equation for temper-
ature and species, so that ∂T

∂t ,
∂R
∂t are known, and then discretizes the continuity equation as a pressure
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correction system. The incompressible flow divergence constraint Equation (4.5.38) is first replaced with
an equation of the form

ρn+1,ν + δρν − ρn

∆t
+∇·

(
ρn+1,νvn+1,ν + δρνvn+1,ν + ρn+1,νδvν + δρν−1δvν−1

)
= 0 , (4.5.41)

where we have used an implicit first-order discretization for simplicity. The goal is to iterate on this
equation based on the updating rules

ρn+1,ν+1 = ρn+1,ν + δρν

vn+1,ν+1 = vn+1,ν + δvν
(4.5.42)

and suitable relations between a pressure correction field δpν2 and the perturbations δρν , δvν

δρν = C(ρ, P0;M) δpν2

δvν = −Ã−1
i

[
∇̃δpν2

]
.

(4.5.43)

Here C(ρ, P0;M) is an approximate derivative ∂ρ/∂p2 evaluated in an explicit fashion at either the old
time level or at the last iteration level. In practice one uses an isentropic or an isothermal relation for
C(ρ, P0;M). We notice that this choice is not crucial for the whole procedure because ultimately one
iterates until the corrections δρν , δvν , δpν2 become negligible and the continuity equation is solved to the
desired accuracy. The choice of C(ρ, P0;M) merely influences the path of the iteration in state space,
but not—if it converges—the final result. The velocity correction is analogous to the original version
from Equation (4.5.37).

Importantly, the coefficient C(ρ, P0;M) describes the response of the density to perturbations of p2, not
to the full pressure p, so that

C(ρ, P0;M) =
∂p

∂p2

(
∂ρ

∂p

)
S,T

= M2c−2
S,T , (4.5.44)

where cS,T is the isentropic or isothermal speed of sound. Thus as the Mach number vanishes, the limit of
incompressibility is approached automatically in the sense that the response of the density to the pressure
p2 vanishes.

The perturbed continuity iteration Equation (4.5.41) includes a non-linear term ∇·(δρ δv). This term is
lagged behind in the iteration cycle and is evaluated explicitly at ν − 1 so as to render the pressure cor-
rection equation a linear system. Here is the form of the pressure correction equation when the operator
Ãi is diagonal with entries 1/ρ

C δpν2 + ∆t∇· (C δpν2 v
ν −∇δpν2) = RHS . (4.5.45)

The right-hand side includes all the terms treated explicitly or stemming from the old time or last iteration
level.

An important observation is that the above equation involves a true Laplacian for δpν2 as the elliptic
part of the operator. This is in contrast to many other schemes for variable density low Mach number
flows, which end up with an elliptic pressure operator of the form ∇·(1

ρ∇(·)). If the density is strongly
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varying, then the numerical inversion of this latter operator is much more expensive than inverting a true
Laplacian, for which special extremely fast schemes have been developed. This observation has been
explored extensively in the construction of an efficient numerical scheme for reactive flows, sprays etc.
by Haldenwang et al. [4.130].

To complete the picture, we should notice, however, that the formulation described above relies on an
explicit estimate for density variations induced by entropy advection along particle paths. These ef-
fects must be included in the initial guess ρn+1,0. Otherwise, the assumptions built into the coefficient
C(ρ, P0;M) would dominate the density variations. Currently, there seems to be no numerical tech-
nique that would manage to (i) rely on a pressure (correction) equation involving a true Laplacian and
(ii) conserve total energy at the same time (see also [4.98]).

Related approaches are the pressure implicit second order (PISO) scheme [4.101, 4.131], which is cur-
rently used quite successfully for combustion simulations, [4.132, 4.133], and the method proposed by
Geratz et al. [4.114] and Roller et al. [4.115].

4.5.3.4 Projection-type methods

The key idea of projection schemes can best be described by considering constant density incompressible
inviscid flows. The governing equations are obtained from those derived in Section 4.5.2.1 by assuming
zero heat release, Q ≡ 0, and constant density, ρ ≡ 1, by passing to the limit of infinite Reynolds
and Peclet numbers, (Re,Pe → ∞) and then considering the zero Mach number limit, M ≡ 0. The
continuity equation in that case becomes redundant, the momentum equation reduces to

∂v

∂t
+ v · ∇v +∇p2 = 0 (4.5.46)

and the leading-order energy equation yields the homogeneous velocity divergence constraint

∇·v = 0 . (4.5.47)

Notice that ∇·(v ◦ v) ≡ v · ∇v when ∇·v ≡ 0!

A projection scheme consists of 2 steps. Step 1 accounts for non-linear convection, v ·∇v, in an explicit
fashion by solving the truncated system

∂v

∂t
+ v · ∇v = 0 (4.5.48)

over one time step. Given the velocity field vn at time tn, the first step provides a mapping

v∗ = vn −∆t (v · ∇v)n (4.5.49)

with a suitable numerical approximation of the convection terms. There is no guarantee that v∗ will
satisfy the divergence condition from Equation (4.5.47), and so the second step consists of “projecting”
this intermediate velocity field back onto the space of divergence-free fields:

vn+1 = v∗ −∇φ , (4.5.50)

with φ adjusted so as to let vn+1 comply with the divergence constraint, i.e.,

∇2φ = ∇·v∗ . (4.5.51)
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That the correction to v∗ should be in the form of a gradient field becomes intuitively clear from a com-
parison of the original momentum Equation (4.5.46) and the truncated one from the first projection step
Equation (4.5.48). It was the pressure gradient field that was left out in formulating the first step of the
scheme. More elaborate explanations and justifications, based on the Helmholtz-Hodge decomposition
of general vector fields, are given in the original references [4.122 to 4.124] and in related subsequent
publications [4.134 to 4.138]. The reader may also want to consult Reference [4.126] for detailed dis-
cussions of some difficulties and pitfalls associated with this approach.

Major efforts have recently been spent to extend this approach by introducing higher-order approxi-
mations, dynamic adaptive grid refinement (see [4.139]) and by allowing variable densities (while still
keeping the zero divergence constraint!), [4.134, 4.138]. Further extensions are aimed at the representa-
tion of low Mach number reacting flows [4.135, 4.140].

4.5.4 The Mathematics of Deflagrations

Chemical reactions are typically very fast once they are ignited. As a consequence, the available fuel
is quickly burned and reactions typically are concentrated in narrow regions. In fact, the characteristic
thickness of a laminar premixed flame front is of the order of fractions of a millimetre. A systematic
derivation, showing how fast reaction (large Damköhler number Da � 1), and inefficient molecular
transport (large Reynolds and Peclet numbers Re,Pe � 1) conspire to lead to thin combustion fronts
with finite propagation speeds is given in Reference [4.44].

Numerical methods must cope with these constraints of thin fronts and slow flows. One approach to the
thin front problem is dynamic grid refinement, by which one concentrates the numerical spatial resolution
dynamically within the flame region. An alternative is front tracking. This approach considers a flame
front as a reactive discontinuity converting unburnt to burnt gases. In this fashion, one avoids the stringent
resolution requirements associated with a detailed representation of the internal flame structure as well as
the technical compications associated with dynamic gridding. On the other hand, the required numerical
techniques themselves become more complex because in addition the standard flow solver, the time
evolution of the flame geometry and its coupling to the flow field must be represented appropriately.
Thus one has to balance complexity that is due to data arrangement, data structures etc. from dynamic
grid refinement versus the additional complications implied by front tracking and front flow coupling.

Some important implications for both approaches can be extracted from a general analysis of the math-
ematical nature of such reactive discontinuities. One central question concerns the mechanisms that
determine the front propagation velocity. Obviously, these mechanisms must be represented accurately
in a numerical scheme, be it of the “front tracking” or of the “dynamically adaptive” type. The next sub-
section collects a few mathematical derivations that provide some insight into this question and suggest
a number of conclustions regarding appropriate numerical methods.

4.5.4.1 Mathematical features of deflagrations and other discontinuities

For simplicity, we restrict much of the subsequent discussion to a single space dimension. The key
observations will not depend on this limitation.

Jump conditions. Consider one-dimensional travelling wave solutions in an unbounded domain of the
scaled governing equations from Equations (4.5.9) to (4.5.14). Any variable φ(x, t) would be described
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by
φ(x, t) = φ̃(x−Dt) , (4.5.52)

where it is assumed that the wave travels in the x-direction at velocity D. Inserting this ansatz in the
governing equations we obtain

−D d

dξ
(ρ) +

d

dξ
(ρu) = 0

−D d

dξ
(ρu) +

d

dξ
(ρu2 +

1
M2

p) = − d

dξ

(
1

Re
τx,x

)

−D d

dξ
(ρe) +

d

dξ
(u[ρe + p]) = − d

dξ

(
1
Pe

jT,x +
M2

Re
τx,xu +

Q

ReSc

nspec∑
i=1

δhi ji,x

)
.

(4.5.53)
from the conservation laws and

−D d

dξ
(ρYi) +

d

dξ
(ρYiu) = − d

dξ

(
1

ReSc
ji,x

)
+ Daρωi (i = 1 . . . nspec) (4.5.54)

from the species balances. Here ξ = x − Dt and τx,x, jT,x, ji,x are the x-components of the x-stress
component, the heat conduction energy flux and the ith species diffusion fluxes, respectively.

Next, we integrate in ξ assuming that constant burnt gas and unburnt gas conditions (ρ, u, p, Yi)b and
(ρ, u, p, Yi)u are attained as ξ → −∞ and ξ →∞, respectively. Under these assumptions, the diffusive
fluxes and the heat conduction terms vanish as |ξ| → ∞ because they are proportional to gradients of
the dependent variables. Integration of Equation (4.5.53) yields

−D[[ρ]] + [[ρu]] = 0

−D[[ρu]] + [[ρu2 + 1
M2 p]] = 0

−D[[ρe]] + [[u(ρe + p)]] = 0.

(4.5.55)

These are the standard Rankine-Hugoniot jump condtions for gas dynamic discontinuities.

Since we assume that at large distances two constant states of burnt and unburnt should be attained, we
must require that the chemical reaction rates vanish at both ends:

ω(Tu, pu,Yu) = ω(Tb, pb,Yb) = 0 (4.5.56)

where
Y = {Yj}nspec

j=1 and ω = {ωj}nspec

j=1 . (4.5.57)

In the unburnt gas this constraint is normally satisfied automatically because the reactions are frozen at
low temperatures. Therefore, as in real-life applications, the unburnt gas composition can be chosen
more or less arbitrarily. For the burnt gas one obtains a non-trivial constraint because temperatures will
generally be high enough to allow chemical reactions to be active. Thus one may read the second equality
in Equation (4.5.56) as algebraic constraints for the equilibrium species mass fractions Y eq(Tb, pb,Yu):

ω (Tb, pb,Y eq(Tb, pb,Yu)) = 0 . (4.5.58)
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The dependence of Y eq(Tb, pb,Yu) on Yu results from the constraint that their detailed atomic composi-
tions must be the same. After all, chemistry is nothing but a re-arrangement of atoms between molecules.
The appropriate mathematical description is

nspec∑
j=1

νji
1
Mj

(Yj,b − Yj,u) = 0 (i = 1 . . . natoms) , (4.5.59)

where νji is the number of atoms of type i in a molecule of species j, andMj is the molecular weight of
species j.

Characteristic analysis of the inviscid, inert flow equations. We turn next to the question in which way
a reactive discontinuity influences its surrounding flow field and in which way it must respond, in turn, to
input from outside. Since in most practical applications the Reynolds and Peclet numbers are very large,
important insight can be gained by analyzing the inviscid flow equations. Moreover, we are interested
here in the behaviour of the flow surrounding a reactive front, so that we may restrict our discussion
to the case of a reactive discontinuity embedded between the masses of non-reactive burnt and unburnt
gases.

Thus we consider the conservation equations

(ρ)t + (ρu)x = 0
(ρu)t + (ρu2 + 1

M2 p)x = 0
(ρe)t + (u[ρe + p])x = 0.

(4.5.60)

with

(ρe) =
p

γ − 1
+

M2

2
ρu2 . (4.5.61)

Applying the chain rule of differentiation repeatedly and forming a number of linear combinations one
may transform these equations to the quasi-linear form

ρt + u ρx + ρ ux = 0
ut + uux + 1

M2
1
ρ px = 0

pt + u px + γp ux = 0.
(4.5.62)

(In fact, the chain rule immediately yields Equation (4.5.62)1, subtraction of [ u × Equation (4.5.60)1
] from Equation (4.5.60)2 yields Equation (4.5.62)2 and subtraction of [ u × Equation (4.5.60)2 ] from
Equation (4.5.60)3 yields Equation (4.5.62)3.)

Now subtraction of [ (γp/ρ)× Equation (4.5.62)1] from Equation (4.5.62)3 yields the first compatibility
condition of the theory of characteristics:

(pt + upx)− c2 (ρt + uρx) = 0 (4.5.63)

where

c =
√
γp

ρ
(4.5.64)

is the scaled speed of sound. Similarly, by adding and subtracting [ (M ρc) × Equation (4.5.62)2] to /
from Equation (4.5.62)3 one obtains the compatibility conditions(

pt + (u + 1
M c) px

)
+ M ρc

(
ut + (u + 1

M c)ux
)

= 0(
pt + (u− 1

M c) px
)
− M ρc

(
ut + (u− 1

M c)ux
)

= 0 .
(4.5.65)
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The operators (
∂

∂t

)
pp

=
∂

∂t
+ u

∂

∂x
and

(
∂

∂t

)±
ac

=
∂

∂t
+ (u± 1

M c)
∂

∂x
(4.5.66)

are “directional derivatives”, describing time derivatives as seen by observers “pp” and “ac” moving with
velocities u and u± 1

M c, respectively. The observer motions xpp(t) and x±ac(t) thus obey the evolution
equations

dxpp

dt
= u and

dx±ac
dt

= u± 1
M c . (4.5.67)

In other words, (∂/∂t)pp indicates temporal variations seen along a particle path, whereas (∂/∂t)±ac

denotes time derivatives seen by an observer moving with an acoustic signal.

The three compatibility conditions from Equations (4.5.63) and (4.5.65) contain the same information as
the original conservation laws (Equation (4.5.60)) or the primitive formulation (Equation (4.5.62)) as long
as all required derivatives exist. The key advantage of this “characteristic formulation” is that it explicitly
shows how information is transported in time. We will use this insight now to discuss the mathematical
features of gas dynamic discontinuities. We consider Figure 4.5.4.1- 1 and ask, what information is

a)         Shock /Detonation
t

x

u-cuu+c

u+c

u
u-c

b)        Deflagration
t

x

u-cu

u+c

u+c

u

u-c

Figure 4.5.4.1- 1: Characteristic diagrams for shocks and detonations (a) and deflagrations (b)

available at any given time to determine the 2 states immediately in front of and behind a discontinuity
together with its front propagation speed: For the species mass fractions we have nspec equations from
Equations (4.5.56) and (4.5.59), allowing us to determine the burnt gas composition, once the unburnt
composition and the burnt gas pressure and temperature (or density) are known. (For a non-reactive
front, such as a shock wave these reduce to the condition that the species mass fractions do not change
across the front.)

Differentiating the fluxes ρYiu in the species transport equations (Equation (4.5.10)) and neglecting the
right-hand-side expressions, one finds compatibility conditions for the species mass fractions in the un-
burnt gas,

Yt + uYx = 0 . (4.5.68)

These equations state that the species mass fractions do not change along particle paths outside the reac-
tion front. Based on this, one finds the unburnt gas composition in front of a discontinuity at any time t
as follows: Track the particle path dxpp/dt = u, which arrives at the front at time t, backwards in time
until you reach the initial time t = 0. The composition found at that location is the same as the unburnt
gas composition near the front at the later instance t (cf. Figure 4.5.4.1- 1).
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Thus we only need to check whether there is a sufficient number of equations to determine pressures,
densities, and velocities in the burnt and unburnt, (pb, ρb, ub) and (pu, ρu, uu), plus the front propagation
speed D. These are altogether 7 unknowns.

Consider Figure 4.5.4.1- 1a, which shows the sketch of a propagating shock or detonation wave. The
number of characteristic curves that arrive at the discontinuity from earlier times is 4. Adding the 3
jump conditions from Equation (4.5.55), we have 7 equations for the 7 unknowns. These turn out to be
independent equations, and thus the burnt and unburnt states plus the propagation speedD are completely
determined just through the equations of motion, the species transport equations outside the front, the
Hugoniot jump conditions, and suitable initial or boundary data or both.

The situation is different for deflagrations as can be seen in Figure 4.5.4.1- 1b. The forward acoustic
signal dx+

ac/dt = u + 1
M c emerges from the discontinuity rather than arriving at it. Thus the associated

compatibility conditions can only be used in determining the further evolution but not to connect the
current states near the front to the given initial (and boundary) conditions. One determining equation
for (pb, ρb, ub), (pu, ρu, uu) and D is missing! The missing relation is a burning velocity eigenvalue,
providing an explicit functional relation between the pre- and post-front states and the propagation speed
D. The burning rate law is typically given as

D = uu + s(pu, ρu,Yu) (4.5.69)

with some explicit function s(p, ρ,Y ).

That a flame speed law must be provided in order to uniquely determine the propagation of a deflagration
wave has a deeper physical reason than just the “number counting game” pursued above. Shock waves
as well as detonations are governed by inviscid gas dynamics only. Chemical reactions in detonations are
triggered by shock wave compression, and their exremely high, supersonic propagation speed renders the
effects of molecular transport irrelevant. Once a shock has sufficiently compressed the gas, temperatures
are high enough to lead to auto-ignition, and the reaction heat release sets in. The rate of fuel consumption
is determined completely by this compression-ignition-reaction sequence that involves only inviscid gas
dynamics.

This is in contrast to the physics of deflagrations. Here, the hot burnt gases preheat the unburnt gas right
in front of the flame through heat conduction (or radiation or both) and chemical radicals diffuse out of the
reaction zone into the unburnt gas region. Once this process of preheating and chemical preconditioning
has lead to sufficient reactivity, combustion takes place and the front propagates. The whole process
hinges on heat conduction and species diffusion, both of which are not represented in the characteristic
analysis of the inviscid flow equations given above. We conclude that

The detailed processes within the flame structure crucially influence the flame propagation.

Consequences for numerical simulations of turbulent deflagrations. The importance of this simple
statement for any attempt at numerical simulation of deflagration waves cannot be overestimated! Let
us distinguish two very different alternative approaches:

1. detailed modelling of the inner flame structure, and

2. flame front tracking.
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By the first approach one implements numerical representations of both the overall reaction and tur-
bulent transport sub-mechanisms that are active within the flame region. As we have seen above, it is
the detailed interplay between reaction rates and transport processes that is responsible for establish-
ing the net unburnt gas mass consumption rate. As a consequence, equal emphasis must be given to
either of these subprocesses. In other words, an excellent mean reaction rate model is useless unless
combined with an equally sophisticated turbulent effective transport scheme because errors in the latter
could completely falsify the overall combustion rates, regardless of the quality of the former. In addition,
the “full-resolution approach” requires sufficient spatial and temporal numerical resolution of the flame
region in order to achieve the desired accuracy in representing the reaction-transport interplay.

Flame front tracking approaches avoid the necessity of modelling the complex phenomena within a
“flame brush”. They represent a deflagration as a reactive discontinuity and obtain a closed equation
system by supplying an explicit burning rate law as a function of the unburnt gas thermodynamic, com-
position, and turbulence state. The advantages of this approach over detailled modelling are (i) that it
explicitly controls the net mass burning rate without relying on subtle interactions between submodels
of net turbulent reaction rates and effective turbulent transport and (ii) that it allows much coarser spa-
tial and temporal resolution. Its disadvantage is that one must supply effective turbulent flame speed
functions, which can be derived from scratch only in particular regimes of turbulent combustion. Front
tracking has one more advantage in the context of implementing experimental knowledge in a numerical
simulation system: Measuring effective turbulent burning velocities experimentally is much easier than
distinguishing detailed subprocesses within a flame brush by localized measurements.

We conclude that both approaches have their merits and preferred ranges of applications: In practical
engineering applications, the front tracking approach is advantageous because (i) it has only a single
modelled quantity, the turbulent burning velocity; and (ii) there is no need to resolve spatial scales on
the order of the turbulent flame thickness. In contrast, detailled modelling of the turbulent suubprocesses
within a flame brush is the more fundamental approach, by which one can, potentially, represent all the
underlying physics leading to the establishment of the overall combustion rate. However, this approach
is meaningful only if all the relevant subprocesses are properly modelled and resolved.

A flame front tracking scheme that allows the inclusion of a quasi-one-dimensional dynamic internal
flame structure model is work in progress.

4.5.5 Numerical Representation of Deflagration Waves

4.5.5.1 Resolved turbulent flame structures

The advantages of an approach that relies on detailled numerical resolution of the internal structure of a
deflagration are that

• All important physical sub-mechanisms within a turbulent flame zone as well as their interactions
can be incorporated.

• The mathematical structure of the most popular turbulent combustion models is similar to a com-
bination of standard non-reactive turbulent flow models and the laminar reactive Navier-Stokes
equations. Thus available reactive flow solvers can be employed more or less “out of the box” for
turbulent combustion simulations.
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The disadvantages are that

• A detailed representation of the turbulent flame brush structure leads to minimum spatial resolution
requirements that can become overwhelming for large-scale, industrial-size systems. This issue
may enforce the use of dynamically adaptive grids, with all the added complexity.

• Advantage 2, above, holds only when the turbulent combustion model excludes certain non-standard
effects, such as counter-gradient turbulent transport [4.49,4.50]. If such effects are expected to be
important, adequate numerical techniques must be implemented.

Unfortunately, a considerable number of physical effects that are expected to be important during the
early stages of turbulent flame acceleration have been identified and are not properly represented by
standard models. Bray lists the following, (see [4.1] and the extensive list of references therein):

• the modification of large-scale turbulent transport by heat release including the phenomenon of
counter-gradient transport;

• the sensitivity of turbulent transport to pressure gradients.

• the generation of turbulence because of heat release;

• the modification of small-scale mixing, as characterized by viscous and scalar disspation, because
of heat release;

• the modification of pressure-velocity fluctuation correlations in the second moment evolution equa-
tions as a result of heat release; and

• the introduction into the mean flow equations of additional characteristic length and time scales
linked to laminar flame instabilities.

It is estimated that the importance of all these effects should decrease with increasing turbulence intensity
and that it should become negligible as u′/sL → ∞. Thus successful simulations of high-speed turbu-
lent combustion should be (and are) possible without inclusion of these effects. Yet, as stated earlier,
accurate predictions of the transitional phase of flame acceleration require more sophisticated models
and appropriate numerical techniques.

For example, implementations of the Bray-Moss-Libby model in the context of a consistent second-order
closure are reported in Reference [4.141]. However, it is stated in Reference [4.1] that these authors did
need to deviate from the original BML model in the closure of the second-order moment equations in
order to overcome numerical difficulties arising from the non-standard structure of the BML model.

Given that there is no widespread agreement regarding the proper mathematical structure of a model that
would incorporate all the effects mentioned above, little general advice can be given regarding the nu-
merical techniques that should be employed or developed in order to cope with the arising complexities.
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4.5.5.2 Flame front tracking

As mentioned above, flame front tracking requires the numerical representation of the flame geometry
and its evolution and of the coupling between front and surrounding flow via the Rankine-Hugoniot
conditions (Equation (4.5.55)).

The level set or G-equation approach. As discussed above, premixed flames propagate relative to the
unburnt gas at the local burning velocity s. For a two-dimensional setting, the situation is sketched in
Figure 4.5.5.2- 1. The propagation of points on a flame surface is determined by the superposition of
convection by the unburnt gas flow and this self-propagation in the direction normal to the front

dxf/dt = vu + sn = D. (4.5.70)

Here n is a unit normal vector on the front pointing towards the unburnt gas region. The level set or
G-equation approach introduces a scalar field G(x, t) whose iso-surfaces

G(x, t) = G0 (4.5.71)

are identified with flame fronts. Then

n = − ∇G|∇G|

∣∣∣∣
G=G0

. (4.5.72)

The choice of G0 is arbitrary but fixed for a single combustion event. The flame surface(s) G = G0

naturally decompose the flow domain into unburnt gas (G < G0) and burnt gas regions (G > G0).
Differentiating Equation (4.5.71) with respect to time and using Equation (4.5.70) one finds

∂G

∂t
+

dxf
dt
· ∇G =

∂G

∂t
+D · ∇G = 0 , (4.5.73)

the G-equation.

burnt
G > G0

Flame Front
G(x,t) = G0

unburnt
G < G0

 ns

Temperature

Fuel

Figure 4.5.5.2- 1: Schematic representation of premixed flame front propagation

The key physical ingredients of the level set approach are the burning velocity law determining s as a
function of thermo-chemical and flow conditions and some local features of the flame geometry. It is
important to notice that s is defined as the relative velocity between points on the front and the unburnt
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gas immediately in front of it. The relative velocity sb between the burnt gas and the front differs from
s because of the thermal gas expansion within the flame front and the associated jump of the normal
velocity. Because of mass conservation the mass flux density normal to the front does not change across
the discontinuity and the burnt gas relative speed is easily computed as

ρs = (ρs)b = ρus ⇒ sb =
ρu
ρb

s . (4.5.74)

Although both the flow velocity and the relative speed between flow field and front change across the
flame, their sum, namely the vector D appearing in Equation (4.5.73), does not! This observation will
be important in the subsequent construction of a numerical method.

Figure 4.5.5.2- 2 shows the temporal evolution of an initially sinusoidally distorted front according to
Equation (4.5.73), with s ≡ const. and with the unburnt gas at rest. The front motion then follows
Huygens' principle, and one quickly observes the formation of sharp cusps on the front. Laminar flame
theory, [4.96, 4.142], as well as modern theories of turbulent premixed combustion, [4.45, 4.77], yield
modified, curvature dependent burning velocity laws of the type

s = s0 − s0Lκ + Ln · ∇v · n where κ = ∇·n (4.5.75)

is the mean front curvature. The second and third terms describe the net effect of the (turbulent) diffusive
processes (second term) and by outer straining of the flame by the surrounding flow field (third term). In
detail, s0 is the burning velocity of a plain, unstrained flame, L is an effective Markstein length, and κ is
the local mean front curvature. As indicated in Figure 4.5.5.2- 2 the curvature is defined to be positive

sL > s0
L

  s < s0

k  >       0

k  < 0

unburnt

burntsL

Figure 4.5.5.2- 2: Flame propagation according to Equation (4.5.73) for constant burning velocity
s; schematic for the influence of curvature

when the front is convex with respect to the unburnt gas and vice versa. For positive Markstein numbers
the curvature term thus prohibits the formation of sharp cusps on the flame front.

Determination of level sets away from the tracked front. There is one important issue that needs to
be accounted for when dealing with “real” flames within which substantial chemical heat is released.
The propagation Equation (4.5.73) is valid at the flame front only, since only at the front is the burning
velocity s properly defined. Thus one needs to introduce additional constraints determining the time
evolution of the scalar G away from the tracked interface. One option, proposed in Reference [4.62], is
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to require the level set scalar to be a signed distance function away from the front. This is equivalent to
requiring that

|∇G| = 1 (4.5.76)

and the additional requirement that G be negative in the unburnt and positive in the burnt gas region. For
a related numerical technique to enforce the distance function property, see Section 4.5.5.2.

Flame-flow coupling. Having adopted the level set approach to describe the evolution of the flame front
geometry, one must next describe the mutual interactions between the tracked front and the surrounding
flow. From Equation (4.5.70) and Equation (4.5.73) it is clear how the unburnt gas flow affects the flame
motion: The flame propagation velocity consists of (i) passive advection by the unburnt gas velocity
and (ii) of self-propagation induced by combustion. The unburnt gas conditions influence this latter part
through explicit burning velocity laws as described in Section 4.5.4.

The front, in turn, influences the surrounding flow by enforcing the flame discontinuity jump conditions
(Equation (4.5.55)) for the flow variables at the flame location G(x, t) = G0. Various methods have
been developed in recent years to realize this coupling in the context of finite-volume methods, [4.53,
4.54, 4.99, 4.143 to 4.146]. These schemes mainly differ in their degree of complexity and detail and in
their applicability to compressible and incompressible flows.

Chern and Colella [4.143], Bourlioux and Majda [4.144], and LeVeque and Shyue [4.145] consider com-
pressible flows and treat the moving front surface as part of their time dependent numerical grid. For
each of the subcells generated when a front intersects a grid-cell of the underlying computational mesh
a complete conservative flux update is performed. The CFL-type time-step restrictions associated with
updating small subcells are overcome by distributing excess accumulations of the conserved quantities
among the neighbouring grid-cells. The schemes differ in how this is done in detail, but they all follow
this common pattern.

The method described in Reference [4.53], which is also designed for compressible flows, compromises
on the former schemes in that only complete grid-cells are updated by flux balances. The flame-generated
subcells are used only in an “in-cell reconstruction step”, which recovers burnt and unburnt gas conditions
from the cell averages using a suitable set of recovery equations (see the appendix). The consequence is
that, while the scheme does conserve mass, momentum, and energy between grid-cells and globally, it is
not conservative with respect to these subcells. The method therefore does not automatically conserve
mass, momentum, and energy between the pre- and post-front regions. For flame fronts, this just amounts
to numerical truncation errors affecting the net burning rate and is not critical. However, in tracking a
passive non-reactive fluid interface, such as the surface of a water droplet in air, this scheme would not
conserve the droplet mass. An associated improvement is work in progress [4.98].

Terhoeven [4.146] and Klein [4.99], to our knowledge, are the first to propose a flame front tracking
scheme for zero Mach number flows in the finite-volume context (see, however, also [4.147]). The key
ideas are the same as those in Reference [4.53], but there are important modifications that become in-
dispensable in the limit of small and zero Mach numbers. The key difficulty has been discussed earlier
in Section 4.5.2. The second-order pressure p2 in a low Mach number pressure expansion is responsi-
ble for flow accelerations. Within the flame discontinuity there is an order O(1) density change and an
associated flow acceleration. This can be accomplished only through a pressure discontinuity. The con-
sequence is that the second-order pressure must satisfy a Poisson equation with a singular source term
that ensures the appropriate pressure jump across the flame surface. For more detail the reader may wish
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to consult the original references.

Fedkiw et al. [4.54] again consider compressibe flows, but go one step further in simplifying the approach.
By compromising on conservation also for the complete “mixed cells”, they are able to design a numerical
method that is very attractive because of its simplicity and nearly dimension-independent formulation.

A sample result obtained using the capturing/tracking hybrid scheme from Reference [4.53] is described
in Figs. 4.5.5.2- 3 and 4.5.5.2- 4. The RUT test h11 has been reproduced using a two-dimensional ap-
proximation, a standard k−ε turbulence model, and Damköhler's law to represent the effective turbulent
burning velocity as

sT = sL + u′ where u′ =
√

2k (4.5.77)

with k from the k − ε model data in the unburnt gas immediately in front of the flame. The coloured
density contours show the propagation of the sharp flame surface in time, and the second figure shows a
comparison of space-time diagrams of the flame tip location as taken from experiment and computation.
It turns out that the initial phase is slightly misrepresented, in that the computed flame acceleration is too
slow. Yet as soon as the first obstacle is reached, the experimental and computed flame locations agree
convincingly well.

4.5.6 Numerical Issues of Stiff and Fast Chemistry

A typical chemical species balance equation reads

∂ρYi
∂t

+∇·(ρYiv) +∇·(ji) = −ρ
nreac∑
k=1

aki ωk(Y , p, T ) . (4.5.78)

Here ωk(Y , p, T ) is the reaction rate of the kth chemical reaction, and aki is the stoichiometric coefficient
of species i in the kth reaction. The standard form of the kth elementary reaction may read

nspec∑
j=1

ak,−j Xj ↔
nspec∑
j=1

ak,+j Xj (4.5.79)

and then
akj = ak,+j − ak,−j . (4.5.80)

The classical Arrhenius law of mass action expressions for the reaction rate ωk reads

ωk(Y , p, T ) = K+
k e−T

+
k
/T

nspec∏
j=1

Y
ak,+j
j −K−k e−T

−
k
/T

nspec∏
j=1

Y
ak,−j
j (4.5.81)

The problems of “stiff, fast and complex” chemistry arise, because typically one has

K+
k , K

−
k , nspec, nreac,

T+
k

T∞
,
T−k
T∞
� 1 (4.5.82)

where T∞ is a characteristic temperature in the system.

Although the requirements resulting from large numbers of species and reactions are more or less obvious
(heavy computer time and memory demands), the issues of stiffness and rapidity of chemical reactions
deserve an explanation.
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Figure 4.5.5.2- 3: Sequence of density contours as computed in a two-dimensional model for RUT
test h11 using the flame front capturing/tracking hybrid scheme from Reference [4.53]
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Figure 4.5.5.2- 4: Comparison of the time history of flame propagation in the test case from Figure
4.5.5.2- 3

4.5.6.1 Stiffness

For stiff reations, one or both of the reaction rate coefficients K±k exp(−T±k /T ) is very large, much
larger—in fact—than the inverse of a typical characteristic time of flow field evolution and of the actual
time scale of reaction progress. As a consequence, the kth reaction must be in an approximate balance,
with |ωk| � K±k exp(−T±k /T ). Suppose now, that numerical approximation errors induce a perturbation
of one of the species mass fractions δYi � Yi. The resulting perturbation of the reaction rate is

δωk =

K+
k e−T

+
k
/T

∏
j �=i

Y
ak,+j
j −K−k e−T

−
k
/T

∏
j �=i

Y
ak,−j
j

 δYi . (4.5.83)

One immediately finds that
δωk
ωk
� δYi

Yi
(4.5.84)

indicating that minute errors in the species mass fractions induce large fluctuations of the reaction rates.
Obviously, when the rate coefficients are sufficiently large, such perturbations lead to chemical kinetic
responses with time scales that are orders of magnitude shorter than the actual characteristic chemical
time scale of the exact solution. Extremely robust numerical integration schemes must be employed to
handle this kind of situation without undue unstable numerical response.

However, even a robust, non-oscillatory numerical treatment is insufficient when the chemical species
involved play a crucial role for the overall reaction progress. This is the case, for example, for chemical
radicals such as the Hydrogen atom. These species are responsible for opening the reaction paths that
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produce the major heat release in typical combustion systems. At the same time, they are extremely
reactive, so that their consumption kinetics is extremely fast—in contrast to their production, which is
typically much slower. The result is that radicals are consumed immediately whenever they are produced
and that their mass fractions always remain very small. Since, on the other hand, they induce the primary
breakup of the fuel species, it is adamant that their minute concentrations be computed very accurately.
Hence robustness and accuracy are of equal importance and dynamically adaptive numerical techniques
and error control must be invoked. The subtle numerical problems associated with stiff relaxation pro-
cesses are discussed extensively in textbooks on the matter, such as Reference [4.148]. Most of these
texts address systems of ordinary differential equations.

Obviously, the problem is aggravated when reaction processes in multi-dimensional flows are to be com-
puted. We emphasize that the simple coupling of highly accurate stiff ODE solvers with standard multi-
dimensional flow solvers through the popular operator splitting technique from Reference [4.149], will
not automatically lead to a satisfactory solution. The sophisticated error control in the stiff ODE solvers
will not indicate the additional errors induced by operator splitting between fluid mechanics and chem-
istry. Hence even though that approach will allow the construction of robust numerical methods, accuracy
can be utterly corrupted.

We also emphasize that temporal and spatial adaptivity alone is insufficient when it is not combined
with sophisticated refinement indicators that are based on fully multi-dimensional error control. Unfor-
tunately, rigorously supported error estimators for large Reynolds number compressible and zero Mach
number flows are work in progress at this time even for non-reactive flows [4.107, 4.108]!

4.5.6.2 Fast Chemistry

The physics associated with rapid heat release is distinguished here from the issues of stiff chemistry,
even though they are closely related in that both are associated with short, chemistry-induced time scales.
By the label “fast chemistry” we denote a situation where the actual time scale of chemical heat release
whenever it occurs is much shorter than the characteristic time scales of the surrounding flow. Because of
the tight coupling of chemical reaction progress and fluid mechanics through total energy conservation,
fast chemical reactions are in all practical situations associated with the establishment of thin combustion
zones. This statement holds for benign low Mach number diffusion flames (as on candles) as well as for
the most violent combustion events, detonation waves. The combustion zones can be either thin laminar
or quasi-laminar flames on the smallest scales or complete turbulent flame brushes when the overall
length scale of the considered flow is sufficiently large. The latter is true, for example, for large-scale
industrial devices.

In numerical simulations one is faced with the options of either developing sophisticated adaptive nu-
merical techniques that allow one to resolve in detail the thin reaction fronts or to develop combined
models and numerical schemes that handle these fronts as infinitily thin reactive surfaces. The former
approach requires accurate modelling and numerical representation of all aero-thermodynamic processes
that interact within the combustion zone. The advantage of that approach is, obviously, that each of these
submechanisms can be accounted for and its effect assessed. The disadvavage is that in fact all the sub-
processes must be represented properly to obtain acceptably accurate answers, (see also Section 4.5.4).
The latter approach requires an accurate representation of the coupling between the reaction front and
the surrounding flow and an equally accurate representation of the response of the reaction zone to fluid
mechanical perturbations in the vicinity. The advantage of this approach is that it allows much coarser
numerical resolution than the former and that it has fewer mechanisms to be modelled and computed,
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such as flame speeds and effective jump conditions. The disadvantage is that effects on the length and
time scale of the internal combustion zone structure are lost. (Compromises between both approaches
are work that is in progress.)

Unless in a direct numerical simulation (DNS) of the compressible reactive Navier-Stokes equations all
length and time scales are resolved, the effects of chemical kinetics enter in both approaches through
suitable subgrid-scale turbulent combustion models. Notice that with the expected computational ca-
pacities for the next decade one cannot expect to resolve by DNS realistic scale turbulence combustion
processes relevant to industrial safety problems. Hence the issue of an accurate integration of chemical
species transport equations with detailed chemistry, as discussed in the previous subsection, becomes
irrelevant. In fact, the turbulent combustion submodels most often have little in common with detailed
chemical kinetics (see Section 4.3), so that the numerical algorithmic requirements are very different.

4.5.7 Computational Chemistry Reduction

The issues of stiffness and the overwhelming complexity of detailed chemical kinetics has fostered
widespread interest in “reduced chemical kinetics” for decades [4.6, 4.90, 4.91]. Explicit analytical ap-
proaches that are based on asymptotic limit considerations have been discussed in Section 4.4.2 above.
Here, we summarize a number of alternative techniques that are enjoying increasing popularity because
of the fact that they are largely algorithmic and reduce the demand for chemical kinetics expertise that
comes with the more traditional explicit reduction strategies.

4.5.7.1 Crucial observations

Consider a system of ordinary differential equations that might describe chemical reactions in a homoge-
nous gaseous system,

dY

dt
= R(Y ) . (4.5.85)

The shortest time scales inherent in such a system can be assessed, on the one hand, by the inverse of the
largest component of the rate vectorR = {Ri}ni=1, that is,

τ0 = min
i

(|Ri(Y )|) . (4.5.86)

The crucial characteristic of stiff reaction systems, however, lies in the fact explained above, that there
are hidden time scales much shorter than those visible in the actual evolution of the system and charac-
terized by Equation (4.5.86). These inherent time scales can be assessed by considering the following
transformations: The rate of change of the reaction rate vectorR itself is governed by

dR

dt
=

(
∂R

∂Y

)T

· dY
dt

= JT ·R , (4.5.87)

where J = {Ji,j}ni,j=1 = {∂Ri/∂Yj}ni,j=1 is the Jacobian of the rate vector. A straightforward pertur-

bation analysis shows that the same equation is also satisfied by perturbations δY of the solution Y (t),
that is,

dδY

dt
=

(
∂R

∂Y

)T

· δY = JT · δY . (4.5.88)
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Consider next an eigenvalue decomposition of the Jacobian J of the form

J =
n∑

j=1

λjrj ◦ �j , (4.5.89)

where λj is the jth eigenvalue of the Jacobian, and rj , �j are the associated right and left eigenvectors,
respectively. (To streamline the discussion we do not address complications that may arise for incomplete
sets of eigenvectors, multiple eigenvalues etc.)

Let the eigenvalues be ordered in an increasing sequence, so that

λ1 < λ2 < . . . < λj0 < 0 < λj0+1 < . . . < λn (4.5.90)

Typical stiff behaviour arises when the first few eigenvalues are very large by modulus, that is, when

|λ1|, |λ2| < . . .� 1 . (4.5.91)

A decomposition of δY with respect to the eigenvectors rj according to

δY =
n∑

j=1

φj(t)rj (4.5.92)

with the rj essentially frozen on the short relaxation time scales associated with λj yields

dφj
dt

= −λjφj(t) . (4.5.93)

This equation indicates, in an asymptotic sense for large |λj |, a rapid exponential decay of the solution
component in the direction of the jth right eigenvector.

These relaxing degrees of freedom are unimportant because they will always merely drive the solution
back onto submanifolds in state space where the related degree of freedom is relaxed out. This will be
the case when ever the reaction vectorR does not excite these fast relaxing modes; that is, whenR has
no component in the direction of the “fast” rj . This requirement can be cast into an algebraic constraint
for the “slow” submanifolds in the space of Y :

�j(Y ) ·R(Y ) = 0 for all j satisfying λj < 0 and |λj | � 1 . (4.5.94)

4.5.7.2 ILDMs – Intrinsic lower-dimensional manifolds

The idea in Reference [4.150] is to a priori constrain the state vector Y to submanifolds defined by
Equation (4.5.94) or similar modified algebraic constraints. Since these algebraic relations depend only
on the chemical rate funtion, they can be determined before an actual computation is started to solve
the dynamical system (Equation (4.5.85)). The manifolds are actually tabulated and the chemistry is
then treated in a computation by means of lookup tables rather than by actually solving the full ODE
system. The approach has been validated extensively in References [4.150 to 4.152] and was shown to
yield results that cover those from standard reduced chemical kinetics as discussed in Section 4.4.2. On
the other hand, it can generate automatically different relevant subsystems that may emerge in different
regimes of state space and that would require separately derived standard reduced schemes if one were
to follow the explicit asymptotics-based approach.
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A prominent example relevant to the present applications is the transition from auto-ignition to flame
propagation chemistry. Auto-ignition mechanisms must include the details of radical production and
thermal buildup, whereas the radicals in a propagating flame are supplied via molecular transport from
the reaction zone. This elucidates that there can be crucial differences in the details of the effective
reaction paths, depending on how the reaction system is coupled into a flow field.

A caveat is associated with the embedding of chemical reactions in a flow field. In this case, the govern-
ing equations for the species mass concentrations are not ordinary differential equations as in Equation
(4.5.85), but full multi-dimensional transport equations

∂ρY

∂t
+∇·(ρY v) +∇·(j) = ρR(Y , p, T ) . (4.5.95)

Not only is this equation equipped with the transport terms resulting from convection and diffusion,
but one also must include in R the dependence on two thermodynamic background variables, such as
pressure and temperature. Although the key idea behind the ILDM approach is still valid, namely that
one may expect the mass fraction vector to evolve in the immediate vicinity of the ILDMs, deviations
occur because of these additional terms and they must be accounted for.

The conceptual problems to be overcome are that (i) the manifolds now depend on the thermodynamic
backgound state and can thus vary with time and that (ii) the transport terms ∇·(ρY v) + ∇·(j) will
generally have components in the direction of the fast eigenvectors of J . Even though strong efforts at
overcoming these issues are on their way, application of the ILDM approach in dynamic reactive flow
computations based on the standard conservation equations is by far not standard today. The approach has
found considerably more resonance in the context of Monte Carlo PDF methods for turbulent combustion.
As discussed in Section 4.3.7, the PDF is represented in a Monte Carlo simulation approximately by
an ensemble of particles that undergo their individual histories. Part of that particle history, which is
typically represented numerically by operator splitting, is the reaction progress according to an ODE as
in Equation (4.5.85). In this case, one can take full advantage of the ILDM approach.

It should be mentioned that much of the development efforts for ILDM methods have gone into a quite
technical issue that has little to do with the underlying fundamental and quite intriguing ideas: Organizing
computationally efficient tabulation and lookup table procedures has proven to be more of an obstacle in
the implementations that was probably expected originally. It turns out that quite sophisticated numerical
techniques need to be invoked to really benefit from the advantages that the ILDM approach formally
promises to offer.

4.5.7.3 CSP – Computational singular perturbations

The CSP approach [4.153, 4.154] aims at an algorithmic realization of concepts of asymptotic analysis.
The key issues in simplifying complex chemical kinetics are

• to appropriately select relevant fast and slow time scales,

• to identify the characteristic dynamics associated with the fast scales, and

• to then pass to a limit where all the fast modes are relaxed and the overall evolution is governed
by the slower time scales of interest only.
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Consider again the evolution equation for then-dimensional reaction rate vectorR from Equation (4.5.87).
Generally, one may turn this vector equation into a set of coupled scalar amplitude equations by decom-
posingR w.r.t. some basis {ai}ni=1:

R(t) =
n∑
i=1

f i(t)ai(t) . (4.5.96)

For future reference, we introduce the dual basis {bi}ni=1 by

bi · aj = δij . (4.5.97)

We left-multiply Equation (4.5.87) by bi to obtain

df i

dt
+

n∑
j=1

f j
(
bi · daj

dt

)
=

n∑
j=1

f j
(
bi · J · aj

)
. (4.5.98)

In a more compact notation we have
df i

dt
=

n∑
j=1

f j Λi
j , (4.5.99)

where

Λi
j(t) = bi(t) ·

(
−daj

dt
+ J(t) · aj(t)

)
. (4.5.100)

If the considered system was linear, one could diagonalize the matrix {Λi
j} and then solve n decoupled

linear first-order equations exactly. The largest eigenvalues of the matrix (by modulus) would indicate
the “fast modes”, and the associated solution components would decay most rapidly if these eigenvalues
were negative.

Chemical kinetics equations are generally highly non-linear and such an exact decoupling will not occur.
However, one may seek to achieve at least an approximate decoupling of fast and slow motions in state
space by choosing basis vectors {ai}ni=1 that lead to an approximately block-diagonal structure of {Λi

j}.
An algorithmic procedure is proposed in References [4.153,4.154] that allows an iterative improvement
of the underlying basis in state space in that the coupling between fast and slow subspaces decreases as
εj , where ε is the time scale separation between the “current active time scale” (the fastest of the slow
modes) and the slowest of the fast modes and j is the iteration index.

The CSP approach is intriguing in that it allows one, but does not require, to construct a simplified limit
system with fewer degrees of freedom similar to the ILDM system. One can as well use the subdivision in
state space into fast and slow modes in order to resolve numerically all the scales, but to apply specialized
numerical techniques to the fast and slow subdynamics.

4.6 Summary

This chapter has compiled the state of the art in both the modelling and numerical simulation of FA and the
transition to detonation. Summaries have been provided of main-stream and advanced models for flow
turbulence, turbulent combustion, and for the efficient representation of chemical kinetics. Numerical
methods for flow field simulations have been discussed with an emphasis on the present topic of FA and
DDT.
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4.6.1 Industry-level Modelling versus Current State of Research

In discussing computational modelling, one must distinguish between the needs of everyday engineering
and scientific efforts at exploring the fundamental processes of a given phenomenon. Typically, engi-
neering assessments require mainly an upper limit of potential loads, which then serve as the basis for the
design of safety measures. Unfortunately, when dealing with combustion in large-scale systems and with
a wide range of possible scenarios regarding gas composition and distribution, the potential upper load
limits are subject to considerable statistical variation. As a consequence, simplified assessment tools can
lead to either unacceptable conservatism or unacceptable uncertainties. Hence the demand for improved
insight into the fundamental mechanisms of FA and DDT and the efforts at developing detailed numerical
prediction tools as described in this chapter. (Simplified models of reduced complexity that can be used
in routine engineering applications will be discussed in the next chapter.)

4.6.2 Adequate Levels of Modelling Detail and Numerical Resolution

Because of the complexity of the phenomena involved in FA and DDT, such as flow turbulence, chemical
kinetic effects, multiple length scales, flame-acoustic interactions etc., various levels of modelling detail
must be distinguished.

At the coarsest level, there are the lumped-parameter models, to be discussed shortly, which decompose
a system into a finite, relatively small number of compartments. Conservation of mass and energy is
formulated for these systems of interconnected subvolumes, and overall estimates of global pressures
and average temperatures are obtained. Naturally, these models do not resolve the underlying reacting
flow fields. In other words, the balance of momentum is not considered in detail. Also, it is not possible—
except through qualitative parametrizations—to incorporate the effects of local events that may lead to
sizeable global effects.

The interaction between energy and momentum becomes important for high-speed combustion, such as
high-speed turbulent deflagrations and detonations. Here, a large percentage of the combustion energy
release is converted to kinetic energy. It has been shown, for example, in Reference [4.155] that the
resulting pressure pulses may lead to effective pressure loads that by far excede those expected from
quasi-static (lumped-parameter) estimates. The next level of computational and modelling complexity
thus involves simulation tools that allow the representation of global unsteady but statistically averaged
flow fields and large-scale pressure waves. These simulation tools typically rely on coarse-grained com-
putational meshes with grid sizes comparable to the integral scales of turbulence. Such codes are able to
provide estimates for the influence of momentum exchanges and, in particular, allow a much improved
assessment of potential structural loads that are due to high-speed combustion events.

These statistically averaged models include mean combustion rate models that are suitable to describe a
well-established and relatively stable reaction progress. They also do allow the modelling of bulk effects
of chemical kinetics, such as transitions between different regimes of turbulent combustion depending
on whether chemical time scales are much shorter, comparable to, or longer than the characteristic time
scales of turbulence. However, this kind of approach still misses out on those events that are triggered
by localized processes but then develop into global combustion events. Unfortunately, some of the most
dangerous mechanisms of deflagration-to-detonation transition are of that type: Local sequential or hot
spot ignition may trigger the onset of detonation through gas-dynamic-reactive resonances, but the trig-
gering event itself is a highly stochastic, localized, and rare event. Reliable modelling of this kind of
process is not possible on the basis of standard statistical models of turbulence and turbulent combustion.
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One rather needs sophisticated dynamic mesh refinement and models suitable to represent the smallest
flow scales. A promising compromise between fully resolved DNS based on the reactive Navier-Stokes
equations and statistical turbulence models is large eddy simulation.

Table 4.6.2-1 summarizes the orders of magnitude of the smallest length scales to be resolved in a typical
nuclear reactor safety application under these different modelling paradigms.

Table 4.6.2-1: Rough estimate of resolution requirements as a function of modelling detail

Model Class Smallest Scale Resolved Processes

Lumped-Parameter Models > 1 m Large-scale-averaged (quasi-)
thermodynamic balances

Statistical Turbulence Models 0.1 . . . 1 m Averaged flow quantities,
including momentum balances
excluding localized, rare events

Large Eddy Simulation
(LES)

0.01 . . . 0.1 m Non-linear unsteady motions,
including large-scale turbulence
excluding disspation scales

combustion scales
localized, rare events

Direct Numerical Simulation
(DNS)

10−5 . . . 10−2 m All processes and
full range of scales of
underlying continuum model

4.6.2.1 Under-resolved computations

The estimates in Table 4.6.2-1 demonstrate that the interplay of various physical mechanisms typically
occurs over a range of characteristic length (and time) scales. The non-linearity of the underlying gov-
erning equations dictates that processes occuring on different scales interact in a non-negligible fashion.
As a consequence, any numerical computation that does not resolve all the length scales described by its
model equations is generally bound to produce uncontrolled errors because it neglects the interactions
on and with the small, unresolved scales. In particular, a DNS based on the reactive Navier-Stokes equa-
tions cannot be expected to correctly represent the evolution of a combustion process if the smallest flow
and chemical reaction scales are not properly resolved. (As a rule of thumb, the grid Reynolds number,
Regr = uref∆/ν, with ∆ the computational grid size, should be or order unity or less.

Computations that do not satisfy this kind of criterion might, under special circumstances regarding initial
and boundary data, yield valuable insight. But they should be interpreted with extreme care and should
not be accepted as DNS in the original sense of the term.

4.6.3 Reproducibility and Predictability

The interpretation of the results of computational modelling must take into account the statistical nature
of the processes modelled. It may be found found, for example, from the experiments to be reported in
Chapter 5 that some experimental set-ups and combustible mixtures lead to very reproducible high-speed
combustion events, whereas more marginal mixtures and only slightly obstacle-loaded configurations
tend to produce large fluctuations in terms of the resulting overall flow fields. Importantly, there is, at
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best, a weak correlation between the violence of an event and its marginality.

As one tries to narrow down the boundaries of existence of detonation and high-speed deflagration one
must deal with increasingly marginal mixtures. Predictive modelling then requires a drastically increased
amount of detail as well as the recognition of the very different statistical nature of turbulent combustion
in these regimes. Among, say, 100 benign cases of combustion there may still be a few cases where
transition to detonation occurs and effective structural loads are an order of magnitude larger than the
average ones. We are not aware of a reliable modelling approach that would allow incorporation of such
rare but important events and would still be comparable in complexity with standard statistical models
of turbulence and turbulent combustion. Hence there is a demand for sophisticated DNS and LES tools.

4.6.4 Complex Geometries and Scaling

There is currently a principal difficulty in the context of model validation that is related to the scaling
issues discussed in Section 4.5.1.1. None of the existing subgrid-scale turbulence closures is rigorously
derived from first principles, i.e., from the original governing equations. One may thus expect that
the similarity laws associated with the non-dimensional characteristic quantities, such as the Reynolds,
Peclet, Mach, Froude, and Damköhler numbers will generally not be perfectly satisfied by the resulting
effective models. As a consequence, one finds that application of one and the same model to geometri-
cally similar but differently sized systems requires adjustment of a number of free modelling parameters.
This is a highly non-negligible issue in nuclear reactor safety, because there are only very experimental
set-ups of a geometrical size comparable to a real reactor containment.

The upscaling or downscaling of computational results therefore must be considered an unresolved ques-
tion to this date. The availability of experimental results for geometrically exactly similar, but resized
set-ups would be of outmost value for model validation.

There is another more subtle issue related to this same problem area: One typical and important way
of validating a numerical flow solver is to perform convergence studies with respect to grid refinement.
One considers one and the same physical situation and increases the numerical resolution (= decreases
the mesh size) in a sequence of computations. Ideally, the results obtained should converge to the same
limiting fields at a rate that depends on the order of accuracy of the numerical discretizations employed.
Consider now a full-fledged simulation of a nuclear reactor containment. Such a simulation will typically
include subgrid-scale models for small-scale obstacles and solid structures, as described in Section 4.2.5.
Now, upon grid refinement the size of the smallest resolvable obstacle decreases in proportion with the
mesh size. As a consequence, the underlying continuum problem that one is trying to solve changes, and
the notion of “convergence” must be reconsidered.

In fact, there are at least two principally different interpretations of convergence:

• Convergence in a practical sense would postulate that the subgrid-scale models be applied only
to the unresolved scales on any given grid. A convergence criterion would then require that the
results of a fine-mesh computation, when restricted to the former coarse-grid, yield the same grid
cell averages as did the coarse grid computations. Notice, however, that under this strategy more
and more of the small-scale geometrical features of obstacles becomes resolved on the grid—the
smallest resolved features corresponding to a fixed number of grid cells. Numerical truncation
errors on the small-scale level will then not decrease with grid refinement and convergence in the
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sense of numerical analysis is not achieved.

• A sound convergence study in the sense of numerical analysis would, in contrast, fix the continuum
problem to be solved and then study the solution behaviour as the grid is refined. In particular, it
would be decided once and for all of the compared computations which obstacles would be resolved
and which ones be represented only by subgrid-scale models. This classification would not change
with grid refinement. This latter approach is somewhat counter-intuititive and not widely used, but
it is the only approach allowing one to verify that numerical truncation errors diminish with grid
refinement.
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[4.74] D. Veynante, A. Trouvé, K. N. C. Bray and T. Mantel, Gradient and Countergradient Scalar
Transport in Turbulent Premixed Flames. Journal of Fluid Mechanics, Vol. 332, 1997, 263–293.
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[4.110] R. Löhner, K. Morgan, J. Peraire and M. Vahdati, Finite Element Flux Corrected Transport
(FEM-FCT) for the Euler and Navier-Stokes Equations. International Journal for Numerical
Methods in Fluids, Vol. 7, 1997, 1093–1109.

[4.111] E.S. Oran and J.P. Boris, Numerical Simulation of Reactive Flow. Elsevier Science Publ.,
New York, 1987.

4.78



[4.112] P. D. Lax and B. Wendroff, Systems of Conservation Laws. Communications in Pure and
Applied Mathematics, Vol. 13, 1960, 568–582.

[4.113] H. Bijl and P. A. Wesseling, Unified Method for Computing Incompressible and Compress-
ible Flows in Boundary-Fitted Coordinates. Journal of Computational Physics, Vol. 141, 1998,
153–173.

[4.114] K.J. Geratz, R. Klein, C.-D. Munz and S. Roller, Multiple Pressure Variable (MPV) Approach
for Low Mach Number Flows Based on Asymptotic Analysis. In Flow Simulation with High-
Performance Computers II. DFG Priority Research Programme Results . ( E. H. Hirschel,
(editor)), Notes on Numerical Fluid Mechanics, Vol. 53. Vieweg Verlag, Braunschweig, 1996.

[4.115] S. Roller, C.-D. Munz, K.J. Geratz and R. Klein, The Extension of Incompressible Flow
Solvers to the Weakly Compressible Regime. Theoretical and Numerical Fluid Dynamics, 1999,
submitted for publication.

[4.116] D. N. Williams, L. Bauwens and Elaine S. Oran, Detailed Structure and Propagation of Three-
Dimensional Detonations. In 26th Symposium (International) on Combustion. The Com-
bustion Institute, Pittsburgh, PA, USA, 1996, 649–657.

[4.117] B. Einfeldt, On Godunov-Type Methods for Gas Dynamics. SIAM Journal of Numerical Anal-
ysis, Vol. 25, 1988, 294–318.

[4.118] P. Colella, A. Majda and V. Roytburd, Theoretical and Numerical Structure for Reacting Shock
Waves. SIAM Journal of Scientific and Statistical Computing, Vol. 7, 1986, 1059–1080.

[4.119] R. B. Pember, Numerical Methods for Hyperbolic Conservation Laws with Stiff Relaxation I.
Spurious Solutions. SIAM Journal of Applied Mathematics, Vol. 53, 1993, 1293–1330.

[4.120] R.J. LeVeque and H.C. Yee, A Study of Numerical Methods for Hyperbolic Conservation Laws
with Stiff Source Terms. Journal of Computational Physics, Vol. 86, 1990, 187–210.

[4.121] A. C. Berkenbosch, R. Kaaschieter and R. Klein, Detonation Capturing for Stiff Combustion
Chemistry. Combustion Theory and Modelling, Vol. 2, 1998.

[4.122] A. J. Chorin, A Numerical Method for Solving Incompressible Viscous Flow Problems. Journal
of Computational Physics, Vol. 2, 1967, 12–26.

[4.123] A. J. Chorin, Numerical Solution of the Navier-Stokes Equations. Mathematics of Computation,
Vol. 22, 1968, 745–762.

[4.124] A. J. Chorin, On the Convergence of Discrete Approximations to the Navier-Stokes Equations.
Mathematics of Computation, Vol. 23, 1969, 341–353.

[4.125] J. Lang, Adaptive Incompressible Flow Computations with Linearly Implicit Time Discretiza-
tion and Stabilized Finite Elements. In Computational Fluid Dynamics ’98 . ( K.D. Papailiou,
D. Tsahalis, J. Periaux, C. Hirsch and M. Pandolfi, (editors)), John Wiley & Sons, New York.
1998.

[4.126] R. Rannacher, On Chorin's Projection Method for the Incompressible Navier-Stokes Equations.
In The Navier-Stokes Equations II—Theory and Numerical Methods . ( J. G. Heywood,
(editor)), Vol. number 1530 in Lecture Notes in Mathematics. Springer Verlag, Berlin, 1992,
167–183.

4.79



[4.127] K. C. Karki and S. V. Patankar, Pressure Based Calculation Procedure for Viscous Flows at all
Speeds in Arbitrary Configurations. AIAA Journal, Vol. 27, 1989, 1167–1174.

[4.128] C. M. Rhie, Pressure-Based Navier-Stokes Solver Using the Multigrid Method. AIAA Journal,
Vol. 27, 1989, 1017–1018.

[4.129] W. Shyy, Elements of Pressure-Based Computational Algorithms for Complex Fluid Flow and
Heat Transfer. Advances in Heat Transfer, Vol. 24, 1994, 191–275.

[4.130] P. Haldenwang, J. Daou, B. Denet and C. Nicoli, Low Mach Number Combustion Modelling
for Droplet and Spray. presented at 5th Intl. Conference on Numerical Combustion, SIAM,
York, UK, March 30 - April 1, 1998, 1998.

[4.131] R. I. Issa, A. D. Gosman and A. D. Watkins, The Computation of Compressible and Incom-
pressible Recirculating Rlows by a Non-Iterative Implicit Scheme. Journal of Computational
Physics, Vol. 62, 1986, 66–82.

[4.132] R. S. Cant and K. N. C. Bray, A Theoretical Model of Premixed Turbulent Combustion in
Closed Vessels. Combustion and Flame, Vol. 76, 1989, 243–263.

[4.133] R. S. Cant and K. N. C. Bray, Strained Laminar Flamelet Calculation of Premixed Turbulent
Combustion in a Closed Vessel. In 22nd Symposium (International) on Combustion. The
Combustion Institute, Pittsburgh, PA, USA, 1988, 791–799.

[4.134] J. B. Bell and D. L. Marcus, A Second-Order Projection Method for Variable-Density Flows.
Journal of Computational Physics, Vol. 101, 1992, 334–348.

[4.135] M. Lai, J. B. Bell and P. Colella, A Projection Method for Combustion in the Zero Mach
Number Limit. AIAA paper, 93-3369, 1993.

[4.136] J. van Kan, A Second-Order Accurate Pressure-Correction Scheme for Viscous incompressible
flow. SIAM Journal of Scientific and Statistical Computing, Vol. 7, 1986, 870–891.

[4.137] P. M. Gresho, R. L. Sani and M. Engelman, Incompressible Flow and the Finite Element
Method. John Wiley & Sons, New York, 1991.

[4.138] A.S. Almgren, J.B. Bell, P. Colella, L.H. Howell and M.L. Welcome, A Conservative Adaptive
Projection Method for the Variable Density Incompressible Navier-Stokes Equations. LBNL
Preprint, Vol. 39075 UC-405, 1996.

[4.139] M. J. Berger and P. Colella, Local Adaptive Mesh Refinement for Shock Hydrodynamics.
Journal of Computational Physics, Vol. 82, 1989, 67–84.

[4.140] R. B. Pember, P. Colella, L. H. Howell, A. S. Almgren, J. B. Bell, K. C. Kaufman, W. A.
Fiveland and J. P. Jessee, The Modeling of a Laboratory Natural Gas-Fired Furnace with a
Higher-Order Projection Method for Unsteady Combustion. LBNL Preprint, Vol. LBNL-38800,
1996.

[4.141] P. Bailly and M. Champion, Counter-Gradient Diffusion in a Confined Turbulent Premixed
Flame. Physics of Fluids, Vol. 9, 1997, 766–775.

[4.142] P. Clavin, Dynamic Behavior of Premixed Flame Fronts in Laminar and Turbulent Flows.
Progress in Energy and Combustion Science, Vol. 11, 1985, 1–59.

4.80



[4.143] I. Chern and P. Colella, A Conservative Front Tracking Method for Hyperbolic Conservation
Laws. UCRL-97200, Lawrence Livermore National Laboratory, 1987.

[4.144] A. Bourlioux and A. J. Majda, Theoretical and Numerical Structure for Two-Dimensional
Unstable Detonations. Combustion and Flame, Vol. 90, 1992, 211–229.

[4.145] R. J. LeVeque and K.-M. Shyue, Two-Dimensional Front Tracking Based on High Resolution
Wave Propagation Methods. Journal of Computational Physics, Vol. 123, 1996, 35–368.

[4.146] P. Terhoeven, Ein numerisches Verfahren zur Berechnung von Flammenfronten bei kleiner
Mach-Zahl [A Numerical Method for Flame Front Tracking at Low Mach Numbers]. PhD
thesis, RWTH Aachen, 1998.

[4.147] B. T. Helenbrook, L. Martinelli and C. K. Law, A Numerical Method for Solving Incompress-
ible Flow Problems with a Surface of Discontinuity. Journal of Computational Physics, Vol.
148, 1999, 366–396.

[4.148] P. Deuflhard and A. Hohmann, Numerical Analysis. A First Course in Scientific Compu-
tation. W. de Gruyter, Berlin, New York, 1995.

[4.149] G. Strang, On the Construction and Comparison of Difference Schemes. SIAM Journal of Nu-
merical Analysis, 1968, 506–517.

[4.150] U. Maas and S. B. Pope, Simplifying Chemical Kinetics: Intrinsic Lower Dimensional Mani-
folds in Composition Space. Combustion and Flame, Vol. 88, 1992, 239–264.

[4.151] U. Maas and S. B. Pope, Implementation of Simplified Chemical Kinetics Based on Intrin-
sic Low-Dimensional Manifolds. In 24th Symposium (International) on Combustion. The
Combustion Institute, Pittsburgh, PA, USA, 1992, 103–112.

[4.152] U. Maas and S. B. Pope, Laminar Flame Calculations Using Simplified Chemical Kinetics
Based on Intrinsic Low-Dimensional Manifolds. In 25th Symposium (International) on
Combustion. The Combustion Institute, Pittsburgh, PA, USA, 1994, 1349–1359.

[4.153] S. H. Lam and D. A. Goussis, The CSP Method for Simplifying Kinetics. International Journal
of Chemical Kinetics, Vol. 26, 1994, 461–486.

[4.154] H. S. Lam, Reduced Chemistry Modeling and Sensitivity Analysis. In Aerothermochemistry
for Hypersonic Technology 1994-1995 . ( D. Olivari, (editor)). The von Karman Institute,
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5. EXPERIMENTS AND MODEL VALIDATION�

5.1 Introduction

In order to apply the models presented in the previous chapter, effort has to be put on the validation of the
developed numerical tools. The final objective for all tools developed in this context is to estimate the
danger potential that can arise after a hypothetical release of hydrogen into the containment atmosphere
of a NPP. Therefore, the results of numerical simulations need to be comapared with basic experiments.

The first part of this chapter describes the test facilities that were used to investigate various combustion
phenomena. Although the experimental results, presented in this chapter, are not detailed enough to
be used as input data for independent numerical simulations, they are intended to give code developers
a comprehensive overview of what kind of experiments were performed in various test facilities. In
particular, shock-induced ignition and transition to detonation, accelerating flames in obstacle arrays,
and turbulent combustion in complex and large-scale geometries are addressed.

The second part of this chapter deals with the state of simulating hydrogen combustion phenomena as
they are currently applied. A comparison of the state of the art in the application versus the state of the
art of what is theoretically possible as shown in Chapter 4 shows that there is still a wide gap between
the two. This is mainly related to the lack of sufficient computing memory and run time. Nevertheless,
with increasing concerns regarding the system safety, the demand for more detailed and sophisticated
modelling increases as well. However, for most of the everyday engineering tasks, it would be ineffective
and unnecessary to employ the most-advanced and most-complex modelling tools. A compromise is to
compile a hierarchy of models with an increasing level of detail, starting from coarse-grained lumped-
parameter codes up to combustion modelling in Reynolds-averaged Navier-Stokes (RNS) field codes.
The latter are concerned with computer resources, the most common method of simulating turbulent
combustion today.

The examples of code validation presented in the second part of this chapter show the potential of a
specific combustion model implemented in a certain type of code. An exemplary list of selected codes
– classified into the categories lumped parameter, hybrid CFD-lumped-parameter, and CFD-Codes – is
shown.

� Andreas Eder is the lead author for Chapter 5.
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5.2 Experiments for Code Validation

5.2.1 Shock Reflections and Focusing �

5.2.1.1 Preliminary remarks

The problem of shock (or blast) waves reflections and focusing in combustible media is one of the key
problems of DDT phenomena. Up to now, a representative review of main experimental and theoretical
results (e.g., [5.1 – 5.17]) in this field does not exist.

5.2.1.2 Experimental set-up and description of the reflectors used

3D reflectors. The experiments on shock focusing near 3D reflecting endplates were conducted in a
horizontally placed laboratory shock tube. A general scheme of the experimental set-up in [5.3, 5.4,
5.12 – 5.14] is shown in Figure 5.2.1.2-1. The low-pressure chamber (LPC) had a circular cross-section
diameter of D = 54 mm and the high-pressure chamber (HPC) was 50 mm in diameter. The lengths of
LPC and HPC were 1 m and 0:5 m respectively. The initial pressure in LPC, p1, was varied in the range
0:8 to 6 bar. The maximum pressure in HPC reached p4 = 100 bar. Helium, nitrogen, and argon were
used as driver gases. Initially, the HPC was separated from the LPC by a hermetically mounted bursting
membrane. Six reflectors of various shapes were available in the experiments. The end part of the
LPC was properly designed to allow easy replacement of the reflector, including the installation of the
plane-surface end flange. The photographs and charts of the reflectors used are presented in Appendix
C in Figures. C.3.1(a-e).

These 3D surfaces can be described as follows: two cones with a length/diameter ratios L=D = 1:5 and
0:5 respectively (Figures C.3.1 a,b); two parabolic reflectors with length/diameter ratios L=D = 1:5 and
0:5 respectively (Figures. C.3.1 c,d); pyramid with 90Æ angles between the top ridges and ratio of the
height L to the diameter D of base-inscribed circle being 0.7 (Figure C.3.1e). The same experimental
procedure for 3D spherical reflectors was used in Reference [5.8], but in that work, the cross-section of
spherical cavity (F) was only part of the full channel cross-section as in the scheme shown in Figure
C.3.1.f.

2D reflectors. The tests on shock focusing near 2D reflecting end plates were realized in laboratory
shock tubes with a rectangular cross-section [5.3,5.4,5.12,5.13,5.15]. The geometry of used 2D reflectors
and the scheme for the arrangement of pressure and radiation gauges are shown in Figure 5.2.1.2-2. The
displacement of 2D reflectors was the same that used in Reference [5.6] and [5.8]. As shown in Figure
C.3.2 the reflecting wedge did not fully cover the channel cross-section. The exhaustive information
about main initial parameters in different series of experimental research is presented in Table 5.2.1.2-1.
The table contains information about the type of gaseous mixture, volume concentration of H 2 (% H2),
type of reflectors used, size of the cross-section of the test channel S t, range of initial pressure p0, length
of reflector Lr, content of nitrogen in the mixture, volume concentration of steam (% H2O ), initial
temperature T0, and ratio of reflector-covered area ( F ) to the cross-section of the test channel F=S t.

�Contributed by Professor B. E. Gelfand
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Figure 5.2.1.2-1 Scheme of the shock tube and the arrangement of the pressure and temperature
measurement systems

Figure 5.2.1.2-2 The main 2D reflectors and the scheme for the arrangement of pressure and
radiation gauges
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Table 5.2.1.2-1 Main initial parameters of shock focusing research

Mix %H2 Refl. St [mm2 ] P0[bar] L [mm] N2=O2 %H2O T0 [K] F=St [ref]

2H2 +O2 66% wedge

15Æ ,30Æ ,45Æ
90 � 90 0.05 - 0.2 12.7 - 60 0 0 293 < 100% [5.6]

H2 + Air 15% - 60% cylinders / radii

17; 25; 50 mm,

45
Æ wedge angle

34 � 50 1.0 - 3.0 L = R

R = 36 mm

3.76 0 293 < 100% [5.12,5.13,5.15]

H2 + Air 15% - 60% sphere:

R = 27 mm
cone:

R = 27 mm

parabola:

R = 27 mm

pyramid

� � 54
2=4 1.0 - 3.0 L=D = 1:0

L=D = 0:5; 1:0

L=D = 0:7

3.76 0 293 < 100% [5.13]

H2 +
Air

2H2+
O2

15% -
60%

66%

cylinders / radii

15; 22; 24 mm

90 � 90 0.04 - 0.14 L= R 2.0 - 7.0 0% - 30% 293 - 393 9% - 28% [5.8]

2H2 +O2 66% sphere:

R = 35:7 mm

cylinder:

R = 22:5 mm

� � 78
2=4

45 � 40

0.1 - 0.5 L = 78 mm

L = R

0 0 293 83%

100%

[5.9]

5.2.1.3 Shock wave intensity, self-ignition regimes, mixture composition, and reflector type

A strong dependence was found experimentally between mixture composition and the type of reflectors
installed near the end plates of the ignition-test shock tubes and the resulting shock wave intensity
corresponding to different self-ignition regimes. Here, we discuss some important related observations.

3D reflectors One can plot the experimental dependence of Mach numbers corresponding to different
self-ignition regimes in the mixture composition for each reflector used. A conical reflector L=D = 1:5

was chosen as a basis for the comparison. The dependence corresponding to this reflector is shown in
Figure 5.2.1.3-1. A no-ignition region is shown below the curve 1. Curve 2 corresponds to the start of
the self-ignition, which results not necessarily in flame front formation and propagation. Nevertheless,
region A between curves 1 and 2 is potentially hazardous. Only the detonation-like strong ignition
regimes take place in region C above the curve 3. Region B between curves 2 and 3 is responsible
for mild ignition. As the ignition model approaches curve 3, it becomes transient and, finally, strong.
These curves are U-shaped. Region B is extended when the hydrogen concentration approaches the
limits. This is important for hazard assessments. Also, it is to be noted that stoichiometric mixtures are
ignited at the reflection of shock perturbations propagating with a Mach number of about Mmin = 1:1.
Therefore, a flame front moving with a velocity 330 m/s generates pressure disturbances that correspond
to this shock wave intensity. These disturbances, being reflected from the obstacles, can cause secondary
ignition, thus favouring the escalation of explosion.

Now let us consider the parabolic reflector with the same ratio L=D = 1:5. These data are presented
in Appendix C, Figure C.3.3a. The results of conical and parabolic reflectors (L=D = 1:5) are similar
to each other except that for a parabolic reflector, the transition to strong ignition takes place at higher
Mach numbers. Data for 3 reflectors with L=D < 1 are shown in Figure C.3.3 (b-d) of Appendix C.
The incident shock wave Mach numbers at which self-ignition takes place are higher than those for the
reflectors described above. This effect is more pronounced for near-limit mixtures. When the L=D ratio
of the conical reflector changes from 1.5 to 0.5 (mixture with 15% H2), the transient mode is replaced by
the mild one at Mmin = 2:13, and, the strong regime changes to transient at Mmin = 2:29. Note that the
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range of Mach numbers M = 0:9 to 1:0 is typical for the mild ignition regimes for near-limit mixtures
(M =Mtr�M+), where Mtr andM+ are respectively the Mach number corresponding to the transient
regime of self-ignition and to the appearance of the self-ignition). This range is narrower for the 2D
reflectors and is equal toMmin = 0:2 to 0:5. Another specific feature of the ignition at the reflectors with
L=D < 1 is the expansion of the domain of the mild ignition for stoichiometric mixture. For example, the
strong mode occurs atMmin = 1:9 for the pyramid, whereas the coneL=D = 1:5 requiresMmin = 1:39.
The experiments performed confirm the conclusion [5.8] about the independence of critical shock wave
intensity (i.e., Mach number) on the initial pressure in the range of 1 to 5 bar. The same results were
obtained in tests conducted with a spherical reflector and described in Reference [5.8]. The domains
of main explosion regimes are presented in Figure 5.2.1.3-2 for stoichiometric H2 + O2 mixture in the
range of initial pressure p0 = (0:3 to 14) kPa. Figure 5.2.1.3-3 demonstrates the dependence of low
boundary of detonation domain for H2 + air on mixture composition at elevated initial temperature.
Figure 5.2.1.3-4 confirms the weak influence of initial pressure on the value of minimal Mach numbers
for shock wave triggering detonation by focusing of the shock wave. Figures 5.2.1.3-5 and 5.2.1.3-6
represent the inhibition of self-ignition near spherical reflectors with additives of nitrogen or steam in a
gaseous mixture.

2D reflectors. The tests performed allow us to present the dependence of the critical Mach numbers
upon mixture composition and also for 2D reflectors. The typical dependence is presented in Figure
5.2.1.3-7 for a cylindrical reflector with radius of curvatureR = 17 mm. No ignition occurs in the region
below line 1. Zone A between lines 1 and 2 corresponds to the spotty ignition regime. Zone C above
line 3 is responsible for the detonation explosive regime. In region B, between curves 2 and 3, transition
regimes were observed. All 13 curves have a U-shaped form that is responsible for a known dependence
of critical ignition and detonation parameters upon the mixture composition. A similar dependence was
obtained for cylindrical reflectors with R = 25 mm, R = 50 mm, and for dihedral corner reflector 2,
4, 5 (see Figures C.3.4 a-c in Appendix C). The comparison of results for plane shock focusing at 3D
(hemispherical) and 2D (cylindrical) reflectors is shown in Figure 5.2.1.3-8. As stated earlier, line 13
divides zones A;B;C for reflector R = 17 mm. Lines 1, 2, 3 demonstrate a significant decrease of
critical Mach numbers at which the spotty and transition ignition regimes take place in the case of 3D
reflectors. To summarize, the following observations are made from the results of these tests:

1. Shock or blast wave focusing, [5.18], inside 2D or 3D cavities essentially extends the range of
parameters of pressure waves that can trigger explosion phenomena in H2 + air mixtures.

2. The critical conditions for self-ignition in H2 + air mixtures are determined for the wide nomen-
clature of focusing cavities. Three-dimensional cavities with conical and parabolic geometry are
the most efficient for self-ignition in H2 + air mixtures.

3. The dependence of critical Mach numbers responsible for self-ignition and the transition between
ignition modes on the mixture composition have a characteristic U-shape.

4. Initial pressures in a range 0:1 to 5 bar do not affect the critical Mach number.
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Figure 5.2.1.3-1 The incident shock Mach numbers corresponding with various modes of self-
ignition versus hydrogen-air mixture composition. Reflector Cone L=D = 1:5. Curve 1 shows no
ignition; curve 2 shows mild ignition with hot spot formation; curve 3 shows strong ignition; A
shows the danger zone, where there is a possibility of ignition in the hot spots type; B shows the
region of the mild-to-strong transient ignition; and C shows strong ignition zone.
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Figure 5.2.1.3-2 The influence of pressure on main self-ignition regimes near hemispherical
reflector in 2H2 +O2 mixture

Figure 5.2.1.3-3 The influence of mixture composition on self-ignition near 3D reflector
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Figure 5.2.1.3-4 The influence of pressure on detonation domain boundary in 30% H 2 + 70% air
mixture

Figure 5.2.1.3-5 The influence of N2=O2 ratio on detonation domain boundary
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Figure 5.2.1.3-6 The influence of steam additive on detonation domain boundary

Figure 5.2.1.3-7 The critical incident shock Mach number versus the H2-air mixture composition,
spherical reflector R17. The regions A, B, and C and the curves 1, 2, and 3 correspond to Figure
5.2.1.3-8 for reflector R27.
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Figure 5.2.1.3-8 The critical incident shock Mach number versus the H 2-air mixture composition,
spherical reflector R27. The regions A, B, and C and the curves 1, 2, and 3 correspond to Figure
5.2.1.3-7 for reflector R17.
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5.2.1.4 Preliminary calculations of pressure and temperature time histories during shock wave
focusing

The probability of self-ignition and the type of the subsequent mode of combustion in a reactive mixture
depend on the change of temperature and pressure in space and time. From preliminary computations
described in References [5.4,5.6,5.9 – 5.11,5.16,5.17], it follows that focusing of shock waves in a cavity
causes fast changes of temperature and pressure in time, which are not typical of normal reflection at a
flat surface. The sizes of the “hotest” zones, together with fields of pressure and temperature inside them,
become larger after a series of complex interactions between reflected and attached wave structures.
Thus the history of explosion regime depends on a ratio of characteristic times both linear gas dynamic
scales and chemical processes. In particular, the time at which increased temperature � will occur in a
local zone corresponds to a certain extent with the characteristic time of a chemical reaction �.

At � < � ignition will not occur.

At � > � ignition takes place in a local zone of the size Æ.

At small Æ the transition from deflagration to detonation is unlikely. Then the outcome of the devel-
opment of explosion processes because of focusing of shock waves depends on the linear sizes of the
focusing cavities. Another aspect of applying a numerical modelling technique to a problem under con-
sideration is an investigation of complex wave dynamics during the self-ignition process under focusing
conditions. It allows one to predict the “points of interest”, i.e., positions of probes where the flow
reveals specific features, and therefore, significantly facilitates the experimental method. With this aim,
a special computer code was elaborated. The code uses a set of 2D Euler gas dynamics equations of
conservation, coupled with a detailed scheme of chemical reactions between hydrogen and air. The
Lax-Wendroff solution method was used, together with the flux-corrected transport (FCT)-algorithm for
shock capturing. The chemical part of the solution was computed using the CHEMKIN package. To
resolve the peculiarities of a flow near reflection surfaces, a special procedure of grid refinement was
used. The code was verified by results of experimental findings shown above, and known theoretical and
experimental data on the subject done by other authors.

An example of the preliminary calculation results is presented in Figures 5.2.1.4-1 and 5.2.1.4-2. The
case considered is a computer visualization of an initiation of a combustion regime. Figure 5.2.1.4-1
presents a computer shadow-graph of the combustion process (i.e., modulus of density gradients), and
Figure 5.2.1.4-2 shows pressure spatial distributions for inert and reactive cases (lower and upper parts
of the pictures), respectively. The case considered has the following initial conditions: p0 = 0:0263

MPa, T0 = 293 K, initial shock Mach number M = 2:0. The mixture used was 15 % H2 + 85 % air
(reactive case) and 15 % H2 + 85 % N2 (inert case). Frames are presented after each 10 �s. Spatial
sizes are shown in centimetres. The first four frames are the same both for inert and reactive cases. It is
especially evident from Figure 5.2.1.4-2 that ignition takes place in the time interval between the fourth
and fifth frames. After that, a fast combustion mode starts to propagate in the direction opposite to the
gas flow. The temperature at the front is about 2400 K, and the temperature in the combustion products
is steady at about 2000 K. The following specific features of the process could be noted:

1. A combustion wave accelerates fast (in 25 mm) after the primary explosion occurs. Further
propagation proceeds at approximately the same radial speed.

2. The pressure distribution at the front is very non-uniform. Along the reflector boundaries, at the
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Figure 5.2.1.4-1 Combustion simulation of shock focusing
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Figure 5.2.1.4-2 Pressure distribution
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point where the reflection of incident shock wave changes its mode from a Mach number to a
regular number, a sharp pressure rise is detected. Thus at the time that the combustion front leaves
the reflection cavity (7th frame), the region with maximal pressure is located at the borders of the
reflector.

3. At the same time (7th frame) behind the flame front in the combustion products, a secondary shock
wave reaches its axis of symmetry (see Figure 5.2.1.4-1). This wave is formed at the point where
the reflection mode changes.

Thus the combustion wave that leaves the reflection cavity has a noticeable non-uniform spatial structure.
Evidently, at later times, depending on the size of a channel and the reactivity of the mixture, the wave
can be transformed into a detonation with cellular structure.

5.2.1.5 Investigation of H2 + air flame propagation and DDT in a channel with multi-
dimensional end plates

As a logical final stage of separate research on shock waves focusing phenomena and fast deflagration in
the congested area, a set of combined tests was performed in a cylindrical tube channel (filled by H 2-air)
with a partially obstructed part and a multi-dimensional end plate. Three main regimes of loading from
explosive combustion of H2 - air mixtures near the obstructed space were distinguished on the basis of
tests performed [5.14]:

First Regime: At a hydrogen concentration in air of 20% by volume, a non-decaying quasi-steady
complex (QC) is emitted from the congested space. This complex consists of the pressure wave
(SW1), followed by a combustion zone (FF1). The speeds of SW1 and FF1 are close to each other.
The reflection of the QC at the end wall causes a reflected wave (RW) to appear in the combustion
products, and the loading process does not depend on the reflector type.

Second Regime: At hydrogen concentrations in air in the range of 15% to 20% by volume, a decoupling
complex, consisting of a shock wave (SW2) + decelerating delaying flame front (FF2), is emitted
from a congested part of the channel. The reflection of SW2 results in reflected shock wave RSW
moving in the unburned mixture ahead of flame front FF2. The reflection of SW2 at the flat end
wall is not accompanied by additional self-ignition phenomena. Instead of that the reflection at the
concave reflector gives the rise to secondary explosion waves (SEWs) or DDT from exothermic
centres created by focusing SW2 inside the non-flat reflector. Other variants of the mentioned
complex focusing briefly near an elliptical end plate are described without detailed analysis is
described in Reference [5.19].

Third Regime: At hydrogen concentrations in air below 10% to 11% by volume, the speed of the
deflagration front (FFi) inside a congested space is sufficient only for supporting a weak compres-
sion wave before the flame front in the congested part and a fan of acoustic waves ahead of the
decelerating flame (FF3) in free space. The reflection of these waves at any type of reflector does
not lead to the significant effect on the overall pressure increase during combustion in a channel.
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5.2.1.6 Common conclusions

1. The shock (blast) wave-type disturbances with Mach numbers of M < 1:2 being reflected from
focusing surfaces and the obstacles cannot cause secondary ignition.

2. The shock (blast) wave-type disturbances with Mach numbers of 1:2 < M � 1:4 being reflected
from the obstacles and concave surfaces can cause secondary ignition, thus favouring the escalation
of explosion.

3. The shock (blast) wave-type disturbances with a Mach number of M > 1:4 being reflected from
the obstacles can cause the detonation initiation in the vicinity of reflecting surfaces.

5.2.1.7 Experimental verification of reaction kinetic models relevant to self-ignition phenomena

The transition from deflagration to detonation of the hydrogen-air system and the hydrogen-water (steam,
fog)-air system depends on the physico-chemical properties of an explosive mixture, the characteristics
of the ignition process, and the interaction of ensuing deflagration waves with the environment. Critical
for failure of the containment will be the pressure and time history and the resulting effective structural
load. Recent investigations of theH2-air (orO2) self-ignition [5.20 – 5.26] have shown that the measured
ignition delay times are partially in contradiction with the calculated data obtained with the established
kinetic mechanism. Up to now, it has been assumed that the kinetic mechanism of the hydrogen-air
system is one of the best-known reaction schemes [5.27 – 5.31]. However, the experimental results from
References [5.20 – 5.22] and [5.32 – 5.34] show that in the region of “low” temperatures and also in the
region of practically interesting high-pressure deviations of calculated and measured ignition delay times
of more than 2 orders of magnitude occur. Figure 5.2.1.7-1 shows the typical example of the dependence
of the ignition delay time �i on pressure p for different calculations and experiments in the form of a
diagram �i = f(p) at a fixed level of temperature T = const: ( T = 1000 K for Figure 5.2.1.7-1).

There seems to be good agreement between theory and experiment for p < 3 bar, whereas for higher
pressure, the devations are unacceptable. Figure 5.2.1.7-2 indicates a similar behaviour for the standard
dependence of ignition delay times �i = f(T ) at p = const:. The �i-values predicted for T < 1100 K are
up to 10 times longer than those that were experimentally observed. The same results were obtained by
comparison of calculated and measured values of � i taken behind oblique shock waves in stoichiometric
H2-air mixtures [5.30, 5.35].

The same features are typical for H2�O2 mixtures. Figure 5.2.1.7-3 compares calculated and measured
values of �i [5.20, 5.24] as a function �i = f(p) for several fixed levels of temperature in range
800 K < T < 1200 K. The figure also shows some experimental points representing � i = f(p; T ).
Numbers at the data points specify the temperature at which the corresponding � i values were measured.
The summary of these results, including recent data from Reference [5.29] is as follows:

� At T � 700 K�800 K, the measured �i value differs from calculated values by a factor ofO(103).

� At T � 800 K� 900 K, the difference amounts to a factor of O(102).

� At T � 900 K� 1000 K, the difference is more than tenfold.

� At T > 1100 K, the calculated dependence �i = f(p; T ) agrees satisfactorily with the measured
results.
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The comparison of the calculated and measured dependence of � i = f(p; T ) shows that available kinetic
schemes fail to give a correct prediction for reactivity ofH2-air andH2-O2 mixtures in definite p=T ranges
even when the latest recommended rate constants from, say, Reference [5.36] are used for the elementary
reactions. For the DDT process, this observation is of greatest importance because it demonstrates the
evidence for substantially higher reactivity of H2-N2-O2 mixtures at “low” temperature, ranging from
800 K to 1000 K at pressures p � 1MPa.

A further decisive influence is exerted by the high water vapour content present in the reactor containment
under conditions of failure. Self-ignition of this H2-air-steam mixture deviates from that of the H2-air
system. The calculated ratio �i(H2O)=�i = f(p; T; xH2O) at fixed levels of temperatureT = 860K; T =

1000 K; and T = 1100 K is presented in Figure 5.2.1.7-4. The time delay �i(H2O) applies to “humid”
H2-air systems. Some reasonable experimental data from Reference [5.37] are given in Figure 5.2.1.7-4.
A dotted line indicates a temperature T � 860 K and xH2O = 0:07�0:03. Again, as for “dry” mixtures,
the theoretical predictions deviate significantly from the experimental data. Theory predicts an inhibition
of self-ignition by addition of steam at a lower pressure than that used in the experiments.

Another important influence upon the physico-chemical processes in hydrogen oxidation is exerted by
additives of NOx;CO and CO2, which may be formed during reactor accidents. The NOx may be
produced by the projected spark-ignition systems, and carbon-oxides will occur subseqent to oxidation
of hydrocarbon compounds and concrete. The experimentally observed decrease of the � i value for small
amounts of NOx additives, 0:5% to 1%, can be predicted quite well for low-pressure self-ignition regime
at p < 10 bar as is shown in Figure 5.2.1.7-5. Accordingly, it is found experimentally, [5.23, 5.33], that
small (less than 1% by volume) additives of NO2 to the lean H2-air mixture reduce the lower detonation
limit from 15.5%H2 to 13%H2 (in a tube of 41 mm diameter). Additives ofCO did not change the value
of �i, but transformed the type of self-ignition from mild to strong, [5.33], and promoted DDT behind
the reflected shock wave. Additives of CO2 inhibit the self-ignition not only by increasing the �i value
but also by the transformation of strong self-ignition regime to mild regime, [5.34]. The dynamics of
self-ignition phenomena was practically the same in shock waves with constant pressure and temperature
and in blast waves with decreasing pressure and temperature, [5.32].

Figure 5.2.1.7-1 Ignition delay time �i = �i(p), T = 1000 K (calculations and different experi-
mental data)
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Figure 5.2.1.7-2 Ignition delay time �i = �i(T ), p = 12 bar (calculations and different experimental
data)
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Figure 5.2.1.7-3 Comparison of measured with calculated ignition delays for (a) 0:05H2 +0:95O2

and (b) 0:15H2 + 0:85O2 mixtures as functions of pressure at temperartures (1) 800 K, (2) 900 K,
(3) 1000 K, (4) 1100 K, and (5) 1200 K
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Figure 5.2.1.7-4 Influence of steam on self-ignition time delay of stoichiometric H2-air mixtures

Figure 5.2.1.7-5 Ignition delay time �i = �i(p), T = 1000 K; calculations were performed by
RWTH Aachen and by [5.14] in comparison to experiments by Slack
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5.2.1.8 Volumetric oxidation and operating temperature limit experiments

If a combustible mixture temperature is sufficiently high, the mixture may ignite without an external ig-
nition source. Even at temperatures below the “auto-ignition temperature”, chemical reactions occur that
would tend to change the mixture composition with time. In Reference [5.38] preliminary experiments
were conducted to determine the maximum vessel temperature that would result in the test mixture being
injected into a heated vessel without burning. A stoichiometric H2-air mixture at an initial pressure of
0:1 MPa was used for these experiments since it is the most sensitive mixture and thus would yield
the lowest temperature limit. The results suggest that no “significant” chemical reaction occurred at
T � 588 K. At T = 700 K, burning was observed in all cases, independent of mixture fill time. The
experimental results were compared with corresponding calculated “reaction time” using CHEMKIN, a
chemical kinetic code [5.39]. The measured time for ignition of the mixture upon injection was signifi-
canly shorter (about 1000 times) than the reaction times predicted by the CHEMKIN code. This indicates
that either wall effects, which are not modelled in the CHEMKIN calculation, play an important role in
the ignition of a mixture [5.20] or the constants used in the chemical kinetic equations are not accurate
at the initial pressure and temperature conditions of the experiment as described in Reference [5.39].

5.2.2 Flame Propagation in Obstructed Areas�

5.2.2.1 High-speed deflagration of gaseous mixtures

Usually, shock waves are generated if the combustion velocities in hydrogen-air mixtures exceed S >

100 m=s. However, it is a well-known fact that in any mixture of gaseous fuel and air, the normal flame
velocity un and visible flame velocity uv = �un are well below 100 m=s. Here � = �u=�b is the
expansion ratio, �u is the density of the unburned mixture, and �b is the density of combustion products.
The investigations in References [5.40 – 5.51] showed that velocities S > 100 m=s in hydrogen-air
mixtures can be achieved if forced turbulence of gaseous flow in an obstructed channel is used. The high
speed of flame propagation is associated with the increase of the surface burning because of turbulence at
obstacles. The kinetic differences in chemical processes in the case of combustion in obstructed channels
are not significant.

To study the effect of obstacles on gaseous combustion various systems were used: separate perforated
screens, a set of rods, spirals, and a system of screens with orifices. The obstacles were placed in a
channel with diameters up to 2:5 m and in volumes with cylindrical symmetry. A set of tests was done
in a series of concentric perforated spheres. The simplest types of obstructed channels are tubes with
repeated steps or obstacles, or rough tubes. These constructions were used for the investigations of
accelerating or quasi-stationary regimes of combustion with velocities S > a, where a is the speed of
sound in the unburnt mixture, in tubes with diameters d = 50 � 300 mm and lengths L = 3 � 12 m.
The appearance of pressure waves capable of causing self-ignition [5.40 – 5.51], expands the range of
dangerous situations and requires special investigations.

5.2.2.2 Main results of studies of explosion regimes

To select the method of investigation and determine the range of initial conditions for possible future
research, it is necessary to analyze the main results from previous studies on combustion regimes of
hydrogen-air mixtures in (fully or partially) obstructed volumes. Unfortunately, up to now most of the

�Contributed by Professor B. E. Gelfand
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Table 5.2.2.2-1 Initial experimental conditions from References [5.40 – 5.55]

P0[bar] T0 [K] %H2 %H2 = %CO2 %N2 L� Lobs BR Æ [mm] s [mm] s=Æ Lobs=s Obst.Type [ref]

1 293 10 � 45 0� 15 0� 15 9 3 0:28 � 0:6 50

150

300

50

150

300

1

1

1

60

20

10

spiral

rings

[5.42]

1 293 � 353 10 � 75 6� 40 6 3 0:29 � 0:7 66:6 35

60

81

120

140

242

325

490

0:52

0:9

1:2

1:8

2:1

3:6

4:87

7:35

85

50

37

25

21

12

9

6

rings [5.44]

[5.45]

[5.46]

1 293 � 353 10 � 62 0� 30 6:4 6:4 0:3 280 280 1 23 buffles [5.52]

1 293 � 400 12 � 20 0� 30 5:7 5:7 0:1 � 0:28 1500 1100

550

275

0:73

0:36

0:18

5

10

21

cylindr.

tubes

[5.48]

[5.49]

1 293 10 � 25 2 0:9

�1:35

0:5 � 0:71 54 50

�480

0:93

�0:89

12

24

rings [5.50]

1 293 10 � 25 12 6 0:6 350 500 1:43 12 rings [5.50]

1 293 9:8 � 12:5 34:6 34:6 0:3� 0:6 2300

�

2500

2500

5000

�

12

6

�

concr.

blocks

[5.51]

1 300 � 650 10 � 30 9� 25 21:3 21:3 0:43 270 270 1 78 rings [5.43]

[5.54]

[5.55]

data cited were from Reference [5.42]. Table 5.2.2.2-1 presents the data on the initial conditions in the
investigations [5.40 – 5.51] on fast combustion regimes in hydrogen-air mixtures for a wider spectrum
of tests.

The following information about combustible mixture properties is helpful for further discussion:

� normal flame velocity - un

� sound velocity in unburned mixture - a

� expansion ratio after burning - �

Figure 5.2.2.2-1 presents the dependence of the above-mentioned parameters on the hydrogen volume
content in air [5.46]. The values un and � characterize the ability of the reaction. The sound speed a is a
reference value for propagation regime classification in obstructed channels through the expression S=a.

The measurements in Reference [5.42] showed that the main parameter responsible for flame propagation
velocity is the composition of the mixture. Figures 5.2.2.2-2 and 5.2.2.2-3 show the dependence of flame
velocity in hydrogen-air mixtures in a channel containing obstructed and smooth parts. The obstructed
part has blockage ratios of BR = 0:4 to 0:6. The volume fraction of hydrogen was varied in a range
10% to 30%, but for practical applications the data with hydrogen content 10% to 20% are especially
important. No detonation was obtained for mixtures with hydrogen volume fractions of < 12%, but at a
length of � 1m, the acceleration of a flame up to a quasi-steady value of S � 700m=s was detected; i.e.
S=a > 1.
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Subsonic regimes of fast deflagrations were pointed out in mixtures with hydrogen volume fraction
of 10% to 30% in air. Figure 5.2.2.2-4 gives an overview of the measured levels of maximum flame
velocities in obstructed channels with different types of obstacles (Schelkin spiral, a system of perforated
screens with step s = Æ in tube with diameter Æ = 50mm). At s=Æ = 1 and hydrogen volume fraction of
< 20% neither the type of obstacles, nor the level of obstruction influence the explosion process. Further
investigations showed that the diameter of the channel has also only a small effect on the combustion if
the holding blockage ratio (BR) and the ratio s=Æ are kept constant.

The studies in References [5.40,5.41,5.47] revealed the influence of the obstacle step height on the change
of flame velocity. Figure 5.2.2.2-5 summarizes the results of experiments from References [5.44 – 5.47]
for the mixture with hydrogen volume content of 16% and 24% in a channel with BR = 0:69. At
s=Æ < 1:8 and hydrogen volume fraction of < 16%, the distance between obstacles influences the flame
velocity very slightly. Note that the effect of s=Æ parameter on the maximal flame velocity in a channel
at 10 > s=D > 3. A summary of the effect of parameter s=Æ is presented in Figure 5.2.2.2-6. Using
various spacings between obstacles, one can change the type of explosion process. Figure 5.2.2.2-5(a,b)
also presents the effect of a single diaphragm on the flame velocity. The diaphragm is placed at a distance
of 100 mm from the source of ignition in mixtures containing 16% and 24% hydrogen. Horizontal lines
in Figure 5.2.2.2-5(a,b) represent the sound velocities in an unburned mixture. The change of explosion
dynamics of a stoichiometric mixture diluted by a water-steam mixture in an obstructed channel [5.47]
is shown in Figure 5.2.2.2-7. Dilution by more than 30% (vol) steam results in a drastic deceleration of
the flame down to subsonic values at the exit of the obstructed part. In Reference [5.47] contradictory
data are presented about the influence of initial temperature on fast flame propagation in a congested
channel. Beauvais et al. [5.47] concluded that an increase of the initial temperature of a given mixture
can have enhancing or damping effect on turbulent flame acceleration, depending on the geometrical
boundary conditions. The length of the obstacle field in these experiments was likely insufficient to fully
investigate the DDT phenomenon at elevated temperatures [5.53, 5.54]. The detonation run-up distance
was found to decrease with increasing hydrogen mole fraction and with decreasing initial temperature.

All experimental results, obtained in a laboratory-scale facility, were confirmed by large-scale tests [5.48,
5.49,5.51]. Quite recent results of large-scale tests are presented in Reference [5.49]. Flame acceleration
tests were performed over a range of hydrogen-air-steam mixtures, obstacle spacing, blockage ratios,
and igniter locations in a 1:5-m-diameter, 5:7-m-high cylindrical vessel (volume � 10 m3) . It was
found that the flame speed increased as the hydrogen concentration increased, but decreased as the steam
content increased. For accelerating flames, the flame speed rapidly increased with distance, reached a
peak value, and then rapidly decreased. The peak flame speed was attained at approximately midheight.
Of the diluents tested, steam was more effective than CO2, and CO2 was more effective than nitrogen
in suppressing flame acceleration. The initial pressure had no significant effect on the flame speed. An
increase in the obstacle spacing in range 0:18 < s=Æ < 0:73 was found to decrease the peak flame speed
nearly linearly. In small-scale tests [5.44, 5.45, 5.47], flame speeds did not depend on the spacing of
obstacles in the range s=Æ < 1. Experiments performed with blockage ratios 0:1 < BR < 0:28 indicated
that peak flame speed increased as the obstacle BR increased. The direction of flame propagation did
not have a significant effect on the peak flame speed.

The main result of observations in References [5.40 – 5.51] is a proof of the possibility of fast combustion
regimes in obstructed channels. These regimes are accompanied by the generation of pressure waves,
overtaking combustion waves. Thus the problem should be considered in the framework of unsteady
interactions within a complex pressure wave-fast deflagration front system.
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Figure 5.2.2.2-1 Normal burning velocity, speed of sound and expansion ratio of hydrogen-air
mixtures

Figure 5.2.2.2-2 Variation of flame velocity along the flame tube for the orifice ring obstacles with
a blockage ratio of BR = 0:44
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Figure 5.2.2.2-3 Variation of flame velocity along the flame tube for the orifice ring obstacles with
a blockage ratio of BR = 0:60
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Figure 5.2.2.2-4 Variation of maximum steady-state flame velocity with composition of the H2-air
mixture
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Figure 5.2.2.2-5 Flame profiles in the explosion tube for hydrogen-air mixtures. (a) 16%H 2, (b)
24%H2, BR = 0:7
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Figure 5.2.2.2-6 Maximum flame velocity as a function of obstacle spacing

5.27



Figure 5.2.2.2-7 Variation of flame velocity along the partially obstructed tube
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5.2.2.3 Influence of venting on flame propagation in obstacle-laden channels �

Experiments were performed at the Brookhaven National Laboratory (BNL) in the High-Temperature
Combustion Facility (HTCF) to study the influence of venting on the propagation of deflagration . The
experiments were jointly funded by the United States Nuclear Regulatory Commission (USNRC) and the
Japanese Nuclear Power Engineering Corporation, which is sponsored by the Ministry of International
Trade and Industry (MITI). The HTCF detonation tube,which can be heated up to a maximum temperature
of 700 K with a temperature uniformly of �14K , is 21:3 m long and is constructed from sections of
stainless steel with an internal diameter of 273 mm. (see Figure 5.2.2.3-1). The test gases are mixed in
a chamber fed with two pipes: one flowing air at room temperature and on the other a heated mixture of
hydrogen and steam. The desired mixture composition is achieved by varying the individual constituent
flow rates via choked venturis.

In the experiments investigating the DDT phenomenon, a flame is ignited and it subsequently accelerates
as a result of turbulence generated in the induced flow ahead of it. For certain mixtures, this FA could
lead to the initiation of a detonation wave. In order to promote flame acceleration, periodic orifice plates
are installed down the length of the entire detonation tube. The orifice plates have an outer diameter of
273 mm (equivalent to the inner diameter of the tube), an inner diameter of 206 mm (BR = 0:43), and
have a spacing of one tube diameter. A standard automobile diesel engine glow plug is used to ignite the
test mixture at one end of the tube.

For venting experiments, the main modification of the detonation vessel was the addition of four vent
sections that were inserted between non-vented pipe sections. Figure 5.2.2.3-2 shows a photograph of
the detonation tube equipped with vent sections, and Figure 5.2.2.3-3 shows a schematic sketch of a
vent section. These vent section consist of two standard pipe-crosses butt-welded together, with each
pipe-cross having the same inner diameter as the detonation tube. The total vent area per vent section is
thus 4 times the detonation tube cross-section area (5.1% of the total vessel surface). The vent openings
are initially closed by vent covers that are dislodged when the vessel pressure increases as a result of
combustion. The welded pipe-crosses are matted to the straight pipe sections using compatible flanges.
The length of a vent section is 1:52 m, which is exactly half the length of a standard HTCF straight
pipe section. In order to maintain the same total vessel-length-to-diameter ratio (e.g., 78) as the vessel
without the vent sections, two of the straight sections are not utilized in the present experiments. In this
way, five straight sections are not utilized in the present experiments, and five straight pipe sections are
separated from each other by one of the four vent sections.

The parameters that most influence the FA process are the mixture composition, which includes the
hydrogen concentration and the steam dilution, and the mixture’s initial temperature. The hydrogen
concentration was varied from a minimum where benign flames were produced to a maximum where
vent covers were dislodged from their tethers. The initial temperature was varied between 300 K and
650 K, and the initial pressure was 0:1 MPa for all tests. In general, for the test apparatus configuration
studied, venting reduced the likelihood of DDT at all initial temperatures tested. Flame propagation in
the vented tube geometry consists of an initial FA phase followed by a quasi-steady-state phase where
the combustion front velocity oscillates about a mean. The various flame propagation regimes have been
classified as (1) slow deflagrations, (2) choking, and (3) detonation.

Slow deflagrations. The flame propagation in these various regimes is qualitatively similar to that
observed in the test without venting, except for local perturbations induced by the vent sections. In the

�Contributed by Dr. A. Malliakos
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slow deflagration regime, the flame accelerates to a maximum velocity of 100 to 200 m=s around the
first vent section and then for the remainder of the tube decelerates to a velocity on the order of metres
per second. No significant pressure is generated in this propagation regime.

Choking regime. In the choking regime, flame acceleration is followed by an oscillatory propagation
mode where the flame accelerates in the tube section and decelerates across the vent section. The mean
flame velocity during the oscillatory propagation is just under the speed of sound in the burnt products.
The structure of the combustion front consists of a turbulent flame preceded by a weak precursor shock
wave and a stronger leading shock wave. The leading shock wave is generated as a result of the coalescing
of compression waves generated ahead of the turbulent flame. This leading shock wave has a typical
pressure rise just under the adiabatic isochoric complete combustion (AICC) pressure. The weak wave
is generated by decoupling of the leading shock wave and the flame during their passage through the
vent section. Therefore, the weak precursor wave is a product of the leading shock wave after it emerges
from the vent section.

Detonation regime. In the detonation propagation regime, which exists for particularly sensitive mix-
tures, a detonation wave is initiated at some point during FA. In all the cases tested, the detonation wave
failed before the end of the vessel as a result of wave diffraction in the vent section. However, one would
expect that if the mixture cell size is small enough, a detonation wave could propagate through the entire
vessel unimpeded by the orifice plates at the venting.

The influence of venting on the combustion phenomenon could be measured by the magnitude of change
in the choking and the DDT limits from tests without venting to tests with venting. The choking limit,
which is in effect the minimum hydrogen composition where significant FA takes place, increased for
all initial temperatures and steam dilution in the experiments with venting. The DDT limit, which in
this case is defined as the minimum hydrogen composition where a detonation is observed, was equally
affected by venting. For example, for hydrogen-air mixtures at 500 K, the DDT limits increased from
12% hydrogen with no venting to 15% hydrogen with venting. The study without venting had shown
that for hydrogen-air mixtures at 500 K, the DDT limit criterion was d=� = 1. In the present study with
venting, for hydrogen-air mixtures at 500 K, the DDT limit is d=� = 5:5.

Table 5.2.2.3-1 Choking and DDT limits for hydrogen-air mixtures

Choking Limit DDT LimitTemp (K)
No Venting Venting No Venting Venting
Hydrogen Hydrogen Hydrogen d=� Hydrogen d=�

[vol %] [vol %] [vol %] [–] [vol %] [–]

300 11 12 15 1.0 N.A.
500 8 11 12 1.5 15 5.5
650 11 13 11 5.5 13 11.9

Table 5.2.2.3-1 shows the choking and DDT limits for hydrogen-air mixtures for test with and without
venting. Table 5.2.2.3-2 shows the same limits for hydrogen-air-steam mixtures for tests with and
without venting. Figures 5.2.2.3-4 and 5.2.2.3-5 show a comparison of the combustion front velocity
versus distance for a 10% and a 15% hydrogen-air mixture at 500K with and without venting respectively.
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Table 5.2.2.3-2 Choking and DDT limits for hydrogen-air-steam mixtures

Choking Limit DDT LimitTemp (K)
H2O [vol %] No Venting Venting No Venting Venting

Hydrogen Hydrogen Hydrogen d=� Hydrogen d=�

[vol %] [vol %] [vol %] [–] [vol %] [–]

400 10 12 12 18 0.7 N.A.
500 25 14 15 24 1.5 N.A.
650 25 16 18 19 0.8 23 5.7

Figure 5.2.2.3-1 Photograph of the HTCF detonation tube located inside the 3:05-m tunnel
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Figure 5.2.2.3-2 Photograph of the HTCF detonation tube equipped with vent sections

Figure 5.2.2.3-3 Schematic of vent cover tether strap and clip assembly, HTCF Facility
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Figure 5.2.2.3-4 Comparison of the combustion front velocity versus distance for a 10% hydrogen-
air mixture at 500 K with and without venting, HTCF Facility

Figure 5.2.2.3-5 Comparison of the combustion front velocity versus distance for a 15% hydrogen-
air mixture at 500 K with and without venting, HTCF Facility

5.33



5.2.2.4 He-air turbulence tests and modelling

In Reference [5.43] the 12-m tube was modified to allow inert tests in a shock tube mode, where a 3-m-
long section can be pressurized (Figure 5.2.2.4-1). After bursting of the membrane, a shock wave travels
in the remaining 9-m-long part, which is initially at low pressure (e.g., 1 bar) and contains circular rings
as obstacles. The shock wave loses velocity and pressure amplitude by partial reflection and turbulence
generation. The measured pressure signals at different locations can then be compared with numerical
simulations using different turbulence models. These data allow us to verify the turbulence modelling
under inert conditions without interference from combustion process, which is exemplarily shown for
the COM3D-code in Section 5.3.3.

Figure 5.2.2.4-1 Inert shock tube experiments in FZK “12-m tube". The measured pressure data
contain information about turbulence generation and dissipation without combustion.

5.2.3 Experiments in Large-scale and Complex Geometries�

5.2.3.1 Preliminary remarks

The explosion tubes, described in the previous sections, are very suitable for a first validation of
computational tools for several reasons. The scale of the applied test facilities is relatively small (usually
up to a volume of 1 m3), which facilitates a very detailed investigation of the respective combustion
phenomenon by means of a conventional measurement technique, with a high resolution in time and in
space or optical measurement techniques. The geometries of these facilities are, in most cases, very
simple (e.g., periodic obstacles in a tube) and can, therefore, be easily modelled at a very detailed level. In
order to apply the numerical codes for the simulation of propagating flame fronts in realistic geometries,
they have to be validated with experiments that have been performed in facilities with a scale of several
magnitudes larger compared with the scale of a small-scale explosion-tube. In Figure 5.2.3.1-1, the sizes

�Contributed by A. Eder and Dr. M. Heitsch
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Table 5.2.3.1: Recent experiments in complex and large-scale geometries
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Figure 5.2.3.1-1 Scale of large-scale test facilities

of several large-scale facilities, presented among others in this section, in comparison to the size of a
PWR containment are shown.

It is not possible to model realistic geometries with a full level of detail because of the enormeous
requirement of computer memory. On the other hand, each grid-iron or tube in a room has, possibly, a
significant influence on the propagation speed of a flame and, therefore, on the resulting pressure load on
the containment structure. Nevertheless, the influence of these geometries has to be taken into account.
Hence additional experiments are presented in this section, which focus on the influence of complex and
realistic geometries for a containment in different scaled test facilities.

Table 5.2.3.1-1 summarizes the main parameters of the test series, which were conducted at different
test facilities. A short summary of the investigated combustion phenomena, as well as the applied
instrumentation, is described in this table, in order to give a general idea of which experiments should
be used for a specific code validation.

5.2.3.2 Recent experiments applicable to code validation

The influence of obstacles, typical for a reactor containment (tubes, grid-irons, and doors) on the flame
propagation was examined in the MuSCET Facility [5.56, 5.57] at the Technische Universität München
(Figure 5.2.3.2-1). This explosion tube is equipped with a window section with an optical access for the
application of optical measurement techniques (schlieren and laser-induced predissociation fluorescence
(LIPF) for the investigation of the flame propagation and flame shape, laser Doppler velocimetry (LDV)
for the determination of the flow velocity of the expansion flow and the turbulence-quantities). The
investigated obstacles (see Figure 5.2.3.2-2) are classified into 3 categories: tubes (single tubes and
tube-bundles, BR 7:5% to� 17%); grid-irons (BR 25%); and a door-opening (BR 85%).

The maximum pressure for several obstacle configurations at different hydrogen concentrations is plotted
in Figure 5.2.3.2-3. The maximum pressure rise of the three obstacle categories can be summarized as
follows:

� Because of the low blockage ratio of the tube obstacles, the influence on the flame velocity is low
(see below). Therefore, the pressure rise for all investigated tube-shaped obstacles is low, and the
differences between the tube obstacle can be neglected.

� At the grid-type obstacles, a big difference was found depending on the angle of the grid blades.
With the grid blades having an angle of 45o to the main axis of the tube, the change of the flow
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direction leads to an increased turbulence intensity. This results in a higher pressure rise compared
with that in the rectangular grid-iron. It is of interest to note that because of buoyancy effects the
blades of the 45o grid iron are almost rectangular to the surface of lean hydrogen-air flames.

� The highest pressure was measured in the case of the highest blocking obstacle with a blockage
ratio of 85%. With this obstacle configuration, a jet was formed, leading to a strong increase of
the flow velocity and the intensity of the turbulence .

The maximum measured flame velocities for different types of tube-shaped obstacles, different types
of grids, and the highly blocking obstacle are shown in Figure 5.2.3.2-3. The principle behaviour of
the maximum flame velocity can be directly compared to the pressure measurements shown in Figure
5.2.3.2-4.

By means of the optical measurement techniques, the flame structure in the area near the orifice could be
visualized in order to identify the important physical effects responsible for FA. The investigations were
performed by means of the high-speed schlieren technique as well as the laser-induced predissociation
fluorescence (see References [5.58 – 5.63]). Examples of schlieren images of the flame propagation
inside the empty tube without obstacles are shown in Figure 5.2.3.2-5. At low hydrogen concentrations,
the flame propagation is dominated by the influence of gravity. At 9 vol % H2, the flame merely burns
at the upper part of the tube and does not propagate to the bottom of the facility. Even at 12 vol %, the
gravitational effect can still be clearly identified. At the highest investigated concentration of 16 vol %
,the burning velocity dominates the gravitational effect, which leads to a spherical flame front.

The visualization of the flame propagation shows a considerable difference in the flame structure,
depending on the hydrogen concentration. These differences can be explained by the instability effects
that occur at hydrogen-air flames, e.g., the Rayleigh-Taylor instability or the Darrieus-Landau instability.

Nevertheless, the structure of a 9 vol % hydrogen-air flame is not as smooth as it appears to be in the
schlieren images. The application of the laser-induced predissociation fluorescence (see Figure 5.2.3.2-6)
identified a distributed reaction zone. Because of the instability effects (see Chapter 2), the combustion
process is completely quenched at the negatively curved areas and enhanced at the positively curved
cusps.

The L.VIEW Facility [5.64 – 5.68] offers the opportunity to perform medium-scaled deflagration tests
with complete optical access from 2 directions simultaneously (from the front and the top side by means
of a mirror placed above the test facility). The apparatus consists of a regular test section with the inner
dimensions of 677 mm �677 mm �3200 mm, divided into 2 chambers, which simulate 2 connected
rooms, e.g., by a door or a window. The first chamber has a length of 1050 mm and is separated from the
second chamber by a wall with a central round orifice (see Figure 5.2.3.2-7). The blockage ratio of the
orifice can be varied from 96% up to 99.6% in order to investigate the influence of blockage ratios on the
flame propagation. The second chamber is equipped with a weak rupture disk to the ambient atmosphere
with the dimension 300 mm � 300 mm at the end flange.

The conventional instrumentation consists of 7 high-speed piezo-capacitive pressure transducers and 7
thermocouples. The visualization of the flame propagation is performed by means of a standard video
camera with a frame rate of 25 Hz as well as a high-speed video camera with a maximum frame rate
of 40 000 Hz. In addition, the velocity of the expansion flow can be measured without inertia and
non-intrusively for the horizontal and the vertical component with a two-component LDV system.
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A representative example of the flame propagation can be seen in Figures 5.2.3.2-8 and 5.2.3.2-9. In the
experiments, areas of direct ignition in the second chamber, ignition after a certain delay time, or even
total flame extinction without ignition in the second chamber at all were observed, depending on the
hydrogen concentration and the blockage ratio of the obstacle.

In the case of a direct ignition in the second chamber, the measured burning velocity can be compared with
the velocity that is calculated with a turbulent burning correlation (e.g., Koroll et al. [5.69], Peters [5.70],
Beauvais [5.71]). Because of the high turbulence intensities, which were measured in front of the
flame in the middle of the second chamber, the product of the Karlovitz flame stretch factor K and the
Lewis number Le exceeds the value of 0:3. Therefore, local flame quenching effects during the flame
propagation in the second chamber have to be expected, as described in Abdel-Gayed and Bradley [5.72].

The integral length scale, which is an essential quantity either for the classification of the combustion
process according to Borghi (see Chapter 2) or the calculation of the turbulent burning velocities (see
above) could not be measured at the L.View Facility. Literature data (e.g., Lindstedt and Sakthitharan
[5.73]) reveal that the integral length scale can be determined to have a value of 0:125 times the hydraulic
diameter of the chamber behind a plate having a blockage ratio of 50% for combustion processes of
stoichiometric methane-air flames. In Figure 5.2.3.2-10, the measured turbulent burning velocity in
the second chamber is plotted versus the hydrogen concentration of the initial mixture as well as the
calculated burning velocity (according to Beauvais [5.71]).

Measurements of the flame-structure during the combustion process in the second chamber by means
of the laser-induced predissociation fluorescence were performed in a comparable small-scale facility
at the Technische Universität München (PuFlaG Facility, [5.64]). These measurements showed that in
case of a direct ignition the combustion is initiated from several ignition kernels. At a later stage, the
leading flame contour, which was observed during the combustion in the first chamber, is replaced by a
volumetric reaction. This corresponds to the classification of different combustion regimes as suggested
by Borghi. As it can be seen in Figure 5.2.3.2-11, the combustion in the second chamber in this case is
located within the regime of the “well-stirred reactor”, which corresponds to the experimentally observed
volumetric reaction, where similar conditions exist over a large volume.

In case of an ignition after a delay, burned gas is blown into the second chamber where it is mixed with
the unburned gas. The ignition occurs with a delay of up to 1 s after the flame in the first chamber
has reached the orifice. It could be observed that the flame has approximately a constant velocity over
the entire length of the second chamber and that the flame velocity does not vary significantly over the
cross-section of the chamber (flat shape of the flame, see example in Chapter 2), although the gas-mixture
is highly inhomogeneous.

This can be explained by the transport from the first into the second chamber together with the burned
gas. Once mixed with the unburned gas, these free radicals decrease the chemical induction time and,
consequently, increase the burning velocity. As a result, the flame velocity reaches a high value, although
the flow velocity and, thus the turbulence before the ignition is rather low (see Figure 5.2.3.2-12).

In Figure 5.2.3.2-13, the maximum pressure in the second chamber is shown as a function of the hydrogen
concentration and the ignition delay. It can be seen that the direct ignition in the second chamber causes
the highest pressure rise in the second chamber. This is explained by the fact that during the longer
ignition delay, more exhaust gas is blown into the second chamber, which leads to a leaner mixture.
Moreover, it was observed that the burning velocity is a decreasing function of the ignition delay. In case
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of a longer ignition delay, a higher amount of radicals is recombined, which results in a lower radical
concentration before the igntion.

The flame quenching at high turbulence intensities has been studied in detail by various authors. Ac-
cording to Abdel Gayed and Bradley [5.72], turbulent flame quenching occurs when the product of the
Karlovitz flame stretch factor K and the Lewis number Le exceeds a value of 1:5. In case of quenching
that is due to a turbulent jet, this value has to be modified to fit the conditions that have to be expected
during the flame propagation between to rooms connected by an opening. This value was determined to
be K � Le = 0:9; see Figure 5.2.3.2-14.

The maximum design pressure of the L.View Facility did not allow one to perform experiments with
hydrogen concentrations of more than 11 vol %. However, an increased hydrogen concentration leads
to an increased laminar burning velocity that reduces the probability of flame-quenching. Small-scale
experiments at the Technische Universität München (PuFlaG Facility, see above) showed that higher
hydrogen concentrations lead again to a direct ignition in the second chamber (Figure 5.2.3.2-15).
Because of the smaller dimension of the PuFlag Facility (diameter 80 mm), the flame quenching takes
place at lower hydrogen concentrations. The reason for this can be found in the smaller integral length
scale that is an important parameter for the occurrence of quenching effects.

The total extinction of the flame depends on both the initial mixture and the blockage ratio of the central
orifice. A critical hydrogen concentration, at which no ignition in the second chamber occurs, was
determined to be 11 vol % for an orifice diameter of 70 mm, and 9 vol % for an orifice diameter of 52
mm.

The burning of near-flammability limit hydrogen-air mixtures in interconnected vessels was examined in
a Large-scale Interconnected Vessels Facility at AECL, Whiteshell Laboratories [5.74]. Figure 5.2.3.2-
16 shows a schematic of the experimental apparatus. It consists of a 6-m-high and 1.5-m-diameter
cylindrical vessel (volume = 10:7 m3) and a 2.3-m-diameter sphere (volume = 6:3 m3). The 2 vessels
are joined together by a 2.7-m-long pipe with an inside diameter of 0.45 m. The entire system is rated
for a pressure of 10 MPa. To vary the size of the opening between the 2 vessels, orifices of different
hole diameters (30 cm and 15 cm) were mounted between the pipe and the cylinder. The hydrogen
concentration was independently varied from 6 to 20 vol % in the sphere and 0 to 20 vol % in the
cylinder. The initial pressures in the vessels were atmospheric. The gas mixture in the sphere was ignited
at the centre by an electric spark. The facility was equipped with a gas sampling and analysis system
allowing gases from various locations in the 2 vessels to be sampled and analyzed.

Upon ignition, the expanding flame kernel propagated through the pipe and subsequently emerged into
the cylinder, igniting the gas mixture. Results showed that, depending on the size of the orifice, the
combustible mixture in the downstream vessel was not always ignited by the flame jet emerging from
the upstream vessel. These critical conditions for 8 to 14 vol % H2 in the sphere are illustrated in Figure
5.2.3.2-17. This figure shows that for 10 vol % H2 in the sphere, complete burning was achieved for
all H2 concentrations higher than 14 vol % in the cylinder. Since 10 vol % H2-air mixture is above the
downward flammability limit, the mixture in the sphere should be completely burned. However, for H2

concentration in the cylinder between 8 and 12 vol %, unburned hydrogen was observed in both vessels.
It is reasonable to speculate that for all these cases, the hydrogen in the sphere was completely burned,
but the flame emerging from the connecting pipe failed to ignite the gas in the cylinder. The hydrogen
detected in the sphere was caused by the back flow of the gas from the cylinder after the steam in the
sphere had condensed. This result implies that the turbulence induced by the vent flow is capable of
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causing total extinction of the flame emerging from a 15-cm-diameter hole. Since the flow velocity at
the orifice depends on the opening area and the mixture composition in the upstream vessel, the critical
conditions (in terms of H2 concentration in the cylinder) should also depend on these parameters. For
extinction of the 12 vol % and 14 vol % H2 flames as they emerge from the orifice, the H2 vol % in the
cylinder needs to be less than about 10 vol % and 8 vol % H2 respectively. It should be pointed out that
no flame extinction was observed for 8 vol % H2-air mixtures. We speculate that since the burning rate
of a 8 vol % H2-air mixture and the resulting vent flow velocity were very low, the turbulence in the
vicinity of the orifice was probably not sufficient to cause a total extinction of the flame. As a result,
burning may have occurred in both vessels.

The Large-scale Vented Combustion Test Facility (LSVCTF) is located at the Whiteshell Laboratories
in Pinawa, Manitoba, Canada. Figure 5.2.3.2-18 shows a cutaway schematic of the facility. The facility
is a 10 m long, 4 m wide, and 3 m high rectangular enclosure with an internal volume of 120 m3. It
is constructed of 1.25-cm-thick steel plates welded to a rigid framework of steel I-beams. The entire
structure is anchored to a 1-m-thick concrete pad. Two roller-mounted movable end walls are provided
to open the vessel for internal modifications or to move in bulky experimental equipment, when needed.
The combustion chamber, including the end walls, is electrically trace-heated and heavily insulated to
maintain temperatures in excess of 100oC for extended periods of time. The entire combustion chamber
is enclosed in an insulated metal Quonset, which houses the gas analysis and hydraulic fan systems
on one side and all the process piping on the other side. Venting occurs through openings in the end
walls. The end walls are covered with removable rectangular steel plates bolted to the end-wall structure.
Hydraulic fans in the combustion chamber are used for mixing and to generate turbulence during ignition
and combustion. The test chamber is instrumented for pre-test gas analysis, pressure transients, flame
tracking, and vent velocity. The facility is located in a fenced area and is remotely operated.

The LSVCTF has been used to perform a wide variety of experiments. Some of these are

� unobstructed vented combustion experiments in 30, 60, or 120 m3 volumes to evaluate the effects
of scale,

� turbulent vented combustion experiments to study the effects of initial turbulence,

� flame propagation studies between interconnected compartments, and

� catalytic recombiner testing for hydrogen mitigation applications in large enclosures.

Figures 5.2.3.2-19 and 5.2.3.2-20 show some results obtained from the Large-scale Vented Combustion
Test Program. Results in both figures are from experiments performed in the 120 m3 geometry ( [5.75],
[5.76]). Figure 5.2.3.2-19 shows the variation in peak pressure with increasing vent size. As the vent area
increases, the peak pressure caused by the combustion decreases. Figure 5.2.3.2-20 shows the variation
in peak pressure with increasing steam concentration. As the steam concentration in the H 2-air-steam
mixture increases, the peak pressure decreases.

The experiments performed at the Brookhaven National Laboratory (BNL) in the High-Temperature
Combustion Facility (HTCF) showed that venting has a significant influence on both, the maximum
flame speed and the transition to detonation. For a detailed description refer to Section 5.2.2.

The most comprehensive experimental program was conducted at the Battelle Model Containment
( [5.77 – 5.81]). A view of this facility is given in Figure 5.2.3.2-21. More than 100 combustion
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experiments were conducted in the BMC with the aim to study combustion under realistic severe
accident conditions in a scaled-down volume. Tests are available from single-room arrangements with
40 m3 up to five-room selections with about 200 m3. In any case, a venting opening from the test
section to the environment was included to restrict the combustion pressure rise to about 2 bar. The
combustion phenomena studied in detail are ignition, slow combustion, acceleration, and jet ignition, as
well as diluent impact (steam and CO2) and obstacles. An example for the obstacle set-up is shown in
Figure 5.2.3.2-22. Here, generic obstacles such as cylinders and rows of pipes with different blockage
ratios were investigated apart from jets through openings of different diameters. In a simplified way the
measured flame speed increases by a row of pipes in the flame path as illustrated in Figure 5.2.3.2-23.
These data may be useful for model validation if larger obstacles or equipment are modelled explicitly
by a code.

In order to look at scaling phenomena, the test facility DN-400 [5.82] was built. In this facility (Figure
5.2.3.2-24) that has only 1 m3 of volume, scaled identical obstacles were investigated and detailed
measurements including turbulent fluctuations were conducted. The tests revealed a considerable scaling
effect when the resulting flame speeds were compared with similar findings from the Battelle Model
Containment, as shown in Figure 5.2.3.2-25. This strong effect of the test volume size on the combustion
progress was identified to be mainly due to the much stronger wall effects and the missing buoyant
influence in the early phase of combustion in the small facility and appeared to be challenging to applied
combustion models.

A scaling to larger volume was achieved by using parts of the outdated PHDR [5.83] containment for
combustion experiments (Figure 5.2.3.2-26). In this almost empty set of compartments with a volume
of about 550 m3, tests with gas compositions typical of severe accidents including steam as a diluent
were conducted. The data obtained can be used to validate combustion models in comparison with the
experiments from the Battelle Model Containment.

Quite a different test facility has been operated in Japan. The NUPEC Large-scale Combustion Test
Facility [5.84] is shown in Figure 5.2.3.2-27. With a volume of about 270 m3, it is rather big and
is designed as a closed volume in contrast to the Battelle Model Containment and PHDR (vented
combustion). With the numerous internal structures to represent large containment equipment such as
steam generators and the connecting pipes between them, complex flame progress patterns can develop.
This, together with the strong flame acceleration in the ring-like thick pipes (with internal orifices for
additional flame acceleration), creates challenging situations to be simulated by combustion models. An
example of possible flame branching following ignition near the bottom of one of the vertical cylinders is
given in Figure 5.2.3.2-28. Very soon after ignition, the flame splits according to the available openings.
Usually inside the horizontal ring-like pipes, a considerable increase of the flame speeds to several
hundreds metres per second takes place coupled with local overpressures in the remainder of the test
facility. As these last only short time and the test facility is completely closed the resulting long-term
pressure build-up is dominated by the combustion in the main sphere. This is illustrated for different gas
compositions in Figure 5.2.3.2-29.

The RUT Facility (Kurchatov Institute, Russia) was designed to investigate FA phenomena and the
transition to detonations of various hydrogen-air-steam mixtures in a very large volume (480 m3). It
consists of a flame-acceleration section with periodic obstacles, followed by a ”canyon". This facility
is, therefore, very adequate for the scaling of experiments, performed in small-scale explosion tubes.
The geometry of this test facility, together with the position of the instrumentation, is shown in Figure
5.2.3.2-30. For a description of representative experiments refer to Chapter 3 of this report.
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Figure 5.2.3.2-5 Schlieren images of propagating hydrogen-air flames without obstacles, MuSCET
Facility
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Figure 5.2.3.2-6 LIPF images of propagating hydrogen-air flames with and without being influ-
enced by an obstacle, MuSCET Facility
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Figure 5.2.3.2-8 Example of a hydrogen combustion process in the L.VIEW Facility with a
hydrogen concentration of 10.5 vol % and an orifice diameter of 70 mm
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Figure 5.2.3.2-21 View of the Battelle Model Containment
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Figure 5.2.3.2-22 Two-compartment arrangement for the investigation of generic obstacles
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Figure 5.2.3.2-23 Impact of obstacles on the flame-front velocity in the Battelle Model Containment

Figure 5.2.3.2-24 Test facility DN-400 for scaling from the Battelle Model Containment
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Figure 5.2.3.2-25 Impact of linear scale of the test facility on the flame propagation
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Figure 5.2.3.2-26 Hydrogen combustion experiments in the HDR
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Figure 5.2.3.2-27 NUPEC’s Large-Scale Combustion Test Facility
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Figure 5.2.3.2-28 Principle flame branching for the steam generator, bottom ignition

Figure 5.2.3.2-29 Pressure histories for different gas compositions
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Figure 5.2.3.2-30 RUT Facility, Kurchatov Institute
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5.3 Model Hierarchies Used in Practical Applications

5.3.1 Combustion in Containment System Codes (Lumped Parameter)�

5.3.1.1 Introduction

System codes are codes that are designed to describe the complexity of processes in a nuclear containment
under accident conditions. The main physical phenomena of the multi-component multi-phase mixtures
to model are

� releases of gases and water (steam), mixing of species;

� heat transfer, mainly heat losses to solid structures by convection and condensation;

� particle transport of water droplets, aerosols, and melt fragments; and

� chemical reactions, including fires and gas combustion.

These processes proceed in a more or less complex way (depending on the containment type and design
and large geometry) over long time periods (typically in the order of days). Process times can be very
different and can range from seconds for combustion to always-present for heat losses to structures.

In order to cover most or all of the processes mentioned, related code systems use a simplified mathe-
matical approach. They subdivide a given geometry into zones, which can be linked to other zones by
flow connections. Each zone may have sources or sinks of mass and energy. These codes can solve the
following parameters:

� energy conservation of the system composed of zones. The kinetic energy transported by gas flows
is very low and, therefore, not estimated.

� mass conservation in all zones. Mass changes caused by flows between zones are included.

� momentum balance between zones under the assumption that the momentum of a flow dissipates
totally when entering a zone. This assumption is made because physical compartments of the
containment and, hence, the model zones are usually large in volume (100 to 1000 m 3). With low
speeds (1 to 10 m/s), it is unlikely that a flow continues through a zone. Therefore, momentum
conservation in zones is not considered.

Apart from the standard lumped-parameter concept, the MELCOR code [5.85] (see Table 5.4.0-1) offers
the possibility to solve for a momentum conservation. This feature is not included in the combustion
model and will be discussed briefly.

A more complex combustion model – a flame-front combustion model – is implemented in the COCOSYS
code [5.86] (see Table 5.4.0-1). The discussion of this model will also be used to illustrate the lumped-
parameter concept in general.

�Contributed by Dr. M. Heitsch
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Common to all lumped-parameter codes is that all nodes and flow connections have to be described
individually. Therefore, models that have more than 200 to 250 nodes and more than 400 flow connections
appear to be the upper limit of what a user can handle. The omission of the momentum conservation
leads to a system of ordinary differential equations that can be solved implicitly and allows relatively
large time steps.

5.3.1.2 The MELCOR Combustion Model

MELCOR is a fully integrated, engineering-level control volume computer code whose primary purpose
is to model the progression of accidents in LWR NPPs. The relevant section of the user manual describes
best the features of the combustion model [5.85]:

”The Burn (BUR) package models the combustion of gases in control volumes. These models consider
the effects of burning on a global basis without modeling the actual reaction kinetics or tracking the
actual flame front propagation. The models in the BUR package are based on the deflagration models
in the HECTR 1.5 code. The only significant modifications made were to provide more direct user
control of the models through the implementation of sensitivity coefficients and to include optional
model parameters that are used to override the nominal parameters in control volumes in which direct
containment heating (DCH) is occurring.

Deflagrations are ignited if the mole fraction composition in a control volume satisfies a form of
LeChatelier’s formula. Tests for sufficient H2 and O2 are performed, as well as an inerting test for the
presence of excessive diluents (H2O and CO2). Deflagrations are propagated into adjoining control
volumes after a user-specified fraction of the total burning time in the control volume has passed.
Additional tests for the H2 and CO mole fractions in those volumes need to be satisfied and a non-zero
area for a gas flow path has to exist. There is, however, no test for checking valves.

The combustion rate is determined by the flame speed, the volume characteristic dimension, and the
combustion completeness. The flame speed and combustion completeness can each be input as constant
values, or they may be calculated from either user-specified control functions or the default HECTR
correlations. The latter are derived from experimental data and depend on combustible and diluent gas
concentrations.

For user convenience, the BUR package also prints messages to warn the user when the detonability
criteria are satisfied in a control volume. However, only deflagrations are modeled; detonations are
merely flagged and no other action is taken unless deflagration criteria are satisfied.”

In summary, this combustion model adds sources of mass and energy to the respective control volumes
but does not solve differential equations. For each control volume, a burning time is evaluated from the
characteristic dimension (user input) and a flame speed (either user specified or calculated). These flame
speeds may be uncertain.

The ignition limits checked include carbon monoxide and are adopted to mixtures in a containment under
accident conditions.
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5.3.1.3 The COCOSYS Combustion Model

By the very nature of MELCOR being a control volume code, it cannot simulate some aspects of
combustion such as the following:

� The cold gas compression ahead of the reacting zone and hot gas expansion behind it are not
modelled. Instead, a homogeneous mixture is used.

� Branching of a flame is not possible with this type of control volume code. Flame branching would
only be possible with multiple nodes, properly defined. The potential difference introduced by
this simplification is, in part, a function of analyst’s nodalization of the problem.

In order to get a more predictable combustion model, a flame-front model according to Figure 5.3.1.3-1
has been implemented in COCOSYS. The model, named DECOR [5.87], [5.88], is characterized as
follows:

� For those zones, which are subject to combustion, an unburned and a burned part are defined and
are separated by a flame front.

� It is one-dimensional model with averaged conditions normal to the flame front.

� Combustion is possible in three predefined directions.

� Full pressure relief is assumed between the unburned and the burned parts on both sides of the
flame front.

In principal, on both sides of the flame front, mass and energy balances are set up and the momentum
exchange with other nodes, according to pressure and height differences, is calculated. Then both parts
are linked together by the chemical reaction over the flame discontinuity. The chemical reaction inside
the flame results in a displacement of the front, driven by a burning velocity derived from experiments.

The general lumped-parameter differential equations are first applied to both node parts linked by the
flame, and then additional equations for the coupling between both are added. In an open thermodynamic
system with a variable volume size, the following energy equation holds:

dQ = dU + dW (5.3.1)

or with the definition of enthalpy (I = U + pV )

dQ = dI � pdV � vdp+ pdV with dW = pdV : (5.3.2)

Time dependent, it writes
dQ

dt
=
dI

dt
� V

dp

dt
=
d(Mi)

dt
� V

dp

dt
: (5.3.3)

The code distinguishes between steam-saturated and steam-superheated conditions. The model derivation
is similar; therefore, only the more common superheated situation is considered and presented. In a
single node, we have (k = 1::l) species. Unlike the saturated conditions, no liquid water is available but
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steam is included. To this node there are (j=1..q) entering flows and (j=1..p) leaving flows. The energy
balance around the zone (or part of a zone in Figure 5.3.1.3-1) can be written as

lX
k=1

2
4 qX
j=1

Ge
kjI

e
kj �

pX
j=1

Ga
kjI

a
kji

3
5+ dQe

dt
�
dQa

dt
=

lX
k=1

d

dt
(MkIk)�

lX
k=1

Vk
dpk

dt
: (5.3.4)

On the left side of the equation we have the sum of the energy flows involving mass transport entering
or leaving the node and of heat without mass transport entering or leaving the node. These flows lead to
an increase of the inner energy expressed on the right side. The left side of Equation (5.3.4) shall be

H1 =
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2
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3
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(5.3.5)

and the right-most term can be modified to
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The gradient of the enthalpy can be written as
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; (5.3.7)

and the specific volume
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: (5.3.8)

Equations (5.3.6) to (5.3.8) merged into Equation (5.3.4) yield
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Mass balances can be set up for k = 1::l non-condensable species and steam entering (j = 1::q) or
leaving (j = 1::p) the zone under consideration

dMk

dt
=

qX
j=1

Ge
Kj
�

pX
j=1

Ga
kj
= Gk : (5.3.10)

Mass flows between nodes are derived from a momentum balance. The standard equation of an incom-
pressible flow is

_Gj =
Aj

Ij

h�
pjs � pjt

�
+Wj �KjGj j Gj j

i
(5.3.11)

where s indicates the source zone and t the target zone in case of a positive flow. The kinetic part is
neglected. The static pressure head driving the flow in the simplest case is

wj = �jg
�
hjs � hjt

�
: (5.3.12)
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The density is averaged between both zones:

�j =
1

2

�
�js + �jt

�
: (5.3.13)

The flow resistance is given by

Kj = (�0 + �A)
1

2�jA
2
j

: (5.3.14)

The form factor �0 is user input and can be different for both flow directions. �A is the loss coefficient of a
pipe flow either in a laminar or in a turbulent flow regime that is decided by the code. After transformation
of the preceding equations, a relation of the temperature gradient in the node can be found.

dT
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(5.3.15)

with Equation (5.3.5):
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Now with Equations (5.3.10), (5.3.11) and (5.3.15) mass and energy conservation in each node is available
and can be applied to the combustion problem. Equation (5.3.15) contains the volume change over time
as a free parameter. For two flame-front-coupled nodes (Figure 5.3.1.3-1), there is the following relation
for the change in volume: �

dV

dt

�U
=

�
dV

dt

�B
: (5.3.20)

The purpose of the deflagration model is primarily to describe combustion initiated by deliberate ignition,
that means by ignition sources, which ignite a given mixture as early as possible. This allows one to
assume full pressure relief on both sides of the flame and leads to

�
dp

dt

�U
=

�
dp

dt

�B
: (5.3.21)

Under superheated steam conditions (steam-saturated conditions are dealt with as well, but are not
detailed here) the total pressure gradient can be written as
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The specific volume can be expressed as
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1
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�
: (5.3.23)

Equation (5.3.23) integrated into Equation (5.3.22) yields
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Equation (5.3.24) can be written down for the burned (B) and unburned (U) zone parts and together with
Equation (5.3.15), (5.3.20) and (5.3.21) a system of three linear equations arises:
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3 (5.3.28)

�AB dTB

dt
+AU dTU

dt
+
�
CU + CB

�dV B

dt
= BB �BU :

This system of linear equations can be solved for the unknowns . The constants H 1 through H5 and
A, B, C on both sides of the flame front are known by the convective mass and energy exchange
with other nodes and heat sources available. Which source terms the chemical reaction adds will be
discussed next. Together with the mass balance equations for k species (Equation (5.3.10)), the flows
between nodes (Equation (5.3.11)) and the equations from Equation (5.3.29) in case of combustion
in a node or Equation (5.3.15) if no combustion is running, a coupled system of ordinary differential
equations exists to describe the time-dependent behaviour of the total compartment model. COCOSYS
automatically switches between Equation (5.3.15) and Equation (5.3.29) and re-organizes the Jacobi
matrix if combustion in any zones starts or ends. The coupled system of equations is implicitly solved,
thus allowing relatively large time steps. A more convenient quantity can be derived from the volume
growth on the burned side:

dV B

dt
=
dLF

dt
AN n: (5.3.29)

Equation (5.3.29) defines an average flame-front position from the growth of the volume on the burned
side of the flame by multiplying with the cross-section of the node normal to the flame (see also Figure
5.3.1.3-2). The amount of volume burned per time is expressed as

dV BR

dt
= SfAN : (5.3.30)
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S is the actual burning velocity (laminar or turbulent) according to local conditions ahead of the flame. f
is a stretching factor which takes care of the folding and stretching of the flame and is related to the normal
cross-section. The factor f also absorbs phenomena of the physics not included in the model and general
uncertainties; these need to be determined from experiments. The burning velocity is correlated from
experiments. So far, most of the application of the combustion model has been done with a correlation
from Reference [5.89]. It reads

ST

SL
=

"
1 +B

�
u0

SL

�2#1=2
+

�
1� exp

�
�u0

SL

��
("� 1)
p
3

; " =
�U

�B
; B = 16 : (5.3.31)

Other options for this correlation can be found in Reference [5.87]. The chemical reactions are modelled
as simplified one-step reactions. They include the reaction

2H2 +O2 ! 2H2O + 119:8MJ and 2CO +O2 ! 2CO2 + 10:1MJ : (5.3.32)

Source terms caused by combustion can be found in the equations of the zone parts on both sides of the
flame for mass and energy. They are summarized for the hydrogen reaction in Table 5.3.1.3-1.

The specification of the source terms includes the possibility of incomplete combustion (M R
H2
), which

was observed during many experiments and is dependent on the hydrogen mole fraction (< 10%)
available as correlation. Further modules, necessary to run the model presented, are

� The deflagration limits in all zones of the containment model must be constantly checked to either
start or stop combustion. During a running combustion that is due to the ongoing flow exchange
processes, the limits may no longer be fulfilled and combustion stops.

� The combustion model allows a more realistic flame branching into other zones if the flame
front crosses open flow connections. This is illustrated in Figure 5.3.1.3-3. This figure depicts a
representation with two burning axes and shows that additional input to characterize the connections
between zones is now necessary. A flame can only propagate, if the flame front comes close to the
respective connection.

� The folding of a flame and local pressure differences usually lead to a somewhat earlier flame
propagation to another zone than the flame-front position would allow. An empiric mechanism is
built in to accomplish this.
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Table 5.3.1.3-1 Source terms with the combustion of hydrogen
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Figure 5.3.1.3-1 Outline of the flame-front model of COCOSYS (DECOR)

Figure 5.3.1.3-2 Flame-front definition and burning velocity
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Figure 5.3.1.3-3 Flame branching and burning axes

5.3.1.4 Examples of application

Two applications to experiments illustrate the use of the described combustion model. The first is an
experiment conducted at the L.VIEW Test Facility (Figure 5.2.3.2-7). It was conducted using 10.5% of
hydrogen in air homogeneously premixed in both compartments. The COCOSYS nodalization can be
very simple because the flame fronts moves through the zones, and their subdivision is not important
(Figure 5.3.1.4-1). Combustion starts slowly in compartment R1, reaches the circular connection to
R2, undergoes strong acceleration in this orifice and burns much faster in R2. Combustion in R2 is
approximately 10 times faster than in R1 and ends long before combustion in R1 is completed. This
also leads to a short time backflow from R2 to R1 because of the pressure distribution (pR1 > pR2)

and an intensification of the combustion in R1. These effects can well be modelled by the flame-front
model DECOR, as can be seen from Figure 5.3.1.4-2. The considerable acceleration through the orifice
between R1 and R2 can also be seen from Figure 5.3.1.4-3. The flame-front position versus time in R1
increases much slower than in R2.

The second example is a simulation of complex deflagration in the NUPEC’s Large-scale Combustion
Test Facility in Japan (Figure 5.2.3.2-27). This test facility permits a number of flame paths and
therefore intensive flame branching, as illustrated in Figure 5.2.3.2-28. One test with 10.5% of hydrogen
and 30% of steam in the initial mixture (B-2-6) has been analyzed with DECOR [5.90]. The resulting
pressure versus time as a comparison between measurement and analysis is depicted in Figure 5.3.1.4-4.
According to the fact that the test facility is closed and completely filled with a burnable mixture, dynamic
pressure peaks in several locations are superimposed by a constant pressure increase all over the facility.
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The one-dimensional combustion model needs the derivation of the flame-stretching factor Equation
(5.3.30) from experiments. For this purpose, throughout the validation process of the model, several
combustion modes were defined and then stretching factors were determined. The code decides at the
beginning of a combustion in a zone, which mode should be applied by checking local mole fractions and
the history of the preceding combustion in neighbouring zones. Figure 5.3.1.4-5 gives a summary of the
combustion modes available in the code and the values used for the NUPEC tests. The flame-stretching
factors depend on the progress of the flame (expressed in the figure by the dimensionless factor x/d) and
accelerate the flame depending on their curvature.

Figure 5.3.1.4-1 Nodalization scheme for the L.VIEW test 160T

Figure 5.3.1.4-2 Pressure history in the 2 compartments of the L.VIEW test facility with initial
conditions of 10.5% hydrogen in air (test values are dotted)
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Figure 5.3.1.4-3 Progress of the flame fronts in both test compartments

Figure 5.3.1.4-4 Comparison of the pressure buildup of experiment B-2-6 to the COCOSYS
simulation
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Figure 5.3.1.4-5 Stretching factors for six different combustion modes applicable to the NUPEC
large-scale combustion tests (x is the current flame position in a zone, and D is the hydraulic
diameter)

5.3.1.5 Coupling to CFD combustion codes

Instead of using the built-in combustion model DECOR in COCOSYS, an interface has been developed
to include an external CFD combustion code. By this action, it is expected that the increased capabilities
of CFD combustion modelling can be made available to long-term system codes. The interface is
characterized by the following features:

� The codes to be involved were developed independently and should retain their individual structure.
This eases later inclusion of modified code versions or other codes.

� A message paradigm (PVM - Parallel Virtual Machine [5.91]) is used to provide online data
transport between the codes. Additional modules in the codes are needed to send and receive data.

� With respect to a nuclear safety application, the lumped-parameter code is considered as the basic
code that runs all the time. If combustible conditions are detected anywhere in the spatial model,
the CFD combustion code with actual initial conditions is activated and starts providing combustion
data.

� The computational grids of the areas in question have to be created before the coupled run and are
not subject to data exchange. They must be consistent.

� The COCOSYS combustion model is only partially used. It gets combustion rates from the CFD
code and sends back actual boundary conditions. The combustion rates find access into the source
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Figure 5.3.1.5-1 Outline of data exchange between a CFD code (here, BASSIM) and the lumped-
parameter environment COCOSYS
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terms of DECOR (see Table 5.3.1.3-1). It is expected, that the CFD combustion code models only
a section of the total system; therefore, it needs the actual conditions at the boundaries.

This type of coupling has been implemented in the CFD combustion code BASSIM and COCOSYS.
The principle data flow between these codes is outlined in Figure 5.3.1.5-1. COCOSYS has the general
control and spawns also BASSIM as a child process when combustible mixtures have been detected. It is
possible to have several child processes, which means there is combustion at different isolated locations.
During combustion, the CFD code gets the time control because it is easier to synchronize both codes
by steering the lumped-parameter code accordingly. Pressure, temperature, and concentrations in zones
surrounding the combustion area (boundary conditions) are held constant during a CFD time step.

Computing times of the CFD code are approximately 10 times higher than for the lumped-parameter
code. This code is therefore often in a wait cycle. A different data flow is also available for a coupling
when solely gas mixing is of interest.

5.3.1.6 Limitations of combustion models in lumped-parameter codes

Limitations of the lumped-parameter concept in terms of combustion are as follows:

� They cannot provide detailed flow field predictions. All processes that mainly depend on these may
be restricted in their results. These can be high-momentum gas-mixing phenomena, combustion,
particle flows, and others.

� Therefore, lumped-parameter combustion models are only applicable to slow combustion (FA and
DDT criteria not fulfilled) with flame speeds not exceeding 200 to 300 m/s. Whether this is
fulfilled may be hard to decide prior to running a simulation. Special care should be taken during
the validation process of the model to fix the application limits.

� Combustion as a very fast- and short-term process cannot be described in many details. It is
worthwhile simulating combustion with a lumped-parameter code, whenever the impact within a
large system like a containment is of interest and to get a first idea of the pressure increase and
energy input.

However, there are also merits of the use of lumped-parameter codes in containment accident analyses:

� They are widely used to describe relevant physical processes expected to occur during severe
accidents.

� They reflect the interactions between the different processes and are well-suited to perform pa-
rameter investigations to identify the impact of uncertainties. This applies mainly to phenomena
not fully understood and modelled because the inherent uncertainties do not either justify or even
enable the high effort of more detailed (CFD) models.

� They can run over the necessary process times (several days) with the available computer resources.

� Many years of user experience and experimental validation have been spent to get mature code
tools.
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As a result, a coupling between the simpler lumped-parameter concept and complex CFD codes appears
to be very promising. The interface can be arranged that all slow, long-term processes are included in
the standard lumped-parameter models and all fast and flow-dependent phenomena into CFD models.
The two groups of models have then to communicate online to provide the necessary data exchange (see
above).

5.3.2 Combustion in Hybrid CFD/LP-Codes�

5.3.2.1 The TONUS code [5.92]

There are two different types of safety analysis codes: (i) multi-compartment lumped-parameter codes
such as CONTAIN [5.93], JERICHO [5.94], MAAP [5.95] or RALOC [5.96] and (ii) general-purpose
multi-dimensional field codes, such as GASFLOW/HMS [5.97] and GOTHIC/WGOTHIC [5.98] (see
Table 5.4.0-1). The advantages of type (i) codes relative to type (ii) codes are simplicity and fast
processing; the disadvantages are its limitations for inherently multi-dimensional and unsteady events.
The idea of the IPSN TONUS code development is to combine the two modelling approaches in a single
system so as to leave the user with the option of either way of modelling. The TONUS code consists of
the following features:

� A lumped-parameter model for distribution and slow combustion, comparable with that in JERI-
CHO. Bulk and wall condensation, wall heat transfer and spray models are available, and simplified
models for hydrogen combustion using flame velocity correlations are implemented.

� A semi-implicit finite-element low-Mach-number scheme for distribution and slow combustion
using the standard zero-Mach-number combustion model [5.99], [5.92]. Turbulence is modelled
by the Favre-averaged Navier-Stokes equations and a k � " model including buoyancy and weak
compressibility effects. Transport equations are discretized by a second-order finite-element
method for arbitrary Reynolds number. Both single-step Arrhenius kinetics for laminar and an
eddy breakup model for turbulent combustion are available.

� An explicit finite-volume fully compressible scheme for up-to-now detonation simulations. The
reactive Euler equations are solved using a second-order upwind finite volume formulation on
unstructured grids. Source terms are handled by “operator-splitting” ( [5.100], [5.101]).

5.3.2.2 Code construction and structure

The TONUS code is built using the CASTEM 2000 [5.102] system, and its user data manipulating
language is called GIBIANE to achieve the flexibility and modularity required in modelling the complex
reactor system at hand. The object-oriented structure of this system allows us to build, in a limited
amount of time, versatile tools for computing complex flow situations. In particular, CASTEM 2000
encapsulates algorithms in generic data/operation sequences called “procedures”, which present to the
user a simplified interface with only a limited number of parameters to define. Thus TONUS consists of
a set of procedures dedicated to containment modelling.

�Contributed by E. Studer
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5.3.2.3 Combustion modelling in the lumped-parameter approach

The TONUS lumped-parameter combustion model is derived from work performed for French PSA
level 2. This first model has been developed in order to have an estimation of the maximum flame
velocity reached in real containment geometry. In this stand-alone model described in Figure 5.3.2.3-1,
the following hypotheses have been made:

� Containment geometry is described by interconnected parallelepipedic control volumes for which
pressure, temperature, and mixture compositions, that is, the thermalhydraulic conditions are know
before ignition (conditions in the unburned gas are not modified during the calculation).

� Combustion in a control volume only depends on the thermalhydraulic conditions described above
and on combustion processes in the previously burnt volume (upstream conditions). Acoustics-
induced preconditioning of gases far in front of the flame is modelled here by an approximate
increase of turbulence intensity u0.

Step 2 : Initial conditions

P,T and Ci in each control volume

Step 1 : Define the geometry

Interconnected parallelepipedic volumes

Step 3 : Ignition

Combustion in the 1rst room is

supposed to be laminar

Step 5 : Combustion step

- Calculation of u'j=F(Um,j)

- St,j = Sl,j * ( 1 + sigma)

- Vf,j = Ru/Rb * St,j

Step 6 : Pressure step

complete combustion of volume J

- Calculation of local maximum pressure P1

- if Um,j < Csound then P1 = P0

else

- Calculation of conditions after a 1D planar

shock wave P'0 and T'0

- P1 = AICC pressure with P'0, T'0 and Ci

- Calculation of P0 0D pressure assuming

j = j + 1

Step 4 : Hydraulic step

- Calculation of Um,j-1=Vf.(Ru/Rb - 1)

- Flow redistribution to calculate Um,j

with Um,j-1 and Um,j+1

Unburnt Gas

Unburnt Gas

Unburnt Gas

Burnt Gas

DownStream Compartment

Upstream Compartment

Vf

Compartment J-1

Um,j-1

Sj-1,j Um,j

Um,j+1
Sj-1,j+1

Figure 5.3.2.3-1 Flow chart of the simplified probabilistic safety analysis (PSA) level 2 combustion
model

With these preliminaries, the description of combustion is essentially reduced to determining the passage
of a turbulent flame speed ST over the characteristic length L of the control volume, [5.103]. Passage of
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flames between control volumes is determined on the basis of additional propagation conditions based
on the Shapiro diagram.

Turbulent velocity correlation. Many authors have proposed correlations for turbulent combustion
[5.104 – 5.108]. Parameters are mainly laminar flame velocity SL, expansion ratio �u=�b, the root-
mean-square (RMS) fluctuation velocity u0, the turbulence integral length scale and adjusted constants.
These laws are derived from experimental and theoretical considerations. Three turbulent combustion
correlations were compared for a given mixture composition and with different level of turbulence (via
u0). Hydrogen-air mixtures at room temperature and pressure were chosen. Explosion tube diameter is
supposed to be 6.6 cm with a blockage ratio of 30%. Characteristics of the mixtures are given in Table
5.3.2.3-1 and the results are summarized in Figure 5.3.2.3-2. In the present study, Peters correlation has
been chosen:

ST

SL
= 1 + �� (5.3.33)

��2 + 0:39
l

lF
�� � 0:78

u0 � l
SL � lF

= 0 (5.3.34)

with SL: laminar flame velocity (m/s), u0: RMS fluctuation velocity (m/s), l: turbulence integral length
scale (m), and lF laminar flame thickness (m).
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Figure 5.3.2.3-2 Comparison of turbulent flame velocity correlation

It should be emphasized that considerable uncertainties exist even after a turbulent velocity correlation
has been selected. Typically, these correlations appear in the form of non-dimensional ratios of ST=u

0,
so that precise evaluation of ST still requires an accurate assessment of the turbulent intensity u’.

RMS fluctuation velocity u0. Unfortunately, there is only a minor database for these estimates. In this
work, we have used results from the Russian RUT Facility to determine the missing parameters. The
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Table 5.3.2.3-1 Mixture characteristics

Characteristics Mixture 1 Mixture 2

Hydrogen vol % 12:4 29:7

Laminar flame velocity (m/s) 0:62 2:41

Laminar flame thickness (m) 1:2 10�4 3:1 10�5

Turbulence integral length scale (m) 6:4 10�3 6:4 10�3

RUT Facility has a characteristic geometrical size similar to inner rooms in a real containment, and
this model is mainly devoted to a pressure-water reactor (PWR) with pre-stressed concrete containment
vessel. The turbulence intensity is defined as a fraction of the fluid velocity Um.

Validation. The first step concerning validation of this simplified combustion model is verification on
selected RUT large-scale turbulent combustion results. As an example, Figure 5.3.2.3-3 gives the flame
position versus time calculated in the first channel of the RUT Facility with the model on RUT stm7 test.
Blockage ratio is about 30%, and the mixture composition is 17.5 vol % hydrogen diluted by 25.7 vol %
of steam at about 100oC (well-mixed initial conditions).

Figure 5.3.2.3-3 Verification of the simplified combustion model.

Other tests such as FLAME experiments were calculated and also some small-scale experiments were
performed at AECL (Figure 5.3.2.3-4). Developed correlations give good results if the blockage is
between 0.3 and 0.6 and if the ratio between tube diameter and obstacle spacing is between 1 and 2.
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Figure 5.3.2.3-4 Validation against experimental data from AECL [5.109] and from the FLAME
facility [5.110]

Effect of mixture gradients has also been computed using an experiment performed in Russia [5.43]. The
tube diameter is 17 cm, and, a hydrogen gradient in air has been created via hydrogen diffusion (19.5
vol % near the ignition point and 4.5 vol % at the end of the tube). Results show a good agreement with
the experiment and the quenching point is well predicted (Figure 5.3.2.3-5).

Other large-scale verifications were performed regarding the NUPEC large-scale combustion experiments
[5.111]. Tests number B1-2 and B1-3 have been simulated (8 vol % and 15 vol % of hydrogen in dry
air at initial room pressure and temperature). These verification tests show a good behaviour of our very
simplified combustion model in terms of flame-front propagation (Figure 5.3.2.3-6.) and also pressure
transient (Figure 5.3.2.3-7). Some additional work is needed to validate the correlation for the turbulent
velocity correlation u0 in case of small tube diameter. Some preliminary investigations show a large
influence of the definition of the turbulent integral length scale.

The model described above was implemented in the TONUS lumped-parameter code only for slow
flame regime. In this implementation, the turbulent flame velocity, described above, is calculated in
each downstream control volume using the turbulence intensity u 0 constructed with the junction velocity
between the two connected volumes (once at the ignition time). Modifications regarding leading shock
wave were not implemented because of the restrictions of lumped-parameter equations (low Mach-
number hypothesis). Validation studies of slow flame regime are in progress in the NUPEC large-scale
experiments (B1-2 test: 8 vol % in dry air).
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Figure 5.3.2.3-5 Verification of simplified combustion model – Effect of hydrogen gradient

Figure 5.3.2.3-6 Flame arrival time in seconds (experiment B1-2 calculation)
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Figure 5.3.2.3-7 Pressure transient – comparison between calculation and experimental results
(lumped-parameter pressure P0)

5.3.2.4 Multi-dimensional combustion simulation

Multi-dimensional combustion simulations using the TONUS environment are work that is in progress.
An illustration of the TONUS low Mach-number flow solver and eddy breakup turbulent combustion
model validation is given in Figures 5.3.2.4-1 and 5.3.2.4-2 [5.112]. This test corresponds to a turbulent
combustion in the FZK tube (12 m long, 350 mm diameter). The blockage ratio is 0.3, and the mixture
is 10 vol % of hydrogen at room conditions. Verifications are also available for the fully compressible
flow solver in the same final report. Others validation and verification studies are not yet available.
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Figure 5.3.2.4-1 Flame position, TONUS calculation
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Figure 5.3.2.4-2 Overpressure, TONUS calculation

5.3.2.5 Current implementation of DDT criteria in TONUS

The following two necessary conditions to create a detonation from a fast turbulent flame are currently
favoured as DDT criteria implemented in the TONUS code:

Criterion 1. (Data compiled at the Kurchatov Institute in Moscow [5.113]) According to a review of
international data related to the onset of DDT and specific experiments conducted at the RUT Facility,
this criterion is related to the mixture explosion sensitivity. The DDT condition requires a characteristic
system size D to be larger than 7 times the corresponding detonation cell size �. The length scale D
depends on the geometry involved (e.g., in large volumes it should be the size of the room or the size of
an hydrogen cloud; in channel geometries, it should be the height or the distance between obstacles).

Criterion 2. (Data compiled at AECL and FZK experiments, [5.109]) A minimum turbulent deflagration
velocity, characterized by the lead shock Mach number, appears to be required to create DDT. The
proposition by AECL is Ma > 1:5 for a limited range of mixtures. More generally, FZK proposes
Ma = f(H2) for general hydrogen concentrations and with an empirical fitted function f(.). This
approach is supported by the RUT Facility experiments. This criterion is related to an older approach
based on the minimum running distance. These two necessary conditions will be used to create a single
condition for the onset of a detonation in the TONUS code. The methodology is first to compute where
criterion 1 is reached before ignition of the mixture and then, during combustion, to evaluate the location
where criterion 2 is reached. DDT is likely to occur wherever both criteria are met simultaneously. To
calculate the 2 criteria, the follwing data are needed in the lumped-parameter and in the multi-dimensional
approach:

Detonation cell size evaluation. Different alternatives have been considered: (i) computation of induc-
tion lengths from a Zeldovic-von Neumann-Döring (ZND) model and correlation to cell size following
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Figure 5.3.2.5-1 Extraction of a sub-graph representing the relevant connected control volumes
in a lumped-parameter approach for DDT criteria evaluation

Reference [5.114], and (ii) polynomial interpolation between experimental data. Because the first option
requires an expensive detailed chemistry model, we employed the second option for the first implemen-
tation. An Arrhenius law (= A � exp(�Ea=R � T ) was chosen as an approximate formula, and the free
parameters A, Ea=R were fitted on experimental results available in the open literature [5.115 – 5.117]
(For details see the final report [5.118]).

Local Mach-number evaluation. Computation of the local sound speeds is straightforward in both the
lumped-parameter and multi-dimensional approaches. While the latter also provides the characteristic
flow velocity as a field variable, an ad hoc approximation must be invoked in the former. We have
chosen to assess the fluid velocity in a cell by the atmospheric junction velocity. Others choices should
be examined during applications.

Geometrical size D. The geometrical size D is a characteristic length of a reactive mixture cloud, and
in well-mixed conditions it corresponds to the room size. In the calculations, it has been chosen to
use the detonation cell size variable to determine the size of the cloud. According to minimum and
maximum system dimensions, isovalues of detonation cell sizes have been chosen by the user. In groups
of cells in which the detonation cell size is smaller, the Nth isovalues are determined. Using these
subgrids, the geometrical size D can be estimated as the smallest distance between the barycentre and
border, volume over border area etc. There are still open questions on this subject to determine the right
geometrical dimension. Sensitivity studies should be performed for each possible choice. In the lumped-
parameter approach, when a cloud has been identified (detonation cell size lower than the Nth isovalue)
a graph is constructed and then, we have to extract all the complete graphs with a dimension greater
than 3 (all possible connections). An example is given in Figure 5.3.2.5-1. A revised methodology
will be implemented according to the conclusions of this report especially concerning the geometrical
characteristic length size D. Regarding lumped-parameter approach, a proposal is given in Chapter 6.
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5.3.3 Combustion in CFD Codes Using the Eddy Dissipation/
Eddy Breakup Concept (EDC/EBU)�

5.3.3.1 Introduction

This section presents an example for turbulent combustion simulation using an eddy dissipation concept,
as described in Chapter 4.3, by means of the COM3D code (see Table 5.4.0-1). This code was selected
for this purpose because of its current active application to full-scale 3D reactor containment problems
(2 million cells). The development of the COM3D code was started at the Kurchatov Institute [5.119]
and was continued at FZK ( [5.120], [5.121]). The sections that follow describe the code models and
their validation by experimental results on different scales.

5.3.3.2 Code Description

The structure, the essential components, and the underlying physical models of the COM3D code are
shown in Figure 5.3.3.2-1, and the models equations are summarized in Figures 5.3.3.2-2 and 5.3.3.2-3.

� The gas dynamic model includes the Favre-averaged conservation laws of total mass, momentum,
energy, and species mass.

� The turbulence modelling offers the choice between two different treatments

– standard k � ", and

– RNG k � " [5.122] (renormalization group theory)

The RNG model, compared with the standard k � "-model, provides more accurate predictions
for flows with rapid distortions and large eddys.

� The thermodynamic model distinguishes four gas components (H2, O2, N2, H2O).

� The chemistry model describes the reaction rate with medium and high turbulence intensity. This
allows one to treat thickened turbulent flames (Da > 1) and a quasi-homogeneous reaction regime
(Da < 1). If the chemical reaction is the faster step, the rate is governed by the turbulent dissipation
or the decay of eddies (eddy dissipation model). Otherwise, a corresponding Arrhenius equation
is used to model the chemical reaction rate.

� To solve these equations numerically, a TVD [5.123] (total variation diminishing) procedure is
used. The equations are solved on a 3D Eulerian carthesian grid.

It is crucial to verify the different models implemented in the COM3D code in a systematic step-by-step
procedure. Different individual models were tested on increasingly complex problems.

�Contributed by Dr. W. Breitung
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COM3D-Code

- four components H , O , N , H O,

JANAF fits

Thermodynamic model

2 2 2 2

Chemistry model
- Eddy-Dissipation-model for Da > 1
- Arrhenius Law for Da < 1

Gasdynamic model
(conservation laws)

- mass, - momentum, - energy

Turbulence models

a) standard k-

b) RNG k-

�
�

Numerical scheme
- TVD
- 3 d-cartesian grid

Version 2.0

Figure 5.3.3.2-1 Structure and models of the COM3D code

Figure 5.3.3.2-2 Hydrodynamic equations of the COM3D code
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Figure 5.3.3.2-3 Standard k�",RNG�k�", and reaction model, as implemented in the COM3D
code
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5.3.3.3 Code validation

The forward facing step problem. The supersonic flow through a 2D duct with a forward-facing step was
analyzed. This numerical test problem has been investigated by many authors using various codes and
different numerical methods. The correct solution is well-known. This high-velocity problem provides
a good test for both the ability of the COM3D code to solve the Euler equations numerically and for
the correctness of the thermodynamic data (JANAF-fits). Figure 5.3.3.3-1 shows a corresponding result.
The calculated stagnation pressure, angle of bow shock, shear layer position, and downstream shock
pattern are in good correspondence with the known numerical solutions. The total variation diminishing
(TVD) scheme used in the COM3D code preserves shock fronts very well.

Figure 5.3.3.3-1 COM3D verification on a hydrodynamic test problem. Supersonic flow through
a duct containing a forward-facing step: N2, M = 3, p0 = 1 bar, T0 = 298 K. The computational
grid is 100� 300 cells. Good agreement is observed with the known solutions.

He-air turbulence test. The 12-m FZK tube was used for inert tests in a shock tube mode. The tube is
divided by a membrane in two parts (Figure 5.3.3.3-2). The 3-m-long section can be pressurized, and the
bursting of the membrane creates a shock wave travelling into the adjacent low-pressure section (e.g., at
1 bar), which contains circular orifices as obstacles. The velocity and pressure amplitude of the shock
wave decrease by partial reflection and turbulence generation. Then, the measured pressure signals at
different locations can be compared with numerical simulations based on different turbulence models.
This allows the verification of the turbulence models under inert conditions, without disturbances by
a combustion process. Using three different levels of turbulence modelling – without turbulence, with
k � ", with RNG k � " – the experiment on turbulence generation and dissipation in inert He-air was
simulated with COM3D. An uniform 3D cartesian grid with 1-cm mesh spacing, which results in a total
of 390 000, cells, was used for the calculation. Figure 5.3.3.3-3 compares a measured pressure signals
with the COM3D calculations without turbulence model and the RNG k � " model. The calculation
without the turbulence model shows considerable deviations from the measured pressure data. Including
a k � " or RNG k � " model provides a better agreement with the experiment. The calculation matches
the measured pressure associated with the incoming wave very well. The differences between the k � "

and RNG k � " models were only minor; thus k � " appears sufficient for the investigated problem.

Reactive flow tests in different scales. The 12-m tube was modified to allow turbulent combustion
tests on a medium scale (Figure 5.3.3.3-4). In the whole tube, equally spaced ring-shaped obstacles are
installed to block a certain ratio of the flow path. The eddy break up combustion model of the COM3D
code contains a reaction rate constant cf , which must be obtained empirically from experimental results.
A large series of calculations for turbulent combustion experiments with different H2 concentrations
and blockage ratios confirmed a value of cf = 6 � 1 for a great variety of experiments. A comparison
between measured and calculated pressure is displayed in Figure 5.3.3.3-5 for a test with 15% H 2 and
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ignition H /air mixture2

turbulent flame

Figure 5.3.3.3-4 Schematic view of 12-m FZK tube equipped with obstacles

30% blockage ratio. It shows good agreement with the data for the integral combustion development
and local pressure loads [5.124].

Figure 5.3.3.3-5 Comparison of calculated and measured pressure signals for tube experiments

Large-scale experiments performed in the RUT Facility [5.125] yielded further data for confirmation of
the combustion model. The RUT Facility is depicted in Figure 5.2.3.2-30 . The whole facility has a
lenght of about 60 m and a cross-section area of 5:25 m2 in the channel part. Figure 5.3.3.3-6 shows
as an example the good agreement between measured and calculated data. A c f -value of 6 was used
as in the medium-scale calculation. All major peaks in the experimental data can be identified in the
calculation, showing that the simulation captures properly the essential wave propagation phenomena in
the complex 3D enclosure.

Conclusions. Using the COM3D code as an example, this section showed the major steps necessary for
the development of a verified CFD program for reactive flow. A 3D code was developed for simulating
fast turbulent combustion in H2-air-steam mixtures. The exploited models (numerical, gas dynamic,
thermodynamic, turbulence, chemical kinetics) were validated on medium and large test problems and
experiments. The COM3D code may be considered as a verified tool for sufficiently accurate simulations
of fast turbulence combustion on a full reactor scale. An example of a reactor application will be given
in Chapter 6.
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Figure 5.3.3.3-6 Comparison of calculated and measured pressure signals for RUT Facility
experiment

5.3.4 Application of the eddy breakup model to a complex geometry �

The NUPEC Large-scale Test Facility (Figure 5.2.3.2-27) offers interesting features to be used for
combustion model validation. It was built to be similar in design to a nuclear containment, and it models
the major components of a nuclear containment in its interior. These components are hollow and are
open for gas flow and flame passage but act also as obstacles for flows around them.

For CFX-4.2 ( [5.126], see Table 5.4.0-1) a block structured grid was created, with the aim to include all
relevant components. Figure 5.3.4-1 shows a view of the inner of the sphere and reveals the two steam
generator cylinders surrounded by two ring-like pipes (“doughnuts”). Figure 5.3.4-2 shows a view of
the outer shell cut off. This picture shows that all inner parts of the test facility are interconnected by
small pipes. From the cylinders, two pipes enable flows to the lower doughnuts. After a circular turn of
90o, two pipes branch the flow to the upper doughnuts. From there, again after a 90o turn, connections
to the outer sphere exist.

The grid consists currently of about 52 000 cells, and this number can be considered as a minimum.
Respective investigations have not yet been conducted to characterize the influence of the combustion
process. Figure 5.3.4-3 gives two examples of the grid related to internals of the test facility. On the
right side of Figure 5.3.4-3 the upper part of the upper doughnut has been removed. This reveals that in
the doughnuts additional orifices are installed in order to provoke continued flame acceleration.

The combustion model used is the eddy breakup approach with Damk öhler cut-off to model flame
quenching. The reaction then rate reads as follows:

R = ��
"

k
CRCAMlim (5.3.35)

�Contributed by Dr. M. Heitsch
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with

CR = 23:6

�
�"

�k2

� 1

4

; (5.3.36)

Ca = 1:0 if D � Die

Ca = 0:0 if D < Die : (5.3.37)

Die is a threshold Damköhler number below which the chemical reaction is suppressed to simulate local
quenching.

Mlim = min

�
mF ;

mO

I
;B

mP

1 + I

�
: (5.3.38)

The mF , mO, and mP are the mass fractions of fuel, oxidizer, and products respectively. The stoichio-
metric coefficient of the chemical reaction is denoted by i. The Damköhler number is defined by the
following form:

D =
�t

�CH
(5.3.39)

with the turbulent time scale defined as

�t =
k

"
(5.3.40)

and the chemical induction time (after Schott and Kinsey [5.127]) given by

�CH = ACHe
TA
T (�mF )

a (�mO)
b : (5.3.41)

ACH is a constant, TA an activation temperature, and a and b are exponents for the fuel and oxygen
density respectively. The constants from Equations (5.3.37), (5.3.38) and (5.3.41) are distinct for the
hydrogen-oxygen reaction but depend also on the scale of the test facility. In Reference [5.128] detailed
investigations on different scales and test facilities were conducted to fix the constants. With this support,
the following constants are set:

Die = 5; ACH = 2:25 � 10�11; TA = 9132; a = 0; b = �1; B = 1 : (5.3.42)

Test B-2-6 from the NUPEC experimental program has been simulated. The same deflagration experiment
has also been analyzed, as described in Reference [5.90]. The initial mixture is composed of 10.5%
hydrogen, 12.5% oxygen, 30% steam, and the rest is nitrogen. Ignition takes place in the left steam
generator close to the bottom, and the combustion progress is most of the time asymmetric. First, a
flame expands upwards through the steam generator cylinder into the outer sphere of the test facility.
Very soon, the flame front also branches through the available connection pipes into the outer lower
doughnuts. In Figure 5.3.4-4 at two different times, the progress of the deflagration is shown. Shaded
contours of temperature are used to illustrate the flame propagation. The upper part (at 0.9 s) spots the
moment when on the left side of the test facility the lower doughnut is reached, and in the right steam
generator cylinder the flame progressed less . Later, at 1.305 s (lower part of the figure), hot gases tend
to leave from the upper doughnut into the sphere. This means, that (invisible in the figure) through the
available connection pipes the upper doughnut is already reached by a flame. However, in the lower
doughnut, combustion has not reached the right section because no elevated temperatures can be seen
there.

Figure 5.3.4-5 is a comparison of the pressure history in the left steam generator and in the upper doughnut,
a comparison of measured values with simulated values. In the early phase, the modelled combustion
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is faster than the measured combustion. This is why the laminar initial phase has not been modelled
and from the beginning a full turbulent combustion is assumed. Later, the simulation overestimates
the buildup of total pressure in the test facility. This may be true to the complete consumption of all
the fuel, what is inherently involved in the eddy breakup model by default. Radiative losses from the
hot steam may also play a certain role and may lower the pressure but have not yet been included. It
should be stressed that the presented simulation intentionally did not modify basic model constants in
order to get a better agreement with measured data. Instead, this analysis demonstrates the capabilities
of the combustion model and its implementation in the CFX model available for a blind simulation,for
example, in a nuclear containment.

Outer Sphere

Steam Generator

Connecting holes
to the outer sphere

Interconnecting
pipes

Ring pipes
(doughnut)
with inner

orifices

Figure 5.3.4-1 Cutaway view through the CFX model of the NUPEC Large-scale Test Facility
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Figure 5.3.4-2 Perspective view of the modelled internals with interconnecting pipes

Figure 5.3.4-3 Examples of the grid used
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Figure 5.3.4-4 Shaded contours of temperature to characterize the flame progress at two different
times
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5.3.5 Combustion in CFD Codes Using a Probability Density Function (PDF)�

5.3.5.1 Introduction

A calculation method for combustion systems of interest comprises a number of essential components.
These include the conservation equations, numerical solution methods, turbulence models, and combus-
tion models. In order to focus the attention on the development of a model for the premixed hydrogen-air
combustion process, it is convenient to implement the model into a commercial CFD code. The present
contribution describes the implementation of a PDF combustion model into the commercial codes CFX
and CFX-TASCflow from AEA Technology plc. (see Table 5.4.0-1). The basic development of the
reported model is described by Durst and Mayinger [5.129] and Durst [5.130, 5.131], and follows along
the lines of Pope [5.132], Bray [5.133] and Borghi [5.134].

The main assumption of the model is that the thermodynamic state of the system can be related to one
single progress variable

c =
YH2O

YH2O;1

; (5.3.43)

taken to be the mass fraction of water as the reaction product, normalized by the final water mass fraction
�Contributed by A. Eder
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at the end of the combustion reaction. Further, it is assumed that the chemical rections are in equilibrium,
which leads to deterministic relations between the mass fractions of the involved species. The chemical
conversion rates of the involved species can generally be expressed depending on the thermodynamic
state and composition of the involved mixture and an Arrhenius-type rate factor.

Together with the former of the above assumptions, which relates any thermodynamic quantity to the
reaction progress, the latter assumption enables us to relate the chemical conversion rates of the individual
species to the reaction progress c. The production rate of c itself is defined correspondingly to Equation
(5.3.43):

wc =
wH2O

YH2O;1

; (5.3.44)

with wH2O as the chemical production rate of water is treated in the same way. The resulting balance
equation for the reaction progress variable reads

@

@t
(�c) +

@

@xi
(�uic) =

@

@xi

�
�H2O

@c

@xi

�
+ wc(c) : (5.3.45)

The chemical closure problem arises from the well-known difficulty of resolving the length and time
scales involved in a turbulent flow with the spatial resolution of the numerical grid and appropriate time
steps, resulting from limitations both in computer memory and calculation time. Consequently, turbulent
flows in engineering applications are treated by suitably averaging the corresponding balance equations
(time–/Reynolds–, ensemble–, density-weighted/Favre-averages). In the above balance equation for
the reaction progress, this leaves us with an average of the reaction rate, which, because of the high
non-linearity of the exact term (involving an exponential function in the Arrhenius rate factor), cannot
be expressed in terms of the average of the reaction progress, i.e.,

wc(c) 6= wc(c) : (5.3.46)

In fact, as many authors point out, this approach can lead to errors of several orders of magnitude.
Therefore, the turbulent reaction rate wc must be accounted for by an appropriate turbulent combustion
model.

The approach reported in the present contribution is based on a relation known from experimental
investigations. If the instantaneous values of a turbulently fluctuating quantity ' and the corresponding
probability density function (PDF) P (') can be determined, then the mean value can be calculated as

' =

+1Z
�1

'P (') d' : (5.3.47)

In our case of the turbulent reaction rate this leads to

wc(x; t) =

1Z
0

wc(c)P (c;x; t) dc ; (5.3.48)

where we have extended the dependencies in order to indicate that we are intererested in solutions in the
whole calculation domain rather than only at one single measuring location. Contrary to the situation
of an experiment where both the expressions that are integrated result from measurements, we are left
with the task of still having to relate the second term to the (mean) flow. The present contribution simply
assumes a generic shape for P (c) with specific shapes constituted by not too many parameters, which,
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Figure 5.3.5.1-1 Gaussian PDF clipped to 0 � c � 1

in turn, can be determined from the flow field. As, in general, these parameters will vary with the flow
field, this gives P (c;x; t). The mean value can then be determined by numerically equating the above
integral. Similar to Lockwood and Naguib (cf. [5.135]), we chose a Gaussian distribution for the shape
of the PDF, clipped to the region of definiton of the progress variable (Figure 5.3.5.1-1), in order for the
PDF to meet the required normalization condition

0Z
1

P (c) dc = 1 : (5.3.49)

A Gaussian distribution is given by

P (c) =
1

�
p
2�

e
�1

2

�
c��
�

�2
; (5.3.50)

with the two parameters � and � determining the specific shape. The relation to the mean flow is
achieved by taking into account that the first and second (central) moments of the distribution of the
reaction progress c; that is, mean c and variance c 02 are defined in connection with the PDF:

c =

Z
cP (c) dc (5.3.51)

and
c02 =

Z
(c� c)2P (c) dc : (5.3.52)

Provided that, in addition to the mean reaction progress c(x; t), which is one of the flow variables anyway,
c02(x; t) is also known from the solution of the flow field; the two equations above determine � and �
appropriately, so that P (c;x; t), required in Equation (5.3.48), is defined. Therefore, the solution of an
additional balance equation for c02 is required. This equation can be derived from the balance equations
for c and c.

In order to speed up the calculation procedure, the combustion model makes use of the fact that the
region of definition of c is restricted between 0 and 1 and that c 02 is bounded, too:

0 � c02 � c(1� c) : (5.3.53)
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Therefore, P (c;x; t) can be tabulated as P (c; c; c02) beforehand, so that the calculation of P (c) during
the flow solution is replaced by a simple lookup table procedure.

Regarding the instantaneous reaction rate wc(c) we have, so far, deliberately remained vague, as it leads
us to some demanding difficulties regarding the combustion model. Our first assumption was that one
reaction progress variable is sufficient to adequately describe the state of the reaction. Consequently,
we can take into account no more than one chemical reaction. We are therefore talking about what in
chemical reaction kinetics is known as a one-step global reaction scheme.

The implied difficulties arise as we try to find quantitative data for reaction parameters required in
the Arrhenius rate factor such as activation energies and frequency factors. A global reaction scheme
can only serve as an approximation of, in fact, a far more complex reaction scheme involving maybe
hundreds of elementary reaction steps. Only few contributions in the literature actually state values for
these parameters by fitting the results of a calculation with a one-step scheme to some experimental or
numerical set-up of greater complexity. Naturally, the results found in this way are not only influenced
by the chosen reaction scheme and initial conditions as would be required in our case, but also by varying
boundary conditions and even the type of combustion, i.e., premixed versus diffusion flames.

We have, therefore, chosen to determine wc(c) from the simulation of a simple model flame (one-
dimensional, laminar, adiabtic, propagating freely at steady state) taking into account detailed chemical
kinetics. For such set-ups, programs such as PREMIX (Kee et al. [5.136]) from the CHEMKIN (Kee
et al. [5.137]) suite of codes or INSFLA (c.f. Maas [5.138], Maas and Warnatz [5.139]) exist. These
codes account for finite rate chemical kinetics and exact molecular transport mechanisms. Starting from
a initialization, the profiles of all involved species over the flame front can be calculated for a flame,
propagating in a premixed H2 in air mixture. From this result the required information regarding wc can
be extracted for discrete water mass fractions, relating wc to c to give wc(c).

5.3.5.2 Code validation

Test geometry. The applied PDF combustion model has been validated with measurements performed in
explosion tubes of different scale. In this section, an exemplary code validation for a round explosion tube,
closed at both ends – ··PHD-Tube, Technische Universit ät München·· ( [5.41,5.71,5.112,5.140 – 5.142]),
inner diameter 66 mm, length 6.5 m – is shown. This tube is filled with turbulence-promoting obstacles
over a length of 3 m, starting from the ignition spot (round obstacles with a blockage ratio of 60% and
a spacing of 185 mm, l=d � 2:8), in order to accelerate the flame rapidly. The mesh for the explosion
tube used by the numerical simulation is based on a block-structured topology. Figure 5.3.5.2-1 shows
the mesh of the explosion tube, used for this test calculation. This mesh consists of about 6700 control
volumes. In order to avoid degenerated cells in the centre of the tube, a butterfly topology has been
used; that is, a H-grid topology in the centre of the mesh is connected to a surrounded O-grid topology
(see Figure 5.3.5.2-1). Because of the symmetry of the investigated problem only one half of the tube is
considered. A further reduction is not possible because bouyancy effects have to be taken into account
for the investigated combustion regime (13 vol % H2). In the region where the mixture is ignited, the
grid is refined. Since the obstacles are placed only in the first half of the tube, a coarser grid resolution
is used behind the last obstacle.

Boundary conditions and initialization. At the walls, slip conditions are defined for the momentum
equation. The use of slip boundary conditions is valid in the considered combustion processes because
the expansion flow passing through the obstacles placed in the tubes dominates the turbulence production.
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Figure 5.3.5.2-1 Mesh for the PHD tube

Therefore, shear stress at the walls serving as a turbulence promotor can be neglected. Concerning the
energy equation, an adiabatic boundary condition is set. Test calculations revealed that the use of a
constant ambient wall temperature, which is suggested by Ardey [5.56], has no significant influence on
the combustion simulation.

It is often suggested that when combustion simulations in closed facilities are being done that an ignition
model be used (e.g. [5.130]) in order to get a good approximation of the startup process, and to overcome
the problem of the initialization of an existing flame front and the flow field involved. Further in the
verification process and the comparison with experimental data, the ignition process has been found to be
insignificant for the investigated geometries. For the initialization of the combustion process, a preburnt
area in the ignition region (see Figure 5.3.5.2-1) is defined. In this region the value for the reaction
process is set to ~c = 1:0 (fully burnt) and the temperature to the corresponding value.

Numerical control. In principle, the time resolution should be chosen in a way that it is possible to
resolve the occuring pressure waves. With respect to the grid resolution, the time step should be of the
magnitude

�t <
�x

a0
; (5.3.54)

where a0 is the speed of sound in front of the flame (unburnt gas). In combustion simulations pressure
waves occur, which possibly propagate much faster than the speed of sound a 0. The time step has to be
adjusted to take into account the expected propagation speed of the pressure wave and the flame front.
This is an absolute necessity if the numerical solution of the flow field is calculated explicitly for reasons
of the stability of the solution process. In the case of an implicitly calculated flow field, the time step
can be set higher with the consequence that pressure waves are not clearly resolved. In the performed
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combustion simulations, the time step has been chosen to be �t = 2 � 10�5s.

Comparison of calculation and experiment. A comparison between the flame propagation measured in
the experiments and the calculation revealed a significant difference, which is shown in Figure 5.3.5.2-3.
The calculated flame speed is considerably slower compared with the measurement. The difference can
be explained by the flame propagation: The maximum measured flame speed is of the magnitude of 600
m/s. By the fact that this is a supersonic propagation related to the initial mixture, a direct interaction
of the flame front and the induced pressure wave is taking place. In the case of the 13 vol % H 2 in air
combustion process in the explosion tube, it was observed that after the ignition process and the passing
of the first obstacles, the flame front is coupled to the pressure wave because of the strong acceleration of
the flame in this region. In Figure 5.3.5.2-2 the described coupling is shown at a position of x = 2:25 m.
After passing the last obstacle, the flame decelerates and a decoupling of the pressure wave occurs. This
behaviour can be seen in the lower picture of Figure 5.3.5.2-2 where the flame front and the pressure
distribution are shown over time at the position x = 4:25 m, which is located in the second half of the
tube.
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Figure 5.3.5.2-2 Flame-front and pressure-wave interaction in the PHD-tube (13 vol % H2 in air
combustion process)

The coupling of the flame front and the pressure wave has the consequence that the flame is burning
into a mixture with a thermodynamic state, which is different from the initial conditions of T0 = 293:0

K and p0 � 1 atm. In this case the combustion takes place in an area that is due to the compressing
effect of the shock wave characterized by a higher pressure and enthalpy level, which causes significant
higher reaction rates. For the initialization with a higher pressure and enthalpy level, a pressure of
p0 = 6 bar and a temperature of T0 = 488 K have been chosen. The pressure level is extracted from the
measurements and the temperature is calculated by assuming an isentropic change of the thermodynamic
state. This leads to an increase of the reaction rate in the range of about an order of magnitude. It has to
be emphasized that the change of the reaction rate wH2O(c) has of course a strong influence on the PDF
reaction rates.

Because the consideration of changes of the enthalpy and pressure level during one calculation is not yet
implemented in the presented PDF model, the following approach is applied: In order to improve the
numerical simulation in the part of the tube where the flame is accelerated to its maximum speed, the
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calculation is performed with a PDF reaction rate based on the actually occuring pressure and temperature
level. It has to be emphasized that the definition of these levels is a very rough approximation but is
appropriate enough to prove the assumptions. Of course, this strategy will lead to an overestimation of
the reaction rate during the startup process and the end of the combustion process but will be a good
approximation if the flame front is coupled to the pressure wave.

In Figure 5.3.5.2-3 the calculated flame propagation based on the modified PDF reaction rates is shown.
It can be seen that within the startup process the flame speed is overestimated. This originates on the one
hand because of the initialization and on the other hand because of the earlier described overestimation
of the reaction rate in this region. Comparing the region from 1 m to 3 m distance from the ignition point,
a good agreement between the calculation and the experiment can be seen. The maximum flame speed
is well predicted with the calculation. In this region, the assumption of the coupling of the flame front
and the pressure wave is valid. After passing the last obstacle (at x = 3 m) the calculated PDF reaction
rate overestimates the real reaction rate and, therefore, the flame speed is not predicted accurately. The
simulation was performed up to the time when the flame front reached the end of the tube.

For the comparison of the pressure distribution over the time of the calculation and the experiment, the
position x = 2:25 m is chosen. As can be seen in Figure 5.3.5.2-4 the pressure level and distribution
behind the maximum peak is well predicted. But the calculation is not able to predict the maximum
pressure peak because the chosen resolution in time (time step size of �t = 2 � 10�5 s) and space
(�x � 0:04 m) is not accurate enough.

In Figure 5.3.5.2-5 the flame front and the concerning turbulence field are depicted in the range of 2:5
m � x � 3:0 m of the PHD tube during the combustion process. It can be seen that because of the
propagation of the flame front with a velocity faster than the speed of sound of the initial mixture, the
turbulence field is induced together with the arrival of the flame front.

time [s]

fla
m

e
po

si
tio

n
[m

]

0.11 0.115 0.12

1

2

3

4

5

6
measured

calculated (Le=1, T0=488 K, p0=6 bar)

calculated (Le=1, T0=293 K, p0=1 bar)

Figure 5.3.5.2-3 Comparison of experimentally determined data with numerical calculations of
the flame propagation in the PHD tube for a 13 vol%-H2 in air mixture
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5.3.6 Model Clusters with Specialized Tools for Specific Tasks�

5.3.6.1 High-performance computing capabilities

Numerical simulations of reacting flows in complex geometries (e.g., associated with hot jet ignition,
flame acceleration, or explosion phenomena) have shown that significant computer resources are nec-
essary, to resolve different time and length scales of the physical processes involved [5.143 – 5.146].
Therefore, new versions of reactive Navier-Stokes and Euler flow solvers have been developed for high-
performance computing (HPC) with parallel processing capabilities, including pre- and post-processing
with an advanced visualization based on tools such as PATRAN, AVS, etc. In order to investigate the
capabilities of HPC, a computer complex consisting of several supercomputers (CRAY-T90/T3E/J90)
with parallel vector processing (PVP) and massively parallel processing (MPP) was established at the
Research Center Jülich (FZJ); the computer complex is integrated into a connecting high-speed net-
work (gigaring). Depending on the specific computer platform with shared or distributed memory,
different parallelization concepts of reactive field codes have been realized, especially in the massively
parallel mode. Effective parallelization routines are available for load balancing, synchronization, and
communication of the allocated processors, e.g., see [5.147] and [5.148].

In order to cover a wide range of combustion modes, several field codes are applied at this computing
cluster, each being specific for describing a particular phenomenon:

� the CFX code from AEA Technology Ltd. with an implemented eddy dissipation concept for the
simulation of hydrogen deflagrations within complex geometries;

� the AIXCO-2D code with a flamelet concept for the simulation of a DDT process ahead of the
flame with shock wave reflection and auto-ignition processes;

� the DET-2D code with a global reaction model for the simulation of stable detonation processes in
hydrogen-air mixtures; and

� the IFSAS-2/3D code with an induction time model for describing both, shock ignition and
detonations of single- and multi-phase flows as well as fluid-structure calculations.

For a detailed description and classification of these codes, refer to the references listed in Table 5.4.0-1.

More recently, first standard versions of reactive field codes have been established on massively parallel
supercomputers with promising test results, as follows: First, the reactive Navier-Stokes flow solver
code CFX-5 with combustion modelling was ported to the T3E using domain decomposition and PVM
(parallel virtual machine) tools ( [5.149], [5.150]). Second, the reactive Navier-Stokes flow solver code
AIXCO with the flamelet concept was restructured on the T3E using multi-block grids and MPI tools
(message passing interface). Third, the reactive Euler solver code DET with high-speed combustion
modelling was optimized on the T3E using HPF tools (high-performance FORTRAN). These new parallel
code versions showed in tests cases for slow, fast, and rapid flames a proper performance, quite good
speed, and scaling with increasing number of processor nodes and grid sizes, [5.151]. For example,
Figure 5.3.6.1-1 displays the measured performance of the DET code for parallel processing on the T3E
with nearly linear speeding up to 100 processor nodes. In this test case 500 000 cells were used for a fine
grid resolution of a detonation wave propagating over obstacles in a channel.

�Contributed by Dr. W. Rehm, Research Center Jülich/Forschungszentrum Jülich (FZJ), Germany
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Figure 5.3.6.1-1 Parallel performance of the reactive Euler solver DET-2D/HPF on the CRAY-T3E
for a detonation test case in a channel with obstacles using 500000 cells

5.3.6.2 Specific studies and sample-of-proof tests

The complexity of explosion phenomena may involve many combustion processes ranging from defla-
grations to detonations, producing static or dynamic loadings on the safety enclosure, which depend
on the mixture sensitivity and the geometrical configuration. For the safety analysis of accidental
consequences, special numerical models have been accomplished for specific studies related to DDT
phenomena, introducing high-performance computations with parallel processing. The modern field
code cluster (MFCC) used comprises special reactive Navier-Stokes solvers as well as reactive Euler
solvers, which were tested in combination on coarse- and fine-grid levels. As a sample of proof tests,
benchmark calulations were performed for integral large-scale explosion tests of the RRC in Moscow
(RUT Facility, see Figure 5.2.3.2-30) and for detailed small-scale laboratory tests of the Shock Wave
Laboratory in Aachen, ( [5.51], [5.152]). For the RUT Test Facility, the following specific post-test
analyses were produced for combustion modes in hydrogen-air mixtures in the range 10-15-20 vol %
H2 [5.118]:

� Deflagration mode: turbulent flame acceleration over obstacles with flame velocities in the range
250-500-1000 m/s;

� Transition mode: DDT with shock wave focusing and auto-ignition conditions for mild and strong
limits between 850 and 1200 K;

� Detonation mode: Ignition with detonation propagation and resulting pressure and impulse history
in different positions up to 50 to 75 bar.

Flame acceleration. Three-dimensional simulations were performed using the CFX code for the flame
acceleration over repeated obstacle arrays (35 m x 2.25 m x 2.5 m) with the flame propagation into the
cavity (10.55 m x 2.5 m x 6.25 m) and into the outlet channel (25 m x 2.25 m x 2.5 m), whereby the
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RUT-23 test was modelled with 11 vol % H2 in air and 30% to 60% BR. The turbulent combustion model
(RNG/EDC) was fine-tuned concerning the empirical constants in the reaction parameters of the source
term. Examples of pressure and temperature contours are shown in Figure 5.3.6.2-1 for a simplified
2D simulation. These CFX results were compared with the AIXCO-2D results, which are based on the
flamelet model with flame tracking and an empirical burning law. Both codes are in good qualitative
agreement and agree quantitatively quite well with the measurements, concerning the flame velocity in
the first channel and the pressure-time history in the cavity (e.g., see Figure 5.3.6.2-2). The mean grid
resolution was of the order of 10 cm (flame quenching and re-ignition were not simulated in these tests).

DDT conditions. Based on the above reference cases, conditions for defagration- to-detonation tran-
sition were analyzed in more sensitive hydrogen-air mixtures. For this purpose, the code AIXCO-2D
was adapted to the RUT-22 test with 14 vol % H2 in air and 60% BR. In the numerical simulation, the
flame propagated as a deflagration with about 800 m/s from the channel into the cavity. A transition
from deflagration to detonation can occur by shock wave focusing and auto-ignition in the unburnt gas
ahead of the flame (i.e., in preconditioned fresh gas pockets). The numerical results showed that the
calculated shock reflection temperatures approach the auto-ignition conditions with increasing mixture
sensitivity or grid resolution. For this reason, separate grid refinement studies were performed applying
the IFSAS code and using adaptive mesh refinement with a maximum resolution in the cavity of the
order of 1 mm. In this way, it is in principle possible to resolve DDT processes as far as shock wave
focusing with auto-ignition and detonation propagation for various initial and boundary conditions are
concerned. Typical test results are shown in Figure 5.3.6.2-3 for shock wave collision in the corner of
the cavity and initiation of detonation in a 15 vol % H2-air mixture, assuming a sustainable propagation.

Gas dynamic effects. In paramter and sensitivity studies, the gas dynamic effects on auto-ignition
conditions were analyzed, using the parallel code DET with fine grid resolution in the cavity and the
outlet channel of the order of 1 cm. The inlet conditions were specified at the end of the acceleration
channel entering into the cavity and were varied in a wide range for the inlet parameters: pressure,
velocity, and temperature. These test results reveal that high reflected shock pressures between 30 and
40 bar (factor 5) are necessary to reach auto-ignition temperatures between 850 and 1200 K in a 15 vol %
H2-air mixture. Figure 5.3.6.2-4 shows the reflected shock wave temperatures versus time in two corners
of the cavity. The parameter is the inlet velocity of the burnt gas with 7.5 bar and 1000 K for an unburnt
gas at 1 bar. The sequential combination of the parallel AIXCO code (Navier-Stokes solver) with the
parallel DET code (Euler solver) via an interface allows the numerical simulation of DDT conditions
for flame acceleration, shock ignition, or hot jet ignition at different model levels with grid refinement.
In sensitivity studies with the parallel DET code, it was observed that the cavity can burn out rapidly
by DDT and that a supersonic flame enters into the outlet channel. In addition, multiple ignitions can
occur in the cavity. It was found that a DDT near a corner produces higher pressures but lower impulses
compared with a DDT far from a corner in the cavity and vice-versa (turbulent mixing triggering DDT
was not taken into account in these studies).

Ignition aspects. An important aspect for the onset of detonation concerns the sufficient resolution of the
shock wave collision in correlation with the ignition process for detonation formation in H2-air mixtures
at ambient conditions. Strong and mild ignition processes were observed in shock tubes, whereby
measured ignition delay times are not consistent with theoretical predictions in the low-temperature
regime. The measured ignition delay times can be used for fitting reaction kinetic data. In a first step,
a global reaction model with induction delay was implemented in the parallel Euler code DET with
modified Arrhenius parameters and validated with shock tube experiments, performed at SWL-Aachen.
Ignition delay times were measured in a 15% hydrogen-air mixture in a quadratic shock tube (5.4 cm x

5.107



6.4 m), using a plane end wall with a narrow gap (e.g., similar to the RUT geometry on a small scale).
The numerical simulation was performed with a fine grid resolution of the order of 0.5 mm and resulted
in a reasonable qualitative and quantitative agreement with the measurements for strong ignition behind
the normal reflected shock. The CJ detonation velocity was about 1550 m/s. Characteristic numerical
schlieren pictures (i.e., density gradients) for the DDT experiment are shown in Figure 5.3.6.2-5. The
comparison of measured and calculated pressure transients is presented in Figure 5.3.6.2-6.

Temperature Field: 300 to 1600 K

Pressure Field: 1 to 5 bar

Figure 5.3.6.2-1 CFX temperature and pressure contours of the RUT-23 deflagration test with
11% hydrogen in air at NTP and BR = 60% at about 1 s
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Figure 5.3.6.2-2 Comparison of experimental and numerical results with the codes CFX and
AIXCO for RUT-23 deflagration test with 11% hydrogen in air at NTP and BR = 60%
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Figure 5.3.6.2-3 Pressure contours of the IFSAS code for transition from deflagration-to-
detonation by shock wave focusing with auto-ignition in the RUT cavity (15% hydrogen)

Figure 5.3.6.2-4 Parameter study of the parallel DET code for DDT conditions by shock wave
focusing for mild and strong ignition temperatures in two corners of the the RUT cavity (15%
H2-air at NTP for p(in) = 7.5 bar, T(in) = 1000 K) and v(in) as parameter
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Figure 5.3.6.2-5 Numerical schlieren picture of the parallel DET code for DDT experiments in a
quadratic shock tube with a narrow gap performed at SWL (15% H2)

Figure 5.3.6.2-6 Comparison of experimental and numerical pressure transients for strong ignition
and detonation formation with the parallel DET code (15% H2)
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5.4 Summary

This chapter has compiled both an overview of available experiments on FA and DDT, which are
applicable for code validation, and the validation of the various codes with different levels of complexity.

The experiments presented addressed shock-focusing, flame acceleration, and transition to detonation
in obstructed areas, and flame propagation in complex and large-scale geometries with various levels of
detail in the instrumentation - all these parameters depend mainly on the size of the facility. At the small-
scale facilities, it is possible to investigate the flame propagation highly resolved with different types of
transducers or to visualize the flame propagation itself by means of sophisticated optical measurement
techniques. A disadvantage of small-scale combustion experiments is the influence of relatively high heat
losses and possible boundary layer influences on the combustion process. These influences decrease with
increasing scale of the facility. On the other hand, large-scale tests generally do not allow the application
of modern optical diagnostic techniques to characterize flow fields or reaction progress. Large-scale
experiments usually employ conventional instrumentation such as pressure transducers, photo diodes,
thermocouples, and ionization gauges, which provide local information at different points of the test
facility. The investigated gas mixtures consisted mainly of dry hydrogen-air or hydrogen-air-steam
mixtures. Moreover, the influence of diluents on the combustion process was investigated in some
experiments, e.g., CO2 in the test series conducted in the Battelle Model Containment [5.77 – 5.82].

Our main knowledge of flame acceleration and transition to detonation is based on experimental results
from test facilities with volumes in the range of 0:01 m3 (explosion tubes) up to about 500 m3 (RUT
Facility, Kurchatov Institute) in hydrogen-air-mixtures with and without steam as well as temperatures
between ambient and 100o C. Concerning an accident scenario, elevated initial pressures up to 3 bar
are expected. Here, the database is still very poor because only few experiments [5.153] have been
conducted.

It appears that the database available today on flame acceleration, local ignition, detonation onset, and
shock-focusing contains a wide range of examples covering all relevant major processes. Nevertheless,
there are still some unsolved topics as far as re-ignition, quenching, elevated initial pressure, and, in
particular, scaling are concerned.

The model validation performed up to date with the described database may be summarized as follows:
In the area of flame acceleration lumped-parameter (LP) and CFD approaches have been pursued. The
LP class of tools allows rough but quick assessments of possible flame acceleration phenomena in a large
number of accident sequences.

In the CFD class of tools, model validation has concentrated on flamelet models, eddy breakup (EBU)
and statistical probability density function (PDF) type of combustion models, implemented in Reynolds-
averaged Navier-Stokes codes for the simulation of various turbulent combustion regimes. It could be
shown that the EBU approach is able to provide reasonable agreement with experimental data, if either
free model constants are benchmarked on experiments with different scales [5.128], or a theoretical
extension is implemented in the code [5.120], which leads to a model without any free constants.

The validation of the presumed PDF approach [5.129 – 5.131] without any free model constants showed
promising results as it could be realized for small- and medium-scale turbulent combustion experiments.
A further improvement of both numerical methods and model optimization will allow the application to
large-scale problems within a reasonable running time.
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Compared to FA, the prediction of DDT events is generally in a much less-advanced stage although the
principal mechanisms are mostly understood. It is necessary to discriminate DDT on reflection from the
more complicated case of DDT near a turbulent flame brush. Today, CFD tools allow us to reproduce
DDT in reflection in small-scale 3D geometries or in medium-scale 2D configurations. It appears that
one- or few-step chemistry models are sufficient to reproduce the occurrence and timing of the local
explosion and the succeeding detonation propagation. Simulation of DDT in or near a turbulent flame
brush is a more complicated problem that still requires substantial development in theoretical models,
numerical techniques, and computational resources.
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Table 5.4.0-1 List of codes. This list shall only give an exemplary overview of typical codes
which are currently applied for the simulation of turbulent combustion or detonations. A very
comprehensive list of multi-purpose field codes can be found on the World Wide Web under the
URL: http:nnwww.cfd-online.com

Code Reference Note

Lumped-Parameter Codes
COCOSYS/(RALOC) GRS, Germany
MELCOR USNRC, USA
CONTAIN Sandia National Laboratories, USA
JERICHO IPSN, France
Muphi-Burn NUPEC, Japan

Hybrid CFD-Lumped-Parameter Codes
GOTHIC Numerical Applications Inc.
TONUS CEA, France

CFD Codes
FLACS Christian Michelsen Research
AutoReaGas TNO and Century Dynamics Ltd.
CFX AEA Technology Ltd., UK
CFX-TASCflow AEA Technology Ltd., UK
EXSIM Aalborg University Esbjerg, DK
Fluent Fluent Inc., USA
IFSAS Combustion Dynamics Ltd., Canada Flow-solver and

Fluid-structure
interaction

COM3D Kurchatov Institute, Russia / FZK, Germany
COMET ICCM GmbH, Germany
FIRE AVL List GmbH, Austria
Bassim Battelle IT, Germany
Gasflow FZK, Germany
AIXCO-2D RWTH-Aachen, Germany explicit Na-St.

solver
DET-2D/3D FZK and FZJ, Germany explicit Euler

solver
STAR-CD Computational Dynamics Ltd., UK
ACE+ CFD Research Corporation, USA
GLACIER, Banff Reaction Engineering Int., USA
PHOENICS Cham Ltd., UK
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5.5 Nomenclature

a Sound speed in unburnt mixture

a0 Sound speed in front of the flame

b; c Constants

c Heat capacity

c Reaction progress

~c Reaction process

cF Reaction rate constant

d Tube diameter

di; d0 Diameters of orifice and obstacle

d=� DDT limit criterion

f Stretching factor

i Specific enthalpy

p0 Initial pressure of unburned hydrogen-air mixture

k Constant

k Turbulent kinetic energy

l Turbulence integral length scale

lF Laminar flame thickness

mF Mass fraction of fuel

mO Mass fraction of oxidizer

mP Mass fraction of products

p Pressure

s Step between obstacles

s=Æ Relative step between obstacles

t Time

u; Turbulent fluctuating velocity

u0 Turbulence intensity

um Fluid Velocity

un Normal flame velocity

uv Visible flame velocity

v Specific volume

wH2O Chance of the reaction rate

x Running distance

A Area

A;B;C Constants

BR = 1� (di=d0)
2 = 1� Fi=F0 – blockage ratio

C Mole Fraction

D Diameter

Die Threshold Damköhler number

5.114



F Covered area

F=sf Ratio of relector covered area to cross-section of the test channel

Fi; F0 Areas of orifice and obstacle

FF Flame front

FFi Flame front inside

G Mass flow

H1::5 Constants

I Enthalphy

K Karlovitz flame stretch factor

L Flame-front position

L Integral Length Scale

L Total length of a channel

L=D Length-diameter ratio

Le Lewis number

Lr Length of reflector

Lobs Length of obstructed part of a channel

Lobs=s Density (compactness) of obstacles

M;m Mass

M Mach number

Mmin Minimum Mach number

Mt Mach number corresponding to the appearance of the self-ignition

Mtr Mach number corresponding to the transient regime of self-ignition

P Pressure

P1 Initial pressure

P4 Maximum pressure reached

Q Heat

R Radius of curvature

Re Reynolds number

S Burning velocity

SL Laminar flame velocity

T Temperature

T0 Initial temperature of unburned hydrogen-air mixture

TA Activation temperature

U Inner energy

V Volume

W Volume displacement work

 Specific heat

Æ = d0 – tube diameter flame thickness

� Density radio

" Dissipation rate
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� Detonation cell width

� Density

�b Density of combustion products

�u Density of the unburnt mixture

� Expansion ratio after burning

� Dynamic viscosity

� Time of existence of zones of increased temperature

�i Ignition delay time

�CH Chemical induction time

�t Turbulent time scale

� Kinematic viscosity

� Time of chemical reactions

%H2 Volume fraction of hydrogen in mixture

%H2O Volume fraction of water steam in mixture

%N2 Volume fraction of nitrogen in mixture

%CO2 Volume fraction of carbon dioxide in mixture
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6.1

6. APPLICATIONS TO REACTOR CONTAINMENT ANALYSIS*

6.1. Introduction**

Since the Three Mile Island accident, there has been a great deal of interest regarding the problem of
hydrogen production, distribution, and combustion in LWRs. Regarding reactor safety analyses or
studies, hydrogen combustion can involve wide time scales (between milliseconds in case of a
detonation and several seconds in case of a slow deflagration) and pressures (between 4 and 30 times
the initial pressure or more, depending on the reflections of the shock waves). These two parameters
characterize the main combustion consequences of importance to reactor safety, i.e., pressure load and
impulse (integral of pressure over time). In some cases, the temperature increase can also be of
concern for the behaviour of equipment or the integrity of the containment, but, usually, this
parameter presents no serious threat because the flame front travels comparatively fast because of
propagation in structures. Depending on time and natural frequency scales, the effect of a combustion
process inside containment can be divided in two main categories: static and dynamic loading.
According to combustion propagation, this effect can be local (inside a compartment) or global (for
the whole containment).

All the combustion modes are potentially possible for the same accident scenarios. The process of
combustion during a severe accident is an ignition by a weak source, an electric spark, for example.
Starting at low speed near the ignition point, the flame can be strongly accelerated by turbulence, and
thus the flame speed can reach levels well above those of the speed of sound with complex systems of
pressure waves. This combustion or acceleration process depends on many parameters, such as
concentrations of reactants and diluents, presence and nature of ignition source, geometry, initial
thermalhydraulics (temperature, pressure, and turbulence, etc.), and operating system effects (spray,
venting, etc.).

First of all, to ensure the adequacy of developed criteria with the reactor safety requirements, the
range of influencing parameters has to be specified for various severe accident scenarios and different
geometry. Guidelines should be defined to apply the developed criteria to reactor scale.

6.1.1 General Data for Criteria Application

The aim of this introduction is to summarize some general data related to our present knowledge of
hydrogen behaviour in actual NPPs. This task has been done in order to avoid plant-specific
considerations, especially for the guidelines to apply foreseen macro-criteria on FA and DDT, and
also to be sure that the developed criteria are available for the whole range of severe accident
scenarios and geometry configurations.

For safety reasons, the goal has to be a minimization of severe accident scenario occurrences dealing
with accidental combustion and strong FA, which could jeopardize the containment integrity. The
main parameters influencing the development of such a combustion process can be summarized in the
areas of mixture concentration (including initial thermodynamics conditions) and geometrical
configuration.
________________________
*    Dr. W. Breitung is the lead author of Chapter 6.
** E. Studer contributed Sections 6.1 through 6.3.
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Present criteria developed for FA and DDT entail these two different informations connected to
mixture composition and geometrical configuration.

6.1.1.1 Mixture composition

Mixture composition is strongly affected by the initial thermalhydraulic conditions, i.e., the initial
temperature and degree of initial turbulence. Initial temperature is of interest because the sensitivity of
a given mixture increases with higher temperature (reaction rate, detonation cell size, less-efficient
turbulence quenching). Concerning turbulence, the main effect can be considered as a balance
between initial turbulence and flame-induced turbulence and mixing. The initial pressure is normally
not relevant to the behaviour of a flame front, but it can be of importance for the value of absolute
pressure obtained during a combustion process.

For mixture composition, the following parameters should be considered: mean values and gradients
for combustible gases (hydrogen or carbon monoxide or both) and diluents (steam or carbon dioxide
or both) and oxidant concentration. Any indication of gradients between a possible ignition position
and the end of the combustion path is also important because in terms of negative combustible
gradients, the combustion may be quenched during propagation. For this case, the effect should only
be local (inside a compartment) and not global (for the whole containment). Consequently, the way to
jeopardize the containment may be different: possible missiles created by a local explosion compared
to global pressure loading of the containment.

Regarding the generation of combustible gases, many severe accident scenarios could be divided in 6
different phases; each scenario can only involve two or three phases or parts of these phases:

- Phase 1 : hydrogen release during in-vessel clad oxidation (main short-term source of hydrogen);
 
- Phase 2 : from molten pool formation to vessel lower head failure;
 
- Phase 3 : reflooding of degraded core;
 
- Phase 4 : long-term behaviour without core-concrete interaction;
 
- Phase 5 : short-term core-concrete interaction; and
 
- Phase 6 : long-term core-concrete interaction.
 
 For each phase, the gaseous composition in the containment must be known in order to estimate or
calculate the behaviour of potential combustion phenomena. Aside from the above 6 phases of
hydrogen generation, the initial steam release phase prior to the hydrogen production can also have an
important influence on the combustion regime because it affects the long-term distribution of heat
sources and sinks, and hence the convection flows.
 
 The mixture composition or the occurrence of ignition can also be influenced by the following system
boundary conditions:
 
- pre-inertization in the containment as in some BWR power plants,
 
- recombiner mitigation devices as in a Belgian large dry PWR power plant,
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- igniters as in some US nuclear power plants, and
 
- operating systems (spray, venting, etc).
 
 In the following lumped-parameter application, scenarios related to phase 2 and recombiners will be
examined.

 6.1.1.2 Geometry

 
 The geometry of a combustion volume is the most important and the most complex parameter for FA.
Especially, in case of real situations, geometry of a single combustion compartment and arrangement
of a multi-compartment combustion process are of main importance. The three main parameters can
be summarized as size of obstacles, distance between 2 obstacles, and degree of confinement (all
geometrical discontinuities on the combustion path). In actual NPP geometry, data such as blockage
ratio or spacing of obstacles cannot always be defined because of their complexity. The main
characteristics of such geometry are the very irregular arrangements compared to well-defined
experimental conditions. Long channels such as explosion tubes or those used in the RUT [6.1] or
FLAME [6.2] facilities can be regarded as quasi-one-dimensional, but real geometry leads to two- or
three-dimensional combustion processes. The main parameter in this case is the expansion flow
created in the unburned mixture, which strongly depends on the degree of confinement. At the present
time, experimental programs are not designed to get an appropriate model in all needed scenarios of
this complex phenomenon.

 

 6.2. Illustration of Combustion Calculation at Reactor-relevant Scale with
Lumped-parameter Approach [6.3]

 
 Concerning the lumped- parameter approach, the whole methodology described in Chapter 5 could be
applied on a simplified test case. The geometry chosen is that of a prototypic French 900 MWe PWR.
The severe accident scenario is assumed to be a 2-inch small-break cold-leg loss-of-coolant accident
(LOCA) with safety injection and spray failure. Containment transient has been calculated using the
lumped-parameter code RALOC mod4.0 [6.4] using about 85 nodes in the gas phase of the
containment. No mitigation measures are taken into account in this calculation, and hydrogen
production during in-vessel core degradation is maximized. Hydrogen and steam distribution at the
time of vessel failure is shown in the Figure 6.2-1.



6.4

 
 Figure 6.2-1  Hydrogen and steam concentration in each control volume
  at vessel failure time (2-inch-diameter LOCA)
 
 Each point represents one gas node in the containment atmosphere. The mixture is quite homogeneous
in the whole containment: hydrogen concentration is between 14 and 18 vol % and steam is around 14
to 16 vol %. Some rooms show special behaviour because they are poorly influenced by the main
convection loops (basemat and in-core instrumentation room located in the lower part of the
containment).
 
 This hydrogen distribution has been used as an initial condition in the probabilistic safety analysis
(PSA) 2 simplified combustion model. The geometry has been modified to ensure that the restrictions
of the model are verified: this means, for example, that channel regions such as the annular region
have been subdivided to create an arrangement of cubic volumes. The containment is now subdivided
into about 500 rooms, with more than 1000 atmospheric junctions. Concerning modelling, an
additional parameter has been introduced to enhance the vertical flame propagation of upward
direction versus horizontal or downward direction. This is done by using a simple parameter K (>1) to
weight each atmospheric junction: K is applied to upward vertical junction, 1.0 to horizontal junction,
and 1/K to downward propagation. Concerning ignition, studies have shown that potential ignition
locations are located in the lower part of the containment (between –3.5 and 4.65 m). Three test cases
have been simulated with our model:
 
•  Case 1: ignition in the annular region (level 0.0 m) loop number one (all the rooms involving

components of the first reactor primary circuit loop) with K = 1.0;
 
•  Case 2: same as case 1, but K = 5.0; and
 
•  Case 3: ignition in the residual heat removal system exchanger room (level –3.5 m) with K = 1.
 
 Results are given in Figure 6.2-2 in terms of flame velocity VF in metres per second for the 3 test cases
and for loop number one (the mixture in room number R448 is non-flammable). Geometry has been
averaged on the initial geometrical arrangement used for distribution calculation.
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 Figure 6.2-2  Turbulent combustion velocity in each control volume
 (2-inch-diameter LOCA at vessel failure time)
 
 In the dome region, the flame velocity is less than 120 m/s. Combustion velocity is slow in the lower
part of the containment. Acceleration can be seen in the steam generator, pump or pressurizer rooms
(mainly for the second test case where the vertical upward combustion is enhanced). This implies, for
example, that the dome region burns before the lower part of the containment is ignited. Maximum
flame velocity is about 270 m/s in the upper part of the pressurizer rooms. If one looks at the other
loops, the results are the same, and a maximum flame velocity of 430 m/s is calculated in the upper
part of the pump region on loop number 3. One important phenomenon, which is not modelled in the
present combustion process, is the occurrence of multiple ignition in a single room if the combustion
process arrives from 2 or 3 different room connections at the same time.
 
 Our simplified modelling for this hydrogen distribution test case (which can represent an upper bound
for hydrogen distribution) does not predict any dynamic effect on the containment (fast turbulent
deflagration, DDT or stable detonation) although the hydrogen mixture is very sensitive. Large open
sections between volumes in a French 900 MWe PWR reduce the FA process. This study has only
been performed to have an estimation of the FA process in a real containment geometry. These
conclusions must be treated as preliminary because of the simplification in the modelling and the lack
of knowledge concerning flame propagation in real 3D geometry.
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 6.3  Lumped-parameter Approach
 
 This section is dedicated to application of criteria developed in Chapter 3 (criteria for FA and DDT).
The example given here is related to the lumped-parameter approach for containment
thermalhydraulics calculations. Examples for multi-dimensional CFD tools are given in the next
section. Lumped-parameter nodalization is important because in many countries and for several years,
lumped-parameter codes are often used for hydrogen risk analyses in the containment. Thus the
database for hydrogen distribution covers a wide spectrum of postulated severe accident scenarios.
 
 The criteria developed in Chapter 3 are expressed in terms of necessary conditions. They can be
applied to select in a large number of possible scenarios that are important for FA or DDT. Then for
these scenarios, detailed distribution and combustion calculations should be performed with detailed
modelling (CFD models) in order to quantify loads to the third barrier (containment) and then
structural mechanics behaviour.

 6.3.1 Criteria
 The following 3 criteria were developed in Chapter 3:
 
•  the necessary condition for detonation propagation (criterion 1),
 
•  the necessary condition for DDT (criterion 2) and
 
•  the necessary condition for flame acceleration (criterion 3)
 
 In the present study, criteria 1 and 2 will be aggregated and expressed in the following application by
the L/λ criterion.
 
 Criterion 2 is divided in 2 parts:
 
•  requirements for DDT in terms of fast flame, critical flame, or shock Mach number. This part will

not be studied because one needs to calculate the propagation of turbulent flames in a lumped-
parameter approach. Therefore, simplified models like the one described in the previous section
can be used. The present study aims only to use distribution results for estimating the potential for
FA or DDT.

 
•  onset of DDT: the 7λ criterion. Regarding the lumped-parameter approach, this criterion is

expressed in terms of size of a room or block of rooms. The key point is to define this geometrical
size, and some possible rules are given in Chapter 3. This criterion should not be applied in case of
strong hydrogen gradients (near the break if the release velocity is high compared with the
convection velocity).

 
 Criterion 3 is expressed in Chapter 3 by two different critical values depending on β(Le-1). To avoid
uncertainties in the value of activation energy Ea, it has been proposed to use a temperature-dependent
σ-value σ*(Tu) despite the preceding critical values (Figure 3.2.3-1). This is considered valid for a
hydrogen-air-steam mixture without any others diluents, which is the foreseen mixture encountered in
the containment during a severe accident scenario. It has been chosen to express criteria by the 2
manners, and to compare the results in the following application. This criterion is expressed by the σ-
criterion in the following application.
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 6.3.2 Values Used to Calculate the Criteria
 
 Regarding lumped-parameter calculations, the following variables are calculated in each control
volume at each time step: total pressure P, gas temperature T, gas composition (mass or volume
fractions of each gaseous species).
 
 Geometrical data affect the total free volume of the cell Vli, the height Hi, the sump area Spi, the total
wall area Swi and the area of gaseous flow path between « cells » Sij (Figure 6.3.2-1).

 
 Figure 6.3.2-1 Compartment geometrical parameters in lumped-parameter approach

 

 6.3.2.1 Detonation cell size

 
 A correlation proposed by S. Dorofeev, (see Appendix D of this report) can be used to determine the λ
criterion. The detonation cell size is the result of the fitted function depending on initial pressure,
temperature, steam, and hydrogen concentrations.

 6.3.2.2 Characteristic size L of the room

 
 The following guidelines have been derived in Chapter 3:
 
•  For a cubic single room, L corresponds to the height of the room,
 
•  For a single room where the width (W) is smaller than the length (D) and the height (H):

 L = (D + H)/2
 
•  For two connected rooms: L = L1 + α × L2 where α = (1 - BR)1/2; BR represents the blockage ratio

between the two rooms; this means the open area versus the total area. If the BR is smaller than a
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critical value (0.1 for example), the two interconnected rooms are considered as a single one using
the preceding formula to determine L.

 
•  For a system of interconnected rooms, L = L1 + α2 × L2 + α3 × L3... αi are calculated using the

preceding definition. If it is difficult to define a BR in a real containment, then alternative
definitions such as (L1 × S1i/V1) ½ or (6 × S1i/(Swi + Sci))½ may be used.

 
 The preceding rules have a clear definition with cubic volumes, comparable sizes, and small
connecting flow paths. Unfortunately, in a large dry French-type PWR, the ”room” volumes are not
always cubic, the atmospheric junction areas are very large, and two interconnected volumes can have
very different characteristic sizes.
 
 There are different ways of calculating the characteristic size L. The first one is to look at the
drawings of the NPP containment and to define a characteristic length scale for each room as long as
it is possible to define a room. Then, rules defined above can be applied. A second possibility is to use
a nodalization scheme (control volumes) built for a lumped-parameter analysis of hydrogen
distribution with a lumped-parameter code. Using this second approach, the rules defined above lead
to unrealistic characteristic length mainly because in the nodalization the control volumes are not
always ”rooms” but free volumes with large openings. Because of this fact, a special set of rules has
been developed for a 900 MWe French PWR (see Appendix F). Sensitivity studies of the different
nodalization schemes of the same containment have not been performed.

 6.3.2.3 Other mixture characteristics

 
 Others parameters of mixture characteristics are necessary to express the σ criteria. These are
 
− σ: density ratio between fresh (ρu) and burnt (ρb)gases;

 
− Tb: temperature of the burnt gases;

 
− Le = λ/(ρ × Cp × D): Lewis number with λ the thermal conductivity, ρ the density, Cp the heat

capacity of the gaseous mixture (at initial temperature), and D the diffusion coefficient of the
limiting gaseous species;

 
− β = Ea(Tb - Tu) / (R × Tb²): Zel'dovich number with Ea/R the reduced activation energy.
 
 Fourth-order polynomial regressions are used to calculate the heat capacity Cp(T) of each chemical
species. To simplify, Tb is calculated assuming a complete combustion at constant pressure. The
mixtures studied are relatively lean equivalent hydrogen-air mixtures (dry conditions) and the reduced
activation temperature is taken from Ea/R = 9800 K as suggested in Chapter 3. Thermal conductivities
and diffusion coefficients are calculated with the TRANFIT program in the CHEMKIN II code
package [6.5] (polynomial regression versus temperature). Comparison between these calculated
values and the values given in References [6.6], leads to the following results (Table 6.3.2.3-1).
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 Table 6.3.2.3-1  Verification of mixture characteristics
 
 

 [H2] dry
conditions

 σ∗σ∗σ∗σ∗  β∗β∗β∗β∗  Le*  ββββ(Le-1)*  σσσσ  ββββ  Le  ββββ (Le-1)

 9 vol %  3.31  6.86  0.344  -4.5  3.26  6.77  0.377  -4.2
 10 vol %  3.54  6.56  0.352  -4.3  3.48  6.48  0.383  -4.0
 11 vol %  3.77  6.28  0.360  -4.0  3.71  6.21  0.389  -3.8
 15 vol %  4.63  5.35  0.394  -3.2  4.55  5.29  0.411  -3.1

 * according to [6.6]

 
 The values have some differences between 3% and 7% for β(Le-1) and lower than 2% for σ  but not
so important, and this could be included in the uncertainties.

 6.3.3 Illustration

 6.3.3.1  Geometrical considerations

 
 The chosen geometry corresponds to a French 900 MWe pressurized reactor with a large dry
containment. The total volume is about 50 000 m3 and the lumped-parameter nodalization uses 85
different compartments to describe the whole free volume.
 
 With these ”complex” definitions, the characteristic size of each compartment is given in Figure
6.3.3.1-1. In this calculation 85 nodes are considered with a free volume varying between 100 m3 and
15 000 m3 (upper dome region).
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 6.3.3.1-1 Containment characteristic length L
 
 

 



6.10

 These calculated characteristic lengths vary from 5 m (small confined room in the lower part of the
containment) and about 45 m (dome region) where all the ”volumes” are open. This last length is quite
the maximum length scale available in the containment (bottom of the pool and top of the dome), and
this length scale can be used to validate the aggregation rules defined in Appendix F.

 6.3.3.2 Severe accident scenario

 
 In all the possible scenarios regarding PSA, it was decided to select two situations. The choice we
made implies a scenario and also a selected time during the whole scenario. One can notice that the
criteria could be directly implemented in the lumped-parameter code, and thus it will be useful to
follow the value of the criteria during the whole scenario. In this current application, a post-processing
methodology was chosen, and the criteria will only be evaluated at selected times during the scenario.
The selected situations are as follows:
 
•  Case 1: high hydrogen concentration (vol %) and low steam concentration. This corresponds to a

small break (2-inch diameter) in the cold leg with failure of both the safety injection (SI) and the
spray system. The selected time corresponds to just before the failure of the vessel’s lower head.
This scenario has slow in-vessel kinetics, and this means a large hydrogen production (more than
100% of the active part of the cladding), the release rate is also slow.

 
•  Case 2: the preceding scenario is an unmitigated severe accident scenario, and now the same

scenario as that used in case 1 is used but hydrogen mitigation countermeasures (catalytic
recombiners) have been implemented in the calculation. The equivalent of 28 FR90-1500 (Siemens
type) recombiners has been distributed in the containment geometry. The selected time is the time
of maximum hydrogen concentration.

These 2 test cases have been calculated with the RALOC mod 4.0 Cycl AF lumped-parameter code.
To illustrate the calculation, Figure 6.3.3.2-1 presents the total mass of hydrogen in the containment
until the vessel’s lower head failure, and Figure 6.3.3.2-2 compares the hydrogen and steam
distribution in each control volume at the selected time.
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Figure 6.3.3.2-1 Severe accident scenario – hydrogen released mass

Figure 6.3.3.2-2 Severe accident scenario – hydrogen and steam distribution
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These two test cases must be considered as an illustration of initial conditions for criteria application
and not as results for all the possible scenarios involved in a level 2 PSA. Higher hydrogen release
rates are expected during in-vessel core reflooding, for example.

 6.3.3.3  Applications

6.3.3.3.1 The σ criterion

Figure 6.3.3.3.1-1 σσσσ criterion application

The σ−criterion has been expressed relating to Zel'dovich number β and initial temperature Tu, the
results are the same. For the first scenario, most of the containment rooms are above the assumed
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limit; thus, this scenario cannot be excluded according to FA potential (Figure 6.3.3.3.1-1). In the
second one, (use of passive autocatalytic recombiners, PARs), because of hydrogen risk counter-
measures most of the rooms that are below the limit except three or four rooms located near the break
(in the break plume) and are close to the assumed limit. This situation has a very short time period
regarding the whole scenario, and one can conclude that this scenario has a small probabilistic
contribution to FA risk.

6.3.3.3.2.  The L/λ criterion

Figure 6.3.3.3.2-1  L/λλλλ criterion application

For the first scenario, all the volumes are above the assumed limit (except non-flammable regions).
This scenario is very sensitive to DDT because it was already sensitive to FA. Regarding fast transient
phenomena associated to combustion process, this scenario represents one of the worst cases.

In the second scenario, the criterion is fulfilled in 3 rooms near the break (the neglected points have
detonation cell sizes greater than 2 m because of very low equivalent ratio). For these 3 rooms, the
criterion is perhaps not directly applicable because of too large hydrogen gradients (Figure 6.3.3.3.2-
1). Nevertheless, this scenario is less sensitive to DDT as it also was for  FA. According to a certain
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level of flame acceleration needed for DDT occurrence, one can conclude that in this scenario, DDT
is not expected to occur.

6.3.3.4 Uncertainties and conclusions

Regarding uncertainties, many potential sources are listed in Chapter 3. The largest uncertainty seems
to be on the detonation cell size value, but in the present study a decrease by a factor of 1.5 or 2 of the
detonation cell sizes does not change the conclusions. For some scenarios, the mixture and the
geometrical characteristics are far from the assumed limits, so  the conclusions are clear and they can
or cannot be excluded in terms of FA and DDT risk analyses. Regarding applications, characteristic
length L is very difficult to estimate especially with large openings. For the scenario where the
representative points are closer to the limits, one has to look carefully at uncertainties and also at time
duration. The preceding criteria are necessary conditions; thus in a conservative approach the first
step could be a strict application of the proposed criteria before a more detailed analysis is performed.
Results of FA criterion can be used to make this deeper analysis on DDT criterion, for example.

The preceding applications are just an illustration of how to apply the proposed criteria in a lumped-
parameter approach. General conclusions cannot be extrapolated without a systematic and
probabilistic analysis of the possible scenario for a given type of NPP. Expert judgment is mainly
needed to build the characteristic length L and to carefully look at the results, but, in a first step, fast
running tools can be built to select the most sensitive scenarios before starting a more detailed
analysis on combustion behaviour. Such tools can be used to implement the proposed criteria in a PSA
approach.
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6.4 Application of FA and DDT Criteria in CFD Codes∗∗∗∗

In the analysis of hydrogen behaviour in severe accidents, a chain of interconnected physical
processes has to be modelled in a systematic way to arrive at mechanistic and unambigious results for
containment loads. Flame acceleration and DDT processes in a severe accident represent just two
possible phenomena out of a large event tree. To clearly define the possible applications and
limitations of the criteria described in Chapter 3 (σ- and λ-criteria) it is necessary to first describe the
general structure of a complete self-consistent hydrogen analysis.

6.4.1 Methodology for Hydrogen Analysis

The modelling of hydrogen behaviour in severe accidents with CFD (and LP) codes requires
information for a series of interconnected steps (Figure 6.4.1-1).

6.4.1.1 Plant design

The starting point of any analysis is, of course, selection of the plant. This apparently trivial point is
included explicitly into the general analysis procedure because the plant design has many important
implications for later stages of the CFD analysis. For instance, the core size and type of reactor (PWR
or BWR) will determine the maximum possible hydrogen source term, the free containment volume
will influence hydrogen concentrations, and the distribution of steel and concrete masses, as well as
surfaces, will affect the equally important steam concentrations.

The geometrical containment design, moreover, defines the mathematical boundary conditions for the
solution of the 3D fluid-flow equations of the CFD model. The generation of a computational 3D grid
for a complex reactor containment is a very demanding task, in terms of best-possible geometry
representation and judgment about the effects of always necessary geometry simplifications. In fact,
the experience in Germany with CFD modelling of three different plant designs has shown that a large
part of the total analysis work is concerned with the 3D grid generation and corresponding quality
control.

6.4.1.2 Hydrogen mitigation system

For a given plant, the next important question for the hydrogen analysis concerns the mitigation
system under consideration. For the components of this mitigation system, verified CFD models must
exist to predict their efficiency and effects on hydrogen-relevant parameters in the further progression
of the accident. The GASFLOW code has, for example, models for spark igniters, and many Siemens
as well as NIS recombiners, which were validated on different test series, many of them performed in
the Battelle Model Containment (BMC) [6.7,6.8]. If, for example, spark igniters and catalytic
recombiners are choosen for the hydrogen mitigation approach, the number and location of each of
these modules must be defined within the grid resolution of the CFD containment model.

                                                          
∗  Contributed by Dr. W. Breitung
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Figure 6.4.1-1 Outline of a complete self-consistent procedure for hydrogen analysis in severe
accident research
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6.4.1.3  Accident scenario

For a given plant and mitigation system, the next question is what type of severe accidents are
physically possible within this installation, and which sequences should be covered in the analysis as
representative cases.

Severe accidents require that all safety injection systems fail for an extended period of time (hours).
All theoretically possible accident sequences can be grouped into relatively few accident categories,
mainly different LOCAs and transients. It is not possible, nor necessary, to analyze all sequences with
respect to their hydrogen risk.

In Germany, several criteria were formulated to select from the wide range of severe accidents a
subset that covers the whole spectrum of possible requirements for hydrogen mitigation systems. In
other words, looking from the perspective of system performance, the question is what are the most
serious conditions mitigation systems that could be encountered in core-melt accidents, and which
group of selected accidents produces these maximum requirements.

From this point of view, the selected hydrogen scenarios should include the major accident classes
(LOCAs and transients), cover detrimental properties of the H2-steam source (large integral H2 mass
and release rate), and adverse containment conditions (e.g., low steam concentration at the beginning
of H2 release). Each accident will fulfil some of these criteria. Based on these and other
considerations, five representative hydrogen scenarios were proposed for PWRs in Germany [6.9]:

1. surge-line LOCA;

2. small-break LOCA, 50 cm2, without secondary cooldown (heat sink) and including reactor
pressure vessel (RPV) failure;

3. station blackout with depressurization of primary circuit and flooding of the core after recovery
of the electric grid (no RPV failure).

4. loss of feedwater with primary-system depressurization and

5. steam generator tube rupture with open secondary circuit (bypass scenario).

These five selected hydrogen scenarios generate together a wide spectrum of conceivable adverse
conditions for hydrogen control. Most other accident scenarios should be covered by these cases with
respect to the hydrogen risk because they are not expected to generate new situations that are more
difficult to control. On the other hand, the restriction of the analysis to only one or two hydrogen
scenarios will leave questions open about the efficiency of the investigated mitigation approach for
severe accidents in general.
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6.4.1.4 Hydrogen and steam sources

After definition of the relevant hydrogen scenarios, the next question is what hydrogen and steam-
water sources must be expected for these cases. For fully consistent CFD calculations, the mass,
momentum, and energy of these species are needed for the whole duration of the accident simulation.
In addition, the location of the release must be specified.

In many cases, it will only be possible to derive complete H2-steam sources by combining parametric
code calculations with best estimates for still uncertain hydrogen production processes.

In general, the H2 and steam mass sources are best predicted for the early in-vessel phase although
different code calculations for the same scenario still can vary significantly in the predicted timing of
the gas generation. The uncertainties further increase with accident progression because the initial and
boundary conditions for the metal oxidation reactions (temperatures, surfaces) as well as the physical
phenomena become more and more unknown.

Only parametric models currently exist for the late in-vessel phase, which is dominated by debris and
pool behaviour. For prediction of H2 generation, the time-dependent temperature, Zr, steam, and
interface distributions are required.

No applicable predictive models are currently available for hydrogen and steam production from

- oxidation of U-Zr-O melts,

- reflood of an overheated dry core,

- failure of the RPV,

- ex-vessel steam-metal interactions (benign and energetic modes).

The only late process with reasonably verified models is the core-concrete interaction, which also can
contribute significant amounts of CO.

Finally, it should not be overlooked that a good database for steam release is also important because
the fast combustion modes that have the highest potential for containment damage are sensitive not
only  to the hydrogen but also to the steam concentration.

6.4.1.5 Hydrogen distribution

With known hydrogen and steam sources, the next task is to calculate their transport, distribution, and
mixing with the air in the containment. The outcome from this step of the analysis should be
temperature, pressure, and composition of the H2-air-steam atmosphere as function of time and
location.

A large number of interconnected physical processes and thermo-physical properties must be
modelled with high spatial resolution to obtain gas compositions within precision limits that allow
meaningful simulations of hydrogen combustion processes. Reasonable research targets are prediction
of hydrogen concentrations within a few absolute percent (e.g., 12 ± 2% H2), of steam concentrations
within 5 absolute percent (e.g., 12 ± 5% H2) and spatial resolutions ≤1 m3 per computational cell. The
most important modelling subjects are
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- 3D compressible fluid flow,

- convective heat transfer between gas and structure,

- radiative heat transfer (with high steam concentrations and temperatures),

- condensation and vaporization of water,

- heat conduction within structures,

- turbulence modelling and,

- mitigation devices (recombiners, igniters).

One code that has been developed to treat the hydrogen distribution task with 3D CFD methods is
GASFLOW [6.7,6.8]; another one is TONUS developed by CEA.

6.4.1.6 Ignition

For typical severe accident sequences in large plants, flammable mixtures will be generally predicted
by the distribution analysis for certain time and space regions. To start a combustion process and to
generate any potential risk to the containment, an ignition event is necessary. At this stage of the
analysis, time and location of the first ignition leading to stable flame propagation must be predicted.

Ignition sources can be classified into random and deliberate (igniters). When igniters are included in
the analysis, location and time of the ignition event will be determined by the evolution and expansion
of the H2-air-steam cloud in the containment. With correctly designed igniter systems, ignition will
occur shortly after  hydrogen release has begun in a region with low hydrogen concentration.

Without deliberate ignition, the location and time of the ignition event is not predictable in a
deterministic way. A number of potential ignition sources can exist in a severe accident environment,
as, for example, electric equipment, bursting pipes, and core-melt particles. In this case, the
consequences of random ignition must be analyzed. An exception that allows a mechanistic
calculation would be self-ignition of the hot H2-steam mixture near the break location.

In any case, an ignition must be either predicted mechanistically (self-ignition or igniters) or it must
be postulated with respect to time and location. The inclusion of igniters can be viewed as a
possibility to control the ignition event in such a way that it occurs under the apparently most
favourable conditions, that is early in the accident before large hydrogen masses could accumulate in
the containment. From the point of risk reduction, this approach to mitigate hydrogen by design seems
better than an uncontrolled random ignition that may come too late.

The reliable prediction of the ignition event is important because it defines the end of the non-reactive
phase of the accident and the beginning of the reactive phase, which can create the potential for
containment damage.
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6.4.1.7 Flame acceleration

After ignition the flame starts initially as a slow quasi-laminar premixed H2-air-steam deflagration. It
will preferentially propagate along the hydrogen concentration gradient towards the richer or dryer
mixtures and into regions with high turbulence generation. This effect and also the self-induced
turbulence from the expansion flow of the burned mixture behind the flame can induce a transition
from slow laminar to  fast turbulent deflagration.

The dominant influencing parameters for FA are the mixture composition, turbulence generation,
confinement, and length scale. The σ-criterion, described in Chapter 3, can be used for conservative
estimates of the FA potential. If the criterion is not fulfilled, a slow quasi-laminar deflagration must
be expected, which should be modelled with an appropriate numerical tool (e.g., V3D at FZK). If the 
σ-criterion predicts FA, the question arises as to whether the mixture under consideration could also
undergo a transition to detonation.

6.4.1.8 Deflagration to detonation transition

For this branching point, the λ-criterion—described in Chapter 3—was developed to check for a
certain minimum scale of the reactive cloud relative to its average detonation cell size. If the scale
should be insufficient, a fast turbulent combustion must be modelled, for which, for example, the
COM3D code was developed at FZK and the TONUS code at CEA. Otherwise, a detonation
simulation is appropriate, e.g., with DET3D (FZK) or TONUS (CEA).

The three discussed transition criteria for

- ignition (inert to flammable),

- flame acceleration (slow to fast deflagration), and

- detonation onset (deflagration to detonation),

can be used to select the most probable combustion mode and the corresponding numerical models
and codes. These criteria are useful and currently also necessary because the direct numerical
simulation of the transition processes themselves is still in its infancy, mainly because of the much
smaller length scales that need to be resolved. Mechanistic modelling of the ignition event requires,
for example, resolution of the ignition kernel with detailed chemistry treatment; the flame acceleration
process would require resolution of the laminar to turbulent transition; and for detonation onset, the
resolution of the initial hot spots with strong ignition would be necessary.

It is important to note that the evaluation of the three transition criteria only requires information
about the composition and geometrical size of the combustible mixture generated during a severe
accident. This information is available from the preceding step of the analysis, namely the 3D
distribution analysis. Therefore the 3 criteria can already be evaluated “on-line“ during the
distribution calculation to check where and when different risk situations develop during the accident
progression, namely

1. occurrence of flammable mixtures,

2. potential for flame acceleration to fast “sonic” flame speeds, and
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3. possibility of detonation onset.

The criteria can hence give early indications of the maximum possible mechanical loads to the
containment, without actually entering the reactive flow simulation. This offers an easy way to check
and optimize the effectiveness of the mitigation measures introduced at the beginning of the analysis.
If, for example, the exclusion of local detonations of a given size or energy content is a necessary
requirement for the mitigation approach, the mitigation measures should be modified until the λ
-criterion is fulfilled accordingly, including a reasonable safety factor to cover uncertainties from
other steps in the analysis, e.g., hydrogen release rate or total mass.

In summary, the use of the described criteria offers two important functions for the analysis of
hydrogen behaviour:

1.  early estimates of the potential combustion regime and corresponding containment loads without
the need for combustion calculations, and

2. branching from the distribution calculation into the appropriate tool for simulation of the detailed
combustion process and the generated time and space-dependent containment loads.

6.4.1.9 Mechanical and thermal loads

The further flow of the analysis is straightforward. The thermal and mechanical loads of the
respective combustion process (slow deflagration, fast deflagration, or detonation) are evaluated from
the 3D simulation by storing temperature and pressure histories at different containment locations.
Which of these two load categories prevails is mainly determined by the time of first ignition. Early
ignition leads to low-pressure amplitudes but high local thermal loads. Late ignition of an
accumulated hydrogen-steam-air cloud can result in transient high-pressure loads but negligeable
temperature increase in the solid structures. In both cases, the same total combustion energy is
released but on largely different time scales (hours versus seconds).

6.4.1.10 Structural response

The calculated loads serve as input for the last step in the analysis, which is to determine the structural
response. Thermal loads from standing diffusion flames should not lead to loss of containment
integrity by failure of sensitive structural components, as, for example, electrical feedthroughs or seals
of hatches. Moreover, equipment needed to terminate the accident should not be disabled directly by a
high-temperature environment or indirectly by electric cable damage.

The mechanical loads from fast flames can include pressure waves, impulses, and possibly impacts
from combustion-generated missiles. If fast combustion modes cannot be excluded with the chosen
mitigation system, the outer containment shell represents the last barrier against radioactive release. A
thorough investigation of the local dynamic structural response should then be undertaken to
demonstrate containment integrity, which is the ultimate goal of the whole hydrogen analysis.

The investigation of the ultimate containment integrity under severe accident loads is complicated by
the fact that a containment building consists of many different components with largely different
mechanical and thermal responses. The spectrum ranges from thick concrete structures to elastic
gasket in the equipment or personal hatches. Temperatures, pressure, and radiation loads in severe
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accidents can also create complex synergy effects on the response of containment components, as was,
for example, shown for elastic gasket materials [6.10].

6.4.2  Implementation of Transition Criteria

For a mechanistic 3D CFD analysis of hydrogen behaviour in severe accidents, it is very informative
to implement the above-described transition criteria for ignition, flame acceleration, and detonation
onset into the code used for simulation of the mixing and transport processes. This section gives a
short description of the approach used in the GASFLOW code [6.7,6.8].

The ignition criterion will not be discussed further in detail because the present report concentrates on
fast combustion regimes. Currently, the following very simple criteria are evaluated to determine

a. flammability of the mixture:  xH2  > 5 vol % and xO2  > 5 vol %; and

b.  self-ignition:  xH2  > 5%, xO2  > 5%, T > 800 K.

Additional work is underway to more precisely quantify the effect of spark energy, length, and
duration on the ignition event in H2-air-steam mixtures of accident-relevant temperatures and
pressures.

6.4.2.1 σ-criterion

FZK has recently implemented the σ-criterion into the GASFLOW code to judge the possibility of a
slow flame becoming turbulent and accelerating to high speeds. To include nitrogen-enriched
mixtures that are generated by the burning process, a four-dimensional table of σ-values was
calculated using the STANJAN-code [6.5], with the dependent variables of hydrogen, steam and
oxygen volume fractions and temperatures. It is not necessary to vary the initial pressure because σ is
independent of po. An example of this database is given in Figure 6.4.2.1-1 for H2-air-steam mixtures
at 373 K in the form of a σ-contour plot. The computations were performed using the STANJAN code
[6.5]. The physically relevant σ-range is, of course, defined by the flammability limit. At 373 K the
critical σ-value is 2.9±0.1 for lean mixtures and 3.75 ± 0.25 for rich mixtures (light gray region).
Flame acceleration is possible for larger σ-values (dark gray region).

For evaluation of the acceleration potential the following σ-index is defined in GASFLOW:

)T,x,x(
)T,xx,x(

2O2Hcritical

2OO2H2H
index σ

σ=σ (6.1)

where the nominator is the expansion ratio of the average mixture in the specified compartment. The
xH2, xH2O and xO2 are the average hydrogen, steam and oxygen concentrations in the specified
compartment, respectively. The denominator is the critical expansion ratio of the average mixture.
The idea in this approach is that when the σ-index is <1, flame acceleration is excluded, whereas for σ
index >1, there is potential for flame acceleration. [6.11]

The expansion ratio of the average mixture in Equation. (6.1) is evaluated by quadratic extrapolation
from the computed σ-table. The critical expansion ratio is evaluated by interpolation from the data
given in Chapter 3, which are listed in Table 6.4.2.1-1 as used in GASFLOW. Note that σcritical is
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independent of the steam concentration because the effect of dilutents (in all tests with He, Ar, N2,
H2O, and CO2) could be condensed into one common value for σcritical.

Table 6.4.2.1-1  List of critical σσσσ-values used in the GASFLOW model as function of
temperature for  lean and rich H2-air-steam mixtures.

Temperature σσσσcritical

(K) xH2 < 2 xO2 xH2 > 2 xO2

300 3.75 3.75
400 2.80 3.75
500 2.25 3.75
650 2.10 3.75

In summary the calculation of the σ-index includes the following steps in the CFD distribution
calculation:

1. definition of the control volume, which should as much as possible agree with physical room
boundaries; (The definition of a free largely unconfined control zone leads to unphysical and
overly conservative results.)

2. calculation of the average mixture composition in this room; (Since the current database for
derivation of the σ-criterion is almost exclusively based on homogeneous mixtures, transient
time periods with strong mixture gradients in the considered compartment require additional
investigations.)

3. calculation of the expansion ratio σ for the average mixture using a σ (xH2, xH2O, xO2, T)-table
to cover H2-air-steam-N2 mixtures in general;

4. calculation of the critical expansion ratio σcritical according to Table 6.4.2.1-1; and

5. evaluation of σindex = σ / σcritical.

6.4.2.2  The λ-criterion

The described λ-criterion was implemented into the 3D field code GASFLOW as follows.

Step 1: Characteristic cloud dimension D

The characteristic dimension Dn(t) of the H2-air-steam cloud in room number n, which evolves from
the source location is calculated from

Dn(t) = Vn(t)� (6.2)
Vn(t) = Σi∆Vi,n(t)  . (6.3)



6.24

Figure 6.4.2.1-1 Expansion ratio and flame acceleration limits of hydrogen-air-steam mixtures at 373 K. [6.12]
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where ∆Vi,n are those computational cells in containment room n, which contain a burnable mixture at
time t. In case of a dry H2-air mixture, these are the grid cells containing between 4% and 75% H2, the
lower and upper flammability limits, respectively. To identify highly transient hydrogen release
phases that can lead to enriched clouds embedded in a large cloud of low hydrogen concentration, the
lower integration limit of 4% H2 can also be raised to 8% and 16% respectively.

Step 2: Average detonation cell width λλλλ

The average composition of the H2-air-steam cloud in room n at time t is

[ ] ( ) nnii,2Hn2H V/Vx)t(x ∆⋅Σ= (6.4)

[ ] ( ) nnii,O2HnO2H V/Vx)t(x ∆⋅Σ= (6.5)

wherexH2i⋅(t) = hydrogen volume fraction in cell i of the H2-air-steam cloud in room n, and

xH2Oi(t) = corresponding steam volume fraction.

This average composition is used to calculate the average equivalence ratio φn of the cloud, which in
case of H2-air-steam mixtures is

n,O2Hn,2Hn,2Hn xx1/(x3866.2 −−=φ )  . (6.6)

The average detonation cell width λn of the cloud mixture in room n can now be evaluated from
measured or calculated data for λn (φ, xH2O). The average composition and detonation cell size of the
cloud is used here as measure for the detonation sensitivity because this evaluation method gave also
good agreement with the 7λ-correlation in the RUT tests with dynamic H2 injection into air.

Step 3: DDT index R

At any given time during the calculation, a DDT index R is evaluated for room n according to

)t(7
)t(D

)t(R
n

n
n λ

=
  .

(6.7)

If this ratio is less than 1, detonation transition is excluded or highly unlikely. If the ratio Rn is larger
than 1, DDT cannot be excluded, according to the criterion.
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6.4.3 Examples for CFD Application

The described methodology is first illustrated for a single-room geometry and then applied to a full-
scale 3D multi-compartment reactor containment.

6.4.3.1  Singl- room geometry

A single room of the BMC was chosen to show the principal use of the λ-criterion for a simple
geometry. At the same time, this example is used to demonstrate the applicability of the λ-criterion for
selection of a safe igniter position, which prevents a transition to detonation from an deliberate
ignition [6.13].

Hydrogen is injected into the closed room of the BMC (Figure. 6.4.3.1-1). The room contains initially
dry air at 1 bar pressure and 300 K. The vertical H2 jet enters the room at the centre of the floor, the
H2 gas being at the same initial conditions (1 bar, 300 K, 21.6 g/s H2, velocity 1.0 m/s). Two cases
will be discussed: a calculation with early ignition (R < 1) and a calculation with late ignition (R > 1).

6.4.3.1.1  Early ignition

A  GASFLOW analysis was performed with a glow plug igniter in the upper corner of the BMC room
(Figure 6.4.3.1.1-1). This high location should cause an early ignition because buoyancy forces
support the hydrogen transport into this direction.

The cloud dimension grows monotonically with time. At 12 s, the flammable edge of the H2 air cloud
reaches the igniter, which initiates a burn. The flame attaches to the source, reducing the cloud
diameter of unburned gas to one or two computational cells. The hydrogen inventory in the room
drops rapidly in response the burn. The DDT index R initially shows large values when only few cells
above the release location are filled with a rich H2 mixture. R then decreases quickly, and it is well
below 1 at the time of ignition, so that no DDT potential could have existed. The fluctuations in R
during the burn are due to the relatively rich but small standing diffusion flame. This diffusion flame
does not represent a DDT threat.

6.4.3.1.2 Late ignition

The second calculation involved an igniter at the worst-possible location, namely at the lowest and
farthest position form the source (Figure 6.4.3.1.2-1). Hydrogen reaches this point only after the room
is completely filled by the H2-air cloud. At ignition time the cloud dimension D is equal to the third
root of the room volume [(41 m3)� = 3.44 m]. The calculated DDT index is well above 1. Almost 800
g of hydrogen burns after ignition, about 3 times more than in the early ignition case.

The DDT criterion predicts that in this late ignition case the deflagration could well develop into a
local detonation [R(tign) ≈ 10]. At the time of ignition, the hydrogen concentration at the ceiling had
reached 40%, a highly sensitive H2-air mixture.
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Figure 6.4.3.1-1  Application of λλλλ-criterion to single-room geometry, and results for H2 injection
with igniter in upper corner. Early ignition occurs with DDT index < 1.
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Figure 6.4.3.1.2-1 Application of λλλλ-criterion to single-room geometry and results for H2

injection with igniter in lower corner. Late ignition occurs with DDT index > 1.

6.4.3.2 Reactor containment

The example given in this section for a full-scale 3D reactor containment application follows the
general methodology described in Section 6.4.1 and is summarized in Figure 6.4.3.2-1. The analysis
includes the distribution simulation and the evaluation of the σ- and λ-criteria using the GASFLOW
code. The calculations were part of a joint study between Siemens and FZK concerning hydrogen
mitigation in an EPR design study [6.14].

Plant design: The investigated plant is a PWR with large dry containment, similar to the final design
expected for EPR. The free gas volume is about 80 000 m3. The geometry model contain 139 000
computational cells. A glass model of the 3D containment structure is shown in Figure 6.4.3.2-1.
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Mitigation system: For hydrogen mitigation a system of about 50 Siemens recombiners was located in
the containment and accordingly modelled in the GASFLOW code. The recombiner model was
verified against different test series in the Battelle Model Containment [6.15].

Accident scenario: The investigated accident sequence assumes an unprotected SBLOCA with late
reflood of the overheated core. A high reflood rate is assumed so that the burst membrane ruptures,
which normally closes the flow path from the primary system to the four internal refuelling water
storage tanks’ (IRWST) spargers). This event opens four release locations for hydrogen and steam
(IRWST release in Figure 6.4.3.2-1), in addition to the break (break release in Figure 6.4.3.2-1).

Hydrogen and steam sources: The hydrogen and steam sources for this long-lasting scenario were
calculated with MAAP, using very conservative modelling parameters for this particular study. The
results are shown in Figure 6.4.3.2-2 for the time period during which hydrogen was released into the
containment. The pre-conditioning phase with pure steam-water release prior to the onset of H2

generation lasted about 24 500 s. The total hydrogen release amounts to about 700 kg H2, of which
about 160 kg are released through the IRWST. The core reflood is estimated to produce about 400 kg
of hydrogen.

Hydrogen distribution: The distribution of the described time-dependent steam and hydrogen sources
in the containment were calculated with GASFLOW 2.1. Some results are shown in Figure 6.4.3.2-3
for the break room in which the hydrogen and steam source is located (see Figure 6.4.3.2-1). This
room was modelled in GASFLOW by about 2500 computational cells, leading to an average volume
per cell of approximately 0.4 m3. The average steam volume fraction in this room varies between 20%
and 40%. The average temperature is about 400 K, whereas the maximum gas temperature reaches
more than 1200 K in the immediate vicinity of the break. The average and maximum hydrogen
concentrations reach their highest values during the reflood phase (Figure 6.4.3.2-3, top).

Ignition: No ignition by random sources such as, for example, electrical sparks was assumed.
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Figure 6.4.3.2-1  GASFLOW geometry model for the EPR design study (80 000 m3 free gas volume, 139 000 computational cells)
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Figure 6.4.3.2-2  Steam and hydrogen sources used for a SBLOCA study of the EPR
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Figure 6.4.3.2-3  GASFLOW results for break room in SBLOCA calculations for EPR design
study

Flame acceleration: The flame acceleration index σ/σcritical was evaluated for different rooms in the
containment. The result for the break room is presented in the top graph of Figure 6.4.3.2-3. Values
above one are reached shortly before and during the reflood event.

Deflagration-to-detonation transition: The corresponding result for the λ-criterion is also shown in
Figure 6.4.3.2-3. DDT possibility exists only during the short reflood phase when, according to the
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used MAAP result, a large H2 release rate combines with a low steam release rate (Figure 6.4.3.2-1).
During all other accident phases, D/7λ is much smaller than unity and DDT is excluded.

In summary, the FA and DDT criteria predicted that in the described scenario without ignition, using
a quite conservative H2-steam release function, a potential for complete transition into detonation
would only exist for short times during the reflood period.

6.4.4 Example of Containment Section Analysis

This section gives examples for full-scale reactor analysis using the tools described in the previous
sections of this report. The first example concerns analysis of a combustion-related topic in a current
German power plant, and the second example demonstrates the current abilities in simulating severe
accident distribution and combustion processes for the design of a future severe-accident-resistant
PWR.
The assessment of combustion loads on equipment (relief valves) to be installed in the annulus section
outside the missile protection shield in the containment of BIBLIS-B (KWU design) has been subject
to a simulation conducted by the help of the BASSIM code [6.16]. The outer wall of the annulus is the
outer-containment steel shell. On the inner side, it is limited by the cylindrical missile protection
shield. In a developed manner it has a length of 129.2 m, with a height of about 9.7 m. At intermediate
height levels, there are partial subdivisions consisting of catwalks and walls. Larger openings to the
dome section of the containment can be found in the area of staircases and four accumulators are
placed there. Along the outer-containment steel shell, there is a gap all along the length of the annulus
upwards and downwards. Inside the annulus, there are further installations and equipment, which may
contribute to flame acceleration. A simplified top view of the annulus and the derived model
representation is shown in Figure 6.4.4.-1. The potential locations of the relief valve casings were
selected to monitor locations during the runs. A 2.5-dimensional representation of the annulus was
chosen in order to save computational resources. This means the grid is two-dimensional with a
variable thickness in the third dimension (here the annulus depth) for each cell. Thereby, a locally
reduced flow channel width can be modelled. Recently, this approximated approach has been changed
in the code to a full 3D representation. In the lower section of Figure 5.2.2.2-5 in Chapter 5 of this
report, the developed model of the annulus is depicted. Apart form the pressure accumulators and the
staircases, three different zones can be identified. In these zones, six porous regions are modelled to
represent different degrees of blockage by obstacles, too small to be explicitly represented in the grid.
To account for the increase of turbulence caused by porosity, additional terms are added to the k-ε
turbulence model. The resulting grid with 130 x 32 cells is shown in Figure 6.4.4-2. From other
experimental validation work it is known that the nodal resolution of the grid chosen is more a
minimum to resolve the turbulence formation by obstacles and blockage. Specific investigations on
grid convergence, however, have not been done so far. At the outflow areas from the computational
domain, independent boundary conditions were set.

According to the German Risk Study, Phase B for a scenario with core-melt in the spatial area of the
containment under discussion a hydrogen concentration of 8% combined with 25% of steam (80°C)
was identified as what could be expeced. The related system pressure was estimated to be 2.0 bar at
the start of combustion. Finally, the existence of a hydrogen mitigation system was assumed and by
this the presence of igniters in the annulus. Possible locations are indicated in Figure 6.4.4.-1.
The combustion model in the BASSIM code is the eddy dissipation model of Magnussen combined
with the k-ε turbulence model. Prior to this study, the code underwent a number of validation steps
with combustion experiments at different test facilities.

Examples of the flame progress through the annulus at different times can be seen in Figure 6.4.4-3.
After about 16 s, the flame reaches the right end of the channel. Maximum gas speeds reached are in
the range of 45 m/s. The pressure buildup until the end of the simulation is shown in Figure.6.4.4-4. It
reaches about 0.5 bar overpressure, compared to the initial value. With 8% of hydrogen, its increase is
restricted.
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In summary, it can be concluded that, with ignition early taking place, FA and pressure differences
over walls remain manageable, although a rather long channel with manifold obstacles is considered.

Figure 6.4.4-1  Annulus compartments and derived model

Figure 6.4.4-2  Computational grid
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Figure 6.4.4-3  Temperature contours in the annulus at different times of flame
progress
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Figure 6.4.4-4  Pressure buildup during the simulation
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6.4.5 Applications to Future Plant Analysis

Section 6.4.5 summarizes the calculations of applications that have been done on hydrogen
distribution, combustion, and loads for future plant design studies. The central goal of the future plant
hydrogen work is to derive hydrogen control systems that fulfil the safety requirements for future
LWRs, namely to show that the maximum amount of hydrogen that could be present during a severe
accident can be confined without loss of containment integrity. In principle, there are two possibilities
for hydrogen management in the future plants. The first one is to increase the strength of the
containment design to the maximum possible combustion load. The second, more evolutionary way, is
to use an existing containment design and install hydrogen control systems for load reduction, so that
the original design load (LOCA) will not be exceeded.

6.4.5.1 Base case

First, a base case analysis without any hydrogen mitigation was performed for a LOOP scenario, to
quantify the hydrogen situation in a future plant and to establish a baseline against which the need for
and the effectiveness of hydrogen control measures can be compared.

In this dry LOOP scenario with only little steam injection from the IRWST water evaporation, a
hydrogen stratification in the containment was predicted, ranging from about 9% to 13% H2 (Figure
6.4.5.1-1). According to the criterion based on detonation cell size scaling (7λ-rule), a large
detonation in the dome could not be excluded. The analysis was made for 90 000m3 of free
containment volume. This base case analysis with a detailed 3D containment model confirmed the
development of hydrogen stratification in dry scenarios that were observed in earlier future plant
calculations with a coarser computational grid (12 000 cells, [6.17]). The possibility of stratified
containment atmospheres, together with the relatively large ratio of Zircaloy mass (core size) to free
containment volume in the future plant design, makes additional hydrogen control measures
mandatory.
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Fig. 6.4.5.1-1 GASFLOW prediction for hydrogen distribution in LOOP scenario, MAAP
sources, base case without hydrogen mitigation. The dry release leads to a stratified
containment atmosphere ( ≈≈≈≈ 9% to 13 % H2).

6.4.5.2 Mitigation with recombiners

6.4.5.2.1 Distribution
The next step in the analysis of hydrogen behaviour was to include 44 catalytic recombiners of the
Siemens design. Siemens selected the recombiner positions. The implementation in the GASFLOW
model was done jointly by Siemens and FZK. The same hydrogen and steam source was used as
before (LOOP scenario, MAAP sources).

The inclusion of this recombiner arrangement led to a decrease of the maximum H2 inventory in the
containment from previously ≈900 kg to about 720 kg hydrogen. This relatively small decrease is due
to the fact that the H2 release during the first heatup of the core is much faster (10 min) than the
recombiner removal time (1 to 2 h). The relatively slow-acting recombiners, which remove typically
several grams of H2 per second cannot significantly reduce the high initial release rate in the LOOP
scenario (several kilogrames per second). A rapid initial H2-source occurs in practically all severe
accident scenarios because the large chemical heat release of the Zr-steam reaction causes a fast self-
accelerating temperature excursion during which initially large surfaces and masses of reaction
partners are available.
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The investigated 44 recombiners caused a substantial hydrogen reduction on the time scale of hours,
but still allowed the accumulation of up to 720 kg of hydrogen in the containment. The next question
therefore is what combustion mode and what structural loads after ignition would develop the
resulting containment mixture.

6.4.5.2.2 Turbulent combustion

The FA criterion, described in Chapter 3 and Section 5.4, predicts that the mixture present in the
upper half of the containment (>11% H2), would be able to support FA. A COM3D calculation was
therefore performed using the stratified H2 distribution from the GASFLOW calculation as initial
conditions (9% to 13% H2).

The future plant containment model of the COM3D code uses a cubic cartesian grid with 40-cm cell
size, a total of 1.1 million computational cells, and about 80 000 m3 free volume.The turbulent
combustion is simulated with the verified extended eddy breakup model described in Section 4.3.3 of
the report. The model performed well on different scales (FZK 12-m tube, RUT Facility) and for
different H2-air- steam mixtures. The computation was made on the FZK-INR Cray J-90 using 4 of the
8 vector processors in parallel.

Figure 6.4.5.2.2-1 shows a plot of the H2 concentration field 0.4 s after ignition on the right-hand side
of the containment. The results are quite surprising and are non-trivial. The highest flame speeds (150
m/s) do not occur in regions of highest H2 concentration, e.g., the dome, but rather in regions with
both sufficient hydrogen concentration and turbulence generation, which is below the operating deck,
and along the staircases. The highest loads to the outer containment wall (≤8.5 bar) develop on the
containment side opposite to the ignition point because two propagating flame fronts meet here,
leading to pressure wave superposition (top part of Figure 6.4.5.2.2-2). The right wall near the
ignition point is loaded quite uniformly with pressures up to about 4 bar (bottom part of Figure
6.4.5.2.2.-2). Because this pressure rise time is much longer than the typical containment wall period,
this represents a quasi-static load to the structure.
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Figure 6.4.5.2.2-1 Simulation of turbulent combustion in the future plant with the COM3D
code, 1.1 million computational cells, parallel computation on the FZK-INR Cray J90. The
highest flame velocities (150 m/s) develop in regions where both sufficient hydrogen
concentration and turbulence generation exist. Initial conditions from GASFLOW calculation,
LOOP scenario, 44 recombiners.
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Figure 6.4.5.2.2-2 Containment loads from fast turbulent combustion in future plant, 3D
COM3D calculation, initial gas distribution from GASFLOW, LOOP scenario, 44 recombiners
installed. Top: pressure on the left containment wall, opposite from ignition point. Bottom:
pressures on right containment wall near ignition point.

The characteristic loading times of the left and right containment wall are quite different, about 50 ms
and 300 ms, respectively. When compared to the typical natural response times Tcont of a dry PWR
concrete containment [6.18], the first case represents a dynamic load, (Tload/Tcont << 1), and the second
case a load regime that is in the transition from dynamic to quasi-static (Tload / Tcont ≈ 1). In the first
domain, the deformation is proportional to the wave impulse, whereas in the quasi-static domain it is
proportional to the peak pressure reached.
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6.4.5.2.2 Local detonation

Application of the previously outlined DDT criterion to the calculated hydrogen distribution leads to
the result that the mixture in the dome is sufficiently sensitive and large enough to support a
detonation, provided a local FA would take place. The loads from such an event were estimated by a
calculation using the detonation code DET3D, developed at FZK (Figure 6.4.5.2.3-1). The same
computational grid as in the COM3D calculation was used. The origin of the detonation was assumed
near the crane support on the left-hand side of the building where some turbulence-generating
structures are located. This scenario should result in an upper limit for fast local combustion loads,
which could be possible with the hydrogen inventory in the containment under the present conditions
(LOOP, MAAP sources, GASFLOW distribution, 44 recombiners). A linear H2 gradient from 7% to
13% was assumed, leading to a total H2 mass of 690 kg in the containment. The initial temperature
was 320 K, and the initial pressure 1.23 bar. Figure 6.4.5.2.3-2 shows the predicted pressure loads at
different points along the upper edge of the containment cylinder (1 to 7). Ignition is initiated at point
1. In points 2, 3, and 4 basically side-on pressures are generated, whereas in points 5, 6, and 7 higher
reflected pressures appear. Because of the short loading times of typically 10 ms, these loads clearly
fall into the impulsive regime, where the building deformation is proportional to the wave impulse.
The calculated impulses in the detonation wave range from about 5 to 20 kPa.
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Figure 6.4.5.2.3-1 Simulation of a local detonation in the containment dome
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Figure 6.4.5.2.3.-2 Calculated pressures from a local detonation in the containment dome. Total
H2 inventory in the building 690 kg H2, vertical H2 gradient from 7% to 13% H2, initial pressure
1.23 bar, initial temperature 47°C, LOOP scenario with 44 recombiners .

6.4.5.2.4 Results

The described calculations have shown that mitigation with recombiners alone still allows
accumulation of up to roughly 700 kg H2 in the containment and that combustion of this hydrogen
mass could lead to significant dynamic loads. Although these loads may not endanger the containment
integrity in the undisturbed areas, they would certainly require extensive analysis of containment
integrity in regions around penetrations. Moreover, these dynamic loads could have severe
consequences for safety systems that are needed for further management of an accident. Especially
vulnerable are the structurally weak recombiner boxes and the spray system.

A general conclusion from these investigations is that early deliberate ignition in severe accidents,
e.g., by igniters, appears necessary for further reduction of the maximum possible hydrogen inventory
and of the corresponding pressure loads. Recombiner systems alone will not allow one to fulfil the
new safety recommendations for future plants at least for dry LOOP scenarios. Therefore, an analysis
with recombiners and igniters was performed.

6.4.5.3 Mitigation with recombiners and igniters
In addition to the 44 recombiners, one igniter was installed at each of the four IRWST exits from
which the hydrogen-steam mixture would emerge in dry scenarios. Again, the MAAP sources for the
LOOP scenario with reflood were used as input to the GASFLOW code.

In the simulation, the first ignition occurred at a hydrogen inventory of 110 kg in the building.
Thereafter a continuous burn was predicted, with one large standing flame at each IRWST exit
(Figure 6.4.5.3-1). The evaluation of the 7λ-criterion, as it is implemented in GASFLOW, showed
that at no time was there a possibility of a DDT occurring and that a safe implementation of igniters is
possible for the LOOP scenario. The early ignition, with most of the hydrogen still in the IRWST as a
non-flammable mixture, reduced the maximum combustion pressure effectively to insignificant
values.
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The use of igniters basically transforms the previously large containment pressure load to a thermal
load. The combustion energy is not released in a short event (seconds), but rather over a long time
period (several thousand seconds). The thermal power of the diffusion flames can be quite high (1kg
H2/s ≡ 120 MW). Experimental investigations at the Russian Academy of Sciences on the stability
limits of H2-air-steam diffusion flames, [6.19] have shown that the flame length will be in the range of
20 to 200 times the fuel gas exit diameter, depending on the Froude number and gas competitions.
The flame length is governed by the exit velocity of the fuel gas (plume or jet).

Because of the potentially large thermal power and geometrical extension, the thermal effects of
standing diffusion flames should be investigated in future work. The results can then be used to avoid
thermal overloads to safety systems (igniters, recombiners, spray, liner) by design modifications, if
necessary .

Figure 6.4.5.3-1: GASFLOW analysis of LOOP sequences with 44 recombiners and 4 igniters at
the IRWST exits. Low hydrogen inventories, low-pressure loads, and standing flames are
predicted.

6.4.5.3 Conclusions

Theoretical tools for the analysis of distribution and combustion process in severe accidents were
used to investigate the effectiveness of different options for future plant hydrogen mitigation systems.
The problems analyzed in Sections 6.4.3.2 and 6,4.5 for example., lead to different outcomes. In the
first case, only a short time window for fast deflagration was detected from the criteria. In the second
case, a long-term combustion potential was predicted, and the analysis was conducted through the
possible chain of combustion regimes up to detonation propagation. The goal of future reactor
containment analyses is to fulfil new safety requirements for future reactors, which require control of
the maximum amount of hydrogen that can accumulate in the containment building during a low-
pressure scenario. Although a mitigation system consisting only of recombiners would be attractive
for acceptance and cost reasons, the magnitude of the still-possible combustion loads makes the
installation of additional deliberate ignition sources highly desirable. The calculations, done so far,
have shown that igniters can be safely positioned and that they reduce the pressure loads very
effectively. The described analysis tools allow us to exam relative merits of different mitigation
schemes.
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7. SUMMARY AND ISSUES *

7.1 Summary

This report concerns the key issue of hydrogen combustion behaviour that may occur as a result of
severe accidents in NPPs. Chapter 1 gives an overview of the hydrogen combustion issue in relation
to NPP safety.  Mechanical (pressure) and thermal loads from hydrogen combustion are one
mechanism that can result in the failure of the outermost containment structure of an NPP.  The
estimation of these loads and the evaluation of the potential hazards associated with various accident
scenarios have been the subject of extensive investigation over the last two decades.   There are many
issues, but the one that is most difficult to evaluate is to determine what type of combustion will
occur: slow flames, fast flames, or detonations.

Because of the non-linear feedback between fluid motion and flame propagation, determination of the
boundaries separating various flame regimes is not just a matter of conducting a few experiments on
selected mixtures.  Not only is the mixture composition important, but experimentation has
demonstrated that initial conditions, geometrical configuration, and—most importantly—the physical
size or scale of the apparatus is crucial in determining the outcome of a combustion experiment.  The
most difficult behaviour to predict, and one of the most significant for evaluating potential hazards, is
the occurrence of detonation as the result of the FA processes.  As described in Chapter 2, the basic
elements of FA and DDT have been understood for many years.  What has been missing up until now
are quantitative predictions of the criteria for FA and transition-to-detonation.

This report describes the significant advances in the understanding of FA and DDT that have been
made in the last decade (1990-1999).  Focused programs of experimental research—described in
Chapters 3, 5, Appendices A, B, C and D, and also numerical simulation (Chapters 4 and 5)—have
enabled the identification of criteria for boundaries of fast flame and detonation regimes in hydrogen-
air-steam mixtures of interest to reactor safety.   These criteria enable a more refined evaluation of
explosion regimes than was previously possible for severe accidents in NPPs (see Chapter 6).

The significant factors in improving our understanding of FA and DDT are

1. systematic large-scale experimentation on FA and DDT using hydrogen-air-steam mixtures;

2. measurement of hydrogen-air-steam mixture properties such as detonation cell width and flame
speed at elevated temperatures (100°C to 377°C) and pressures (up to 3 bar);

3. using fundamental models of flames and detonations to identify relevant non-dimensional
parameters that were used to correlate experimental data;

4. multi-dimensional (3D) field-equation modelling of species transport, flame, and detonation
propagation; and

5. spatially resolved visualization of chemical species during transient flame propagation.

However, it is important to note that despite these advances in our understanding of FA and DDT, our
knowledge of FA and DDT is largely empirical.    The current state of the art in computation is such
that even with research tools, numerical simulation is unable to provide a truly predictive capability
                                                          
* Professor Joseph E. Shepherd is the lead author of Chapter 7.
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for DDT.  What we are able to do is to provide a framework of ideas that can be used with existing
engineering simulations to screen accident scenarios for situations in which FA and DDT may be
possible.  This framework is limited in the sense that many situations arise in which we cannot rule
out the possibility of FA and DDT, but we have no means to predict whether these will actually occur.
If the criteria are not satisfied, then FA and DDT are extremely unlikely in those cases, but exceptions
are always possible in marginal situations.

7.1.1 Framework for Evaluating FA and DDT

First, it is important to note that only empirical necessary conditions for FA and DDT can be supplied
at the present time. This limitation is due to the complexity of the processes involved, the limited
database of experimental results, the lack of a theoretical foundation, and the inability to run end-to-
end numerical simulations from first principles.  These conditions have been culled from experiments
conducted to date and are the subject of ongoing research.

1. Detonations can only be created indirectly by the processes of low-speed flame ignition, FA, and
transition-to-detonation.  The “direct initiation” pathways are highly unlikely because of the large
amount of concentrated energy, which is required for direct initiation.   Therefore, it is anticipated
that in all but the most exceptional cases, FA is a prerequisite condition for DDT to occur.

2. In order for FA to occur, a sufficiently large expansion ratio σ = ρu/ρb must exist between the
burned and unburned gas.  A critical magnitude can be computed based only on the properties of
the mixture within the containment.  There are two cases, one for lean and one for rich hydrogen
mixtures.  Chapter 3 discusses the experimental evidence and boundaries for these cases in detail,
and Figure 7.1.1-1 plots the values of the expansion ratio for one set of thermodynamic
conditions.

3. Even if the expansion ratio is sufficiently large, the flame must accelerate to sufficiently high
velocities—approximately equal to the speed of sound in the burned gas—before the conditions
for detonation initiation can be reached.  This means that flame propagation through obstructions,
channels, or interconnected rooms must occur in order to produce the fluid motions required for
flame folding and stretching.

4. Once the necessary conditions for detonation onset are set up, then detonation may only occur if
the physical size of the containment compartment or region is sufficiently large compared with a
length that characterizes the reactivity of the mixture.  The usual choice of the reactivity length
scale is the detonation cell size λ.  Measurements of the detonation cell width (Appendix D,
Tables D.1-1 and -2) and correlation functions (Figure 7.1.1-2) are available for estimating cell
size as a function of mixture composition and thermodynamic conditions.

5. Characteristic Size Evaluation

Results of numerous FA and DDT experiments (described in Chapter 3) have demonstrated that
the physical dimension, L, of the compartment or experiment has to be greater than some multiple
of the cell width in order for DDT to be possible. These lead to the necessary criteria for DDT

L ≥ αλ
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Figure 7.1.1-1 Expansion ratio σσσσ as a function of hydrogen and steam concentration for a
mixture at 375 K and 1 bar.  The results shown are illustrative of the general situation;
computations should be performed directly for mixtures at other temperatures and pressures

where the value of the constant α depends on the particular geometric configuration.  For
example, in the case of a long channel with obstructions, the minimum value of  α = 1 when L is
the transverse dimension of the smallest cross-section in the channel. For large compartments or
clouds, the minimum value of α is about 7 when L refers to the largest transverse extent of the
cloud.  In the case of turbulent jets, α is between 14 and 24 when L refers to the exit diameter of
the jet.   For interconnected rooms or channels with various blockage ratios, formulas for
computing the effective value of L are suggested in Chapter 3.
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Figure 7.1.1-2 Detonation cell width λλλλ (cm) as a function of hydrogen and steam concentration
for a mixture at 375 K and 1 bar.  The results shown are illustrative of the general situation, the
correlation should be evaluated directly for mixtures at other temperatures and pressures

6. Combustion Regimes

      The results of the previous considerations enable the construction of a combustion regime map for
a particular set of thermodynamic conditions.  The key parameters in this map are the amounts of
hydrogen and steam in the mixture.  Figure 7.1.1-3 illustrates that within the flammable regime,
there is a narrow region of mixtures for which only slow flames are possible.  Inside of this
region, fast flames can appear once the expansion ratio is greater than the minimum values
described in Chapter 3 and given in Figure 7.1.1-1.   The application of the cell width of Figure
7.1.1-2 is shown for two characteristic rooms or compartment sizes, 1 and 10 m.  Within the
boundaries shown, DDT will be possible.  It is extremely important to note that the boundaries
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between combustion regimes are not simply fixed concentration values, such as some minimum
hydrogen concentration as used in the past, but are a function of hydrogen and steam
concentrations and also, the thermodynamic state.   Not shown in the illustration, but apparent in
the data, is a strong dependence of detonation cell width on initial temperature.
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Figure 7.1.1-3 Combustion regimes possible in a hydrogen-air steam mixture at 375 K and 1 bar
initial pressure.  The DDT limits are based on a criteria of L/λλλλ = 5

7. Evaluating Accident Scenarios

In order to evaluate the hazard of FA and DDT, a sequential process is suggested in
Figure 7.1.1-4.  The first steps are to use risk assessment methodology to define a set of
accident sequences of interest, and then evaluate the hydrogen and steam source terms
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Figure 7.1.1-4 Steps in evaluating flame acceleration and deflagration-to-detonation transition
hazards for severe accidents in nuclear power plants
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using a system-level simulation of the postulated accident and release scenario.  Once the source
terms are defined, then some estimate of hydrogen distribution and mixing is needed along with
predictions for the containment thermodynamic state, i.e., pressure and temperature.   The
framework developed above can then be applied compartment by compartment at each point in
time to determine detonation and FA indices that provide a quantitative measure of the possibility
of these events.   In some cases, despite using mitigation schemes, some significant FA or DDT
hazard may exist during some part of the transient.  In those cases, closer investigation with
numerical simulations of flames or detonations may be needed in order to determine whether
localized fast flames or detonations pose a threat to containment integrity.

7.2 Issues

7.2.1 Combustion Modelling Appropriate to FA and DDT Events

There is a significant lack of numerical tools available to safety analysts for running approximate
simulations of FA and DDT events.  The existing lumped-parameter models that have been heavily
used to date in reactor safety are completely inappropriate for modelling high-speed flows of any
kind.  Simulation of turbulent flow (without combustion) in 3D transient situations is a still-
developing field without the additional complexity of combustion.  In fact, at the present time, there is
no single numerical method or simulation tool that can cover the entire range of phenomena in FA
and DDT.   Numerical models for low-speed (laminar) flames, high-speed (turbulent) flames, and
detonations are distinct and, at present, there are no practical methods for running an end-to-end
simulation with the goal of predicting DDT.  Even at the research level, the only technique available
is direct numerical simulation, albeit with a simplified chemical and transport model, and the
resolution requirements of this technique make this approach impossible to apply to NPPs.   This is
one of the reasons why an empirical approach to FA and DDT has been so extensively explored in the
last decade and will continue to be used for the foreseeable future (see the discussion of Chapter 4 on
resolution requirements for numerical simulations).

An important challenge for the future is to develop approximate but reliable methods for simulating
both FA and detonation in such a fashion that the simulation can be run within a single software
framework.  One goal would be to simply eliminate the substantial human effort that is currently
required in order to transfer results between simulations and do a hand evaluation of flow fields.   A
more ambitious goal is to develop reliable combustion models that can be used to model DDT without
the judgment and intervention of the simulator.

Progress is now being made in modelling turbulent combustion through using variations on the  eddy
breakup model and flame-front tracking models with empirical turbulent flame speed correlations.
Although confidence is being gained in the ability of these techniques to reproduce certain features of
medium- and large-scale experiments, at the core these models are empirical. Additional work is
needed to validate computation results against experiments at different scales in order to gain
confidence in using these methods at an NPP scale.

Further improvement in the simulation of fast turbulent deflagration will depend foremost on progress
in turbulence modelling for transient flows.   A current trend is to shift away from isotropic 2-
equation models towards non-isotropic LES models. For chemical reaction rates, the situation is less
clear.  In some combustion regimes, multi-dimensional β-PDF approaches appear promising,
provided fast numerical integration schemes can be found for the required multi-dimensional
integrals. Future work should also address better spatial resolution or the development of sub-grid
models or both for representation of unresolved structures.  These models need to represent the sub-
grid-scale effects on momentum balance (drag), turbulence generation, and combustion rate.
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7.2.2 First-principles Modelling of DDT

At present, DDT has been modelled in a near-first-principles fashion only by research codes
simulating small spatial regions of sensitive fuel-oxygen mixtures with very simplified chemical
models.  Because of the wide range of possible outcomes and also the sensitivity to initial and
boundary conditions, it is not clear whether individual simulations would be useful for engineering
evaluations of NPP safety.  However, continued development of first-principles research-grade
simulation tools will be very valuable in gaining insight into the mechanisms and physical-chemical
parameters that are important in characterizing DDT.  In particular, further exploration of the critical
gradient or SWACER mechanisms is needed with detailed chemistry and multi-dimensional
situations.

7.2.3 Loads and Structural Response

Ultimately, the structural response to the loads created by the combustion event is the most important
measure of risk to the containment integrity.  First, although it is known that the loads from fast
flames can be severe, it is not clear how these compare with detonations or a DDT event.  Second,
work to date indicates that one must consider the details of the structural response in order to
determine what is the most threatening combustion mode for a particular structure.  Finally, there are
at least as many uncertainties in modelling the failure of complex structures as there are in CFD and
combustion modelling.

7.2.4 Experiments

7.2.4.1         FA and DDT criteria

DDT conditions are only necessary criteria and as such provide bounds that are most useful in
evaluating when DDT will not occur.  Combining criteria should make the boundaries sharper but at
the present time, it is not possible to eliminate the essential feature of only being able to specify
necessary conditions.  Individual criteria also have uncertainties and in some cases are also overly
bounding.  Cell size uncertainty and uncertainties related to extrapolation and interpolation between
distant values must be taken into account.

7.2.4.2 Minimum tube diameter

In the case of short channels or rooms, the d/λ ≥ 1 criterion for detonation is probably overly
restrictive as a necessary condition.

7.2.4.3 The 7-λ Criterion

Defining the physical length scale can be ambiguous in many cases.  In the case of large volumes (L >
10 to 15 m), there is considerable uncertainty about cell widths greater than 2 m.  No measurements
are available in this regime, and no detonations have ever been observed in mixtures with cell width
greater than 2 m.

7.2.4.4 Non-uniform mixtures
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There are 3 issues regarding non-uniform mixtures: first, the difference in sensitivity between the
mixtures as expressed by a variation in chemical length (lambda) between the most- and least-
sensitive portions; second, the variation in energy content between the most-sensitive and least-
sensitive mixtures; and third, how to define the characteristic physical size of a non-uniform cloud.
All factors need to be taken into account, but a useful estimate of the appropriate chemical length is
the cell size corresponding to the average mixture.   For a non-uniform mixture within a well-defined
room, the 7-λ criteria can be applied directly using the physical dimensions of the room.  For a non-
uniform cloud within a large volume, there are several proposals (one is discussed in Chapter 3) of
how to compute the appropriate length scale.  Another issue is how to determine the effective
expansion ratio in a non-uniform cloud.  In general, FA in non-uniform mixtures has not been
investigated sufficiently to draw firm conclusions at the present time.   One area of particular
uncertainty is the role of the gradient dimensions and the need to investigate more realistic gradients
in the hydrogen concentration.

7.2.4.5 Detonation initiation by shock focusing

It is unclear how to apply the existing data (see Appendix C) on shock focusing obtained in 50- to
350-mm-diameter shock tubes to NPP-scale situations.  Shock tubes have a limited test time, and the
tube walls provide confinement that will probably not be present in an NPP containment building.
Although a wide range of hydrogen concentrations has been investigated, it is unclear whether the
observed Mach number thresholds are independent of scale or whether the Mach number ranges
investigated to date are realistic to expect in NPP severe accident conditions.   Other experiments on
FA and DDT show a very strong influence of system size on combustion behaviour, for example, the
DDT criteria of a minimum length scale as compared to the detonation cell width. Shock focusing is
now a well-established mechanism of creating critical conditions for detonation onset and will occur
whenever shocks interact with concave corners.  A systematic effort is needed to identify non-
dimensional scaling parameters in shock-focusing experiments and to correlate these to the observed
behaviour.  Based on our previous experience with cell size scaling, it seems clear that it will be
necessary to extend the experimental database to much larger scales before these results can be
applied directly to safety analyses for NPPs.

7.2.4.6 Shock tube experiments and kinetic modelling

Detailed chemical reaction networks and modelling of flames and detonations on this basis have a
role in estimating parameters such as flame speed and detonation cell width.  However, there is scant
data at high pressures and low temperatures with which to calibrate detailed reaction network models.
The limited data that are available (see Chapter 5, Appendices A and B) suggest that there is an up to
3-order-of-magnitude discrepancy between computed and measured induction times at temperatures
below 1200 K, an important regime in reactor safety applications.   The direction of this discrepancy
is such that computations predict much more benign conditions (longer induction times than the
actual values) than may exist in practice. This may result in serious underestimation of the severity of
an explosion hazard in these cases. A greater effort is needed, both in refining the experimental
measurements and in investigating the reaction mechanism failures, before reaction mechanisms can
be used with confidence in this regime.

7.2.4.7 Mixtures including CO and CO2
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Up to now, most of the experimental effort has been concentrated on hydrogen-air-steam mixtures.
This has been appropriate since the accident scenarios predict that steam and hydrogen are the major
constituents released from the primary system into the containment atmosphere.  However, in some
accident scenarios, significant amounts of carbon monoxide (CO) and dioxide (CO2) may also be
generated in the containment.   Although some data are available (see Appendices B and C) on
dilution with these components, the interaction with H2 and H2O has not been carefully investigated.
There is a need to systematically measure parameters such as laminar and turbulent flame speed,
transition limits, and detonation cell width.

7.2.4.8 Buoyancy

For lean mixtures of hydrogen, there is significant deformation of the flame and induced fluid flow
resulting from the action of gravity on the hot products within the flame.  This is one of the key
mechanisms for accelerating very lean flames in large compartments. Lean flames generally have
expansion ratios less than the critical value observed for FA in a channel geometry.  For marginal
situations (near the FA limit), it will be important to evaluate the influence of buoyancy at physical
sizes appropriate to NPP applications.  The issue of scaling is particularly crucial since the time
available for buoyancy to act will vary with both physical size and hydrogen concentration.  It is
unclear at this time whether scale model experiments will suffice or whether large-scale
experimentation is needed.  An additional complexity for lean mixtures is the creation of flame
instabilities (cellular structure) and the unusual influence of flame stretch in this regime; see the next
subsection.

7.2.4.9      Lean hydrogen-air flame behavior

Lean hydrogen-air mixtures have Lewis numbers less than unity and negative Markstein numbers.
This means that flame speed initially increases rather than decreases with positive straining motion
(flame stretch) in the flow.   This makes the application of standard turbulent flame speed and
quenching criteria suspect in these flows. Turbulent flame speeds for lean hydrogen-air mixtures have
been measured; however, the correct treatment of these data is unclear since there is no theoretical
basis for treating phenomena such as quenching in these cases.  There is a need for both more
measurements on turbulent flame speed and quenching limits as well as an improved theoretical
treatment.

7.3 Application to Safety Assessments in NPPs

There are a number of issues in applying the proposed framework to NPP safety assessment.  Many of
these issues are connected with reducing the uncertainty in mechanistic analysis of hydrogen
behaviour.

7.3.1 Length Scales

A key issue in applying the 7-λ criterion is in determining the appropriate length scales associated
with the physical compartments within the containment volume.  There is a particular difficulty in
evaluating this issue in conjunction with using the lumped-parameter models, which are often
employed by utilities and safety agencies to screen accident sequences for potential hydrogen
explosion hazards.

The lumped-parameter models can use an artificial subdivision of the physical volumes into logical
volumes for the purposes of convenience in the computation.  It is not obvious how to correctly
ascribe a scaling length to these subvolumes in order to apply the 7-λ criteria to the results of lumped-
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parameter simulations.   Results of model computations (discussed in Chapter 6) indicate that
although a reasonable range of length scales is obtained through a simple set of rules, the sensitivity
of the results to other choices of subdivision has not been examined.

7.3.2 Source Terms

Initial conditions and distribution computations play an important role in evaluating FA and DDT
potential. Although hydrogen and steam sources are highly plant- and scenario-dependent, there is a
general need for better understanding of hydrogen and steam generation from certain in- and ex-
vessel phenomena (in PWRs).  These phenomena include fast transient sources such as reflood of an
overheated core; steam explosions; hydrogen generation through steel oxidation; B4C behaviour
during core-melt; and the oxidation of Zr-Ur-Oxide conglomerate; effect of fuel irradiation, and
vessel failure. Core-concrete interaction can, in addition to hydrogen, also contribute important
amounts of CO and CO2. There is little information available today on flame acceleration and DDT in
H2-CO-air-steam-CO2 mixtures.

7.3.3 Lumped-parameter Models

It is commonly assumed that lumped-parameter approaches are adequate in simulating the initial
phase of the accident that determines the distribution of hydrogen and steam prior to ignition.
However, there are particular cases in which this may fail. One such case occurs when large control
volumes (100 to 1000 m3) are employed that average out or mask local concentrations that may
actually exist.  Another case is when significant natural convection loops exist within large
compartments or simultaneous inflow and outflow occur within the same opening to a compartment.
Finally, since lumped-parameter codes do not conserve momentum, any situation in which the fluid
momentum is significant will not be correctly computed. Examples include the prediction of peak
pressure from slow flames in complex geometries.  In such cases, it may be necessary to take an
approach based on computational fluid dynamics (CFD), simulating the solution of the field equations
of mass, momentum, and energy conservation on a fine spatial mesh.

7.3.4 Computational Fluid Dynamics

CFD is playing an increasingly important role in simulations of hydrogen distribution, FA, DDT, and
detonation propagation.  Modelling of turbulence and turbulent combustion is a major research area
that is receiving intense study from many researchers, and all CFD codes will benefit from these
efforts.  For nuclear safety applications, future work is especially important with respect to improved
treatment of the water phase (spray, film behaviour), modelling of radiation heat transfer, and
development of improved numerical solution methods (massive parallel processing). Finally, it is
important that the results of CFD simulations be carefully validated against experiments, examining
both the dependence on submodels and the effects of mesh size.  Several new experimental facilities
are currently under construction in Western Europe that will provide the high-resolution data
necessary for further validation of CFD models. A particular concern when validating CFD codes is
demonstrating convergence in the face of necessarily coarse spatial meshes that are used when
modelling NPP containments.

7.3.5 Ignition Predictions and Effectiveness of Mitigation Techniques

An important part of accident simulations is the prediction of the time and location of the first (and
eventually subsequent) ignition of the reactive containment mixture. There is a need to develop
improved criteria for ignition by spark-plug igniters as a function of spark parameters, criteria for
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self-ignition by high temperatures, and a treatment of other random ignition sources (electrical sparks,
hot surfaces, hot particles). The influence of high γ-radiation levels on the ignition process should also
be better understood.

7.3.6 Analysis Strategies

The analysis of accident sequences and potential explosion hazards always involves evaluating
complex phenomena in the face of considerable uncertainties. Often because of these uncertainties,
the results of analysis are not clear-cut. In some cases, it may be necessary to use CFD or
experimentation in order to sharpen the limits and provide sufficient as well as necessary conditions.
As an example, if detonation cannot be completely ruled out in a particular portion of a containment,
CFD simulations can be used to estimate structural loads.  Computation structural simulation can then
be used to see whether these loads actually pose a threat to the integrity of the containment.
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APPENDIX A: LAMINAR AND TURBULENT FLAME PROPAGATION
IN HYDROGEN–AIR–STEAM MIXTURES*

A.1 Laminar Burning Velocities of Hydrogen-Air and Hydrogen-Air-Steam Mixtures

A.1.1 Background

Methods of measuring flame velocity can be divided into 2 groups: stationary-flame and free-flame
propagation methods. More detailed classification of the methods is shown in Table A.1.1-1 [A1,A.2 ] .

One of the important disadvantages of a simple tube burner is the parabolic velocity profile for unburned
gas. Moreover, the apparent burning velocity varies over the defined surface (schlieren, shadow or
luminous) and a mean value is obtained.

The most crucial disadvantage of the burner method is flame unsuitability in lean hydrogen-air mixtures
(15% H2 or less). A usual symmetrical cone is absent in such mixtures, and the flame has a polyhedral
structure. It consists of several luminous reaction zones separated by dark regions. Another example of
flame instability is the breakup of the flame cone top.  Table A.1.1-2 summarizes the discrepancies
between the burning velocity data obtained by different methods for hydrogen-air premixed flames at
atmospheric pressure and room temperature [A.1,A.2]. Laminar burning velocity data for hydrogen-air
mixtures are shown in Figure A.1.1-1. The nozzle burner data of Liu and MacFarlane [A.3] differ
markedly from both the spherical bomb data and the Bunsen burner data. Such results may be
reasonably explained by the influence of flame stretch. Liu and MacFarlane [A.3] used  a very small
nozzle (3 mm), and this is why they obtained a higher value for burning velocity.

The burning velocity, Su , can be calculated from the measured flame speed Sb = drf  /dt by employing the
following equation:

Su = Sb  / σ   ,                                                                                              (A.1)

where σ is the expansion ratio for constant pressure burning. This value may be determined by
thermodynamic computations of the adiabatic burning temperature Tb with regard to a change of the gas
density in combustion:

σ = ρ0 /ρb = (nb Tb) / (n0 T0)  .                                                                     (A.2)

Here, ρ0 and ρρ b are the density of unburned and burned gas,  T0 is the initial temperature of the gaseous
mixture, and n0 and nb are the moles of unburned and burned gases respectively.

The values of adiabatic flame temperatures and moles of burned gases can be calculated by using
available thermodynamic data JANAF. Adiabatic flame temperature Tb and expansion ratio σ for
hydrogen-air-steam mixture (f = 0.39) are shown in Table A.1.1-3.

____________________________

*Professor Boris E. Gelfand is the lead author of Appendix A.



                                                                       A.2

T0(K) Tb(K) σσ

0% H2O 10% H2O 20% H2O 0% H2O 10% H2O 20% H2O

293 1393 - - 4.42 - -

323 1418 1293 1175 4.08 3.75 3.43

373 1459 1335 1217 3.64 3.35 3.08

393 1476 1352 1234 3.49 3.22 2.96

423 1501 1378 1259 3.30 3.05 2.81

473 1544 1420 1302 3.04 2.81 2.60

523 1586 1463 1345 2.82 2.62 2.43

If the initial pressure p0 varies from 1 to 10 bar, Tb and σ remain practically unchanged. This is due to
the insignificant dissociation of combustion products at given temperatures of lean hydrogen-air-steam
mixtures. Examples of radius-flame registrations and photographs of hydrogen-air-steam flames will be
shown below along with experimental data.

A.1.2  Results of Laminar Burning Velocity Measurements in Lean H2 -Air and
H2 -Air-Steam Mixtures at Room and at Elevated Temperatures

The influence of initial pressure is illustrated in Figure A.1.2-1. Solid lines correspond to our numerical
predictions. Solid circles and triangles denote pressure-time and flame radius-time methods of burning
velocity measurements. Experimental data obtained by Andrews and Bradley [A.4] and by Shebeko et
al. [A.5] are also shown. Andrews and Bradley [A.4] used double-kernel and single-kernel methods with
schlieren photography; Shebeko et al. [A.5]  used p-t procedure without photography. It is interesting to
note that the relative deviation of experimental and theoretical data is greater for 10% H2-air mixture than
for 20% H2-air mixture. Moreover, the deviation increases with pressure. Numerical simulation predicts
the negative pressure exponent for 10% H2-air mixture, but p-t measurements do not corroborate this
relationship.

A.1.3 Temperature and Pressure Influence on Burning Velocity

Burning velocities, measured by the flame radius-time method, are shown in Figure A.1.3-1. The
measurements was performed for hydrogen-air-steam mixtures at two initial pressures of 3 and 5 bar.
Experimental results are in good agreement with theoretical results. This fact has substantially facilitated
the solution of the pressure exponent determination problem.

A.1.3.1 Pressure and temperature exponents

A power law dependence of the following form
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 Su = Su0 (T/T0 )
a (P/P0 )

b                                
(A.3)

is often used for burning velocity approximation. a is referred to as temperature exponent (or
temperature index) and b as pressure exponent (or pressure index). T0 and P0 are initial values of
pressure and temperature, Su0 = Su at T = T0 and P = P0.

Measured and predicted burning velocities of hydrogen-air mixtures in the range 0.5 to 10 bar at room
temperature are shown in Figure A.1.2-1.  The data indicate that the values of pressure exponent are
negative for hydrogen-air mixtures with a hydrogen percentage of less than 15% by volume. In a similar
manner, pressure exponents b for hydrogen-air-steam mixtures (f = 0.39) are also negative. However,
the value of b depends upon steam concentration and initial pressure. Figure A.1.3-2 shows the influence
of pressure on laminar burning velocity for hydrogen-air-steam mixtures (φ = 0.39) at 393 K. As is
evident from the graph, burning velocity decreases gradually with a rise of pressure. To illustrate the rate
of change of the burning velocity with pressure, we plotted the relative burning velocity Su  / Su0 as a
function of initial pressure, where percent of steam was a parameter. Pressure exponents were calculated
in the range of interest (3 to 5 bar) . The values of pressure exponents are indicated near the curves.

The influence of temperature on the burning velocity is illustrated in Figure A.1.3-3 (a, b, c). In Figure
A.1.3-3a, we have plotted the dependence of Su on initial pressure for H2-air mixture  (φ = 0.26) at 298
K, 373 K, and 473 K. Experimental data are in good agreement with the results of the calculations. In
Figure A.1.3-3b, burning velocities are plotted as a function of initial temperature at two pressures, 1 and
4 bar. Burning velocity is seen to increase with temperature. Temperature exponent a is shown as a
function of hydrogen concentration in the range from 10% H2 to 70% H2 . Temperature exponent is
equal to 1.6 at 42% H2 and it rises significantly at 10% H2, where it is equal to 3.2. The data on the
influence of steam concentration on laminar burning velocity of hydrogen–air-steam mixtures are given in
Reference [A.6].

A.1.4 Turbulent Combustion Rates in Hydrogen-Air and Hydrogen-Air-Steam Mixtures

Essential experimental results of References [A.1, A.2, A.7]  are presented below. Figure A.1.4-1 shows
the measured turbulent combustion rates ST of a lean hydrogen-air mixture (φ = 0.26) as a function of
the turbulent intensity in the pressure range from 1 to 5 bar. For comparison, laminar burning velocity Su

for the mixture is about 17 cm/s at 1 bar and 8 cm/s at 5 bar. As it seen from Figure A.1.4-1, in the case
of turbulent combustion, the pressure dependence is absent.

Turbulent consumption rates ST measured for hydrogen-air-steam mixtures are shown in Figures A.1.4-2
and A.1.4-3. Three hydrogen-air compositions were chosen—namely, 8% H2, 10% H2 and 14% H2—
and were diluted with steam as shown in the legends of the figures. The limiting steam concentrations
and limiting turbulence intensity were found for elevated temperatures in the range 393 to 400 K at
atmospheric pressure. The influence of initial pressure was investigated by comparison of experimental
data at 1 bar and 3 bar, as shown in Figure A.1.4-3. An extinction regime was observed in turbulent
flames of hydrogen-air-steam near-limit mixtures. Turbulent flame covers a small part of the
experimental vessel. Pressure rise does not exceed 0.1 to 0.15 bar. Three examples of pressure-time
curves at an extinction limit in the case of 10% steam dilution are shown in Figure A.1.4-4.

A.1.5 Flammability Limits for Lean Hydrogen–Air–Steam Mixtures

The flammable range of H2-air-steam mixtures is illustrated in Figure A.1.5-1a. Shown here are the
experimental results both for upward and downward (only Kumar’s data [A.8]) flame propagation.
Results of measurements of limit hydrogen concentrations for the most-lean composition are slightly
different, whereas considerable distinctions are observed in the region of the “nose” of the flammability
curve. Most likely, the discrepancy between experimental findings involves the use of various energy
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deposits of ignition sources. For ignition source, energy is equal 1 to 2 J [A.1,A.2] and 40 J (Kumar),
and the measurements are in a good agreement. According to Figure A.1.5-1a, turbulent extinction limits
lie between upward and downward laminar combustion limits.

The influence of initial temperature T0  [A.1-A.3] and steam dilution on the limit hydrogen concentrations
(H2) lim at different fixed initial pressure is given in Figure A.1.5-1 (b, c), respectively. With a rise of T0,
(H2 )lim decreases, approximately, on the value 0.45% (vol) for every 100 K, and this value practically
does not change up to 7 bar. With steam dilution up to 50% (vol), (H2) lim increases on the value 0.34%
(vol) for every 10% H2O (vol) at initial pressures of 1 bar and 7 bar.

The effect of the extent to which the residence time (of up to 2 h)—i.e., time interval between the
moment of  acquiring the desirable temperature by the hydrogen–air mixture and initiation of spark
ignition—and, consequently, the existence  of pre-ignition reactions that may influence the value of the
flammability limits was investigated [A.3].  In the temperature range up to 473 K, the limits were not
affected by the length of the residence time. However at T > 473 K, the flammability limits—especially
the rich limit—narrowed with an increase in the temperature and were very significantly affected by the
length of the residence time before spark ignition. This means that the time of exposure of the mixture to
elevated temperature before initiation of ignition should be taken into consideration and should be
reported together with obtained values of the limits. It was suggested [A.13] that the drop in the value of
the rich limit and increase in the value of the lean limit with the increase of the residence time were
caused by relatively low-temperature catalytic reactions on the stainless steel surface of the test  tube.
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Table A.1.1-1  Experimental methods for burning velocities determination
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Table A.1.1-2  Hydrogen-air laminar burning velocities (cm/s) at atmospheric pressure and room
temperature
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Figure A.1.1-1  Laminar burning velocity of hydrogen air mixtures at room temperature and
atmoshpheric measured by various methods. Solid line computed values for spherical flame propagation;
dotted line correlation equation of Liu and MacFarlane.
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Figure A.1.2-1  Dependence of the laminar burning velocity ST on initial pressure P0 for lean
hydrogen-air mixtures at 298 K. Solid lines: calculations; points: experimental data.
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Figure A.1.3-1 Comparison between measured (points) and calculated (solid lines) laminar
burning velocities for hydrogen-air-steam mixutes.

(a) -T0 = 393 K, P0 = 5 bar, φφ = 0.26; (b) -T0 = 393 K, P0 = 3 bar, φφ = 0.39
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Figure A.1.3-2  Effect of pressure on the laminar burning velocity of hydrogen-air-steam
mixtures (φφ = 0.39) at 393 K. Numbers on curves indicate pressure exponent.
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Figure A.1.3-3  Laminar burning velocity as a function of pressure (a) and temperature (b) for
10% H2-air mixture (φφ = 0.26. ( c) Comparison between theoreticla and experimental data for
temperature exponent αα in H2-air mixtures at 29% and 1 bar.
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Figure A.1.4-1  Turbulent consumption rate ST for H2 -air mixture (φφ = 0.26) at 298 K.
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Figure A.1.4-2  Influence of turbulence intensity on the turbulent consumption ratio ST for
hydrogen-air-steam mixtures at temperatures 398 - 400 K and atmospheric pressure a) φφ = 0.207;
b) φφ = 0.26; c) φφ = 0.39.
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Figure A.1.4-3  Influence of turbulence intensity on the turbulent consumption rate ST for
hydrogen-air-steam mixutes (φφ = 0.26) at temperatures 393 - 400 K. a) P0 = 1 bar; b) P0 = 3 bar.
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Figure A.1.4-4  Pressure-time curves at an extinction limit for turbulent flames in hydrogen-air-
steam mixtures (φφ = 0.2; 10% H2O; P0 = l bar; T0 = 398 K).
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Figure A.1.5-1 Flammability limits in H2-air-steam mixtures (a) and dependence of limit hydrogen
concentration on initial pressure and temperature in the lean H2-air (b) and H2-air-steam mixutes
(c).



                                                                       A.18



                                                                           B.1

APPENDIX B: LAMINAR AND TURBULENT FLAME PROPAGATION
IN HYDROGEN-AIR–CARBON DIOXIDE MIXTURES AND
DETONABILITY OF HYDROGEN-CONTAINING GASEOUS

MIXTURES*

B.1 Laminar and Turbulent Flames in H2-Air-CO2 Mixtures

Appendix B presents experimental data and numerical predictions on burning velocities in lean hydrogen-
air-carbon dioxide premixed flames at pressures ranging from 1 to 5 bar . The effect of pressure on the
laminar and turbulent combustion has been studied using the spherical bomb method.

B.2 Laminar Premixed Flames

Research on laminar flame propagation in H2-air-CO2 mixtures is motivated by its applications in
suppression of the explosion. In this investigation, the constant-volume bomb technique is used to
determine the effect of CO2 dilution on burning velocities and flammability limits in ternary mixtures of
hydrogen, air, and carbon dioxide. Data on the laminar burning velocities may by used in computer
codes for the calculation of dynamic pressures generated by turbulent flames. Moreover, we want to
verify the possibility of numerical predictions of the laminar burning velocities at normal and elevated
pressure and temperature conditions using the model of spherical flame propagation.

Data on the burning velocities of more reactive H2-air-CO2 mixtures were obtained using the method of
a mathematical processing of pressure-time records [B.1, B.2].Listed in Table B.2-1 are some
characteristic data on the laminar burning velocities in hydrogen-air mixtures diluted with carbon
dioxide.. As can be seen from the table, a significant reduction in the burning velocity results when the
CO2 dilution takes place. The pressure influence on the burning velocity is weak.

B.3 Comparison Between Measured and Computed Data on  Laminar Burning
Velocities

B.3.1 Effect of Dilution with CO2

Shown in Figure B.3.1-1  are the experimental data on the burning velocities measured in a spherical
bomb by p(t) and r(t) methods for the lean H2-air mixtures (φ = 0.39, 0.26, and 0.21) diluted with
different amounts of CO2. Mixture compositions are written here as

xCO2 + (100 - x) [yH2 + ( 1 - y )air], φ = 2.38 y / (1- y )  ,

where xCO2 is the percentage CO2, and y is the mole fraction of H2 in an undiluted H2-air mixture.

Numerical results are shown by solid lines. On the lower portion of the Figure B.3.1-1, the influence.
of a dilution with CO2 is illustrated in the form of the relative burning velocity Su / Suo, where Suo is the
burning velocity for undiluted mixtures (x = 0), and the equivalence ratio f is a parameter. This
parameter varies from φ = 1 (stoichiometric mixtures) to φ = 0.21.

________________________

* Professor Boris E. Gelfand is the lead author of Appendix B.
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As is evident from the graphs, the burning velocity depends on the values of φ and f decreasing with a
dilution. The relative value of the burning velocity decreases slower in the case of stoichiometric
mixtures. Measured burning velocities are in close agreement with predicted ones.

B.3.2 Effect  of Pressure

Figure B.3.2-1 shows the influence of initial pressure on the burning velocity in lean H2-air-CO2

mixtures (φ = 0.39 and 0.26) at two initial temperatures, 298 K and 393 K. According to the predicted
results, the laminar burning velocity tends to diminish with a rise in pressure. This effect is similar to that
in H2-air-H2O mixtures .The results show that the pressure exponent is negative at the overall range of
pressure and temperature investigated here. Table B.3.2-1 lists the pressure exponents for lean
hydrogen-air mixtures diluted with different amounts of carbon dioxide.

It can be seen in Table B.3.2-1 that the pressure exponent does not depend on temperature at the range
of pressure from 1 to 3 bar and that it decreases with pressure rise. In the range of pressure 3 to 5 bar,
the pressure exponent for the H2-air mixtures (φ = 0.39) diluted with 20% CO2 at 298 K  (-0.72) is
higher in absolute value than that at 393 K (- 0.59). Similar behaviour may be observed for the leaner
mixture (φ = 0.26) diluted with 5% CO2.

B. 3. 3 Effect of Temperature

Temperature dependence of the burning velocity in H2-air-CO2 mixtures at the range between 298 K
and 473 K is illustrated in Figure B.3.3-1. We calculated the burning velocities at 1, 3, and 5 bars of
initial pressure for H2-air mixtures (φ = 0.39) diluted with 10% CO2 and 20% CO2 and for H2-air
mixtures (φ = 0.26) diluted with 5% CO2. As is evident from the graphs, the burning velocity increases
gradually with temperature. This dependence may be described by a power function
Su =  Suo( T / To) α,  where α is referred to as temperature exponent. To = 298 K is the standard
temperature, and Suo is the burning velocity at 298 K.

As can be seen (Table B.3.3-1), the temperature exponent depends on the mixture composition. It is
higher for the mixtures with a low reactivity (φ = 0.26). The temperature exponent depends only slightly
on pressure. Figure B.3.3-1shows the experimental data obtained by the method of pressure-time
records in the explosion bomb at 3 and 5 bar. The influence of temperature on the burning velocity is
similar to that obtained by computer simulation, but the measured burning velocities are higher than the
computed burning velocities. The reason is that the influence of surface disturbances increases with
pressure. In the model, the flame surface is accepted to be both smooth and spherical.

B.4 Turbulent Flames in H2-Air-CO2 Mixtures

The turbulent combustion rates of hydrogen-air and hydrogen-air-steam mixtures at the range of
pressure and temperature relevant to the accident conditions have been investigated.. Experiments were
conducted in a 2.5-L near-spherical explosion bomb. Turbulence was produced by four identical fans
with rotational speeds up to 6000 rpm. The turbulent intensity (U′Σ) ranged up to about 10 m/s and was
measured by a thermoanemometer . Non-homogenity of the turbulent intensity did not exceed 20%.
During the flame propagation, pressure was measured with a high-sensitivity piezoelectric transducer
mounted in the bomb wall. Shown in Figure B.4-1 are the experimental data on the dependence of the
turbulent combustion rates ST as a function of the turbulent intensity U′Σ measured for hydrogen-air
mixtures (φ = 0.39) diluted with various amounts of carbon dioxide up to 36% by volume. The
influence of initial pressure is investigated by comparison of experimental data at 1 and 5 bar. These
data are obtained at room temperature.
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Figure B.4-2 shows the turbulent combustion rates ST measured in the lean hydrogen-air-carbon dioxide
mixtures (φ = 0.26 and φ = 0.21) as a function of the turbulent intensity U′Σ at atmospheric and
elevated  3 bar  pressure at room temperature. For comparison, the results of measurements of ST  in
undiluted hydrogen-air mixtures at the same equivalence ratios φ = 0.26 and φ = 0.21 are plotted.

As would be expected , the turbulent combustion rates ST far exceed the laminar burning velocities for
the same mixtures. For the mixtures diluted with CO2, the dependence of the turbulent combustion rate
on the turbulence intensity has a maximum.

According to the experimental data presented in Figures B.4-1 and B.4-2, the variation of initial pressure
from 1 to 5 bar does not affect the turbulent combustion rate. The turbulent combustion rates behave in
a similar way in hydrogen-air, hydrogen-air-steam, and hydrogen-air-carbon dioxide mixtures.

B. 5 Flammability Limits of H2-Air-CO2 Mixtures

Practical considerations of safety require knowledge of the flammability limits for H2-air-CO2 mixtures.
As mentioned earlier, there is a lack of data for mixtures of H2-air-CO2 at elevated pressures. Most of
the experimental work reported in literature has been conducted  at room temperature and at
atmospheric pressure. In the case of elevated pressure-temperature conditions, experimental data exhibit
a great deal of scatter for high inert  component fractions.

Effect of pressure on the flammability limits of hydrogen-air-carbon dioxide mixtures is studied using the
bomb method for the flammability determination. The maximum percentage of hydrogen at a given
percentage of carbon dioxide in a hydrogen-air-carbon dioxide mixture, for which ignition by a sufficiently
powerful source (about 1 to 2 J) did not cause a noticeable increase in pressure, was used as the practical
definition of the limit. Such an approach has been used for hydrogen-oxygen-steam mixtures at various
pressures.

Figure B.5-1 shows the experimental data measured in the spherical bomb of 4.2 L with central ignition at two
initial pressures of 1 and 5 bar at 298 K . Ignition energy is equal to about 2 J. These data are presented on
the domain  (%CO2) ÷  (% H2) and are compared with the experimental data on the flammability limits by
Coward and Jones [B.3] .Maximum pressures on combustion are shown in Tables B.5-1 and B.5-2.

It is apparent that the pressure rise from 1 bar to 5 bar diminishes the flammability of H2-air-CO2
mixtures in the vicinity of the quenching point. The lean branch of the flammability curve measured here
coincides with the data obtained by Coward and Jones [ B.3] . Measured limiting percentage of CO2 is
equal 57.6% by volume at atmospheric pressure and 51.2% at 5 bar.

B.6 Detonability of Hydrogen-containing Mixtures with CO2, H2O, and  N2

Additives

Detonation limits exist in tubes because of interaction between the flow in the reaction zone and tube
walls. In a tube that is smaller in diameter than a certain limiting value (limiting tube diameter  - D*) self-
sustaining detonation becomes impossible. The computation of  D* for detonation  in hydrogen-
contained air mixtures is described in Reference  [B.4]. These results were compared with available data
and experimental results in tubes of 24 mm and 41 mm inner diameter .The agreement between the
calculated and the measured  value of D* was good. Therefore, the same method and detailed kinetic
scheme were used for limits of detonability  in H2-CO-air mixtures and multi-component  H2-CO-CO2-
H2O-air  systems relevant to accident scenario in a pressured-water reactor (PWR) .A distinguishing
feature of the multi-component H2–CO–CO2–H2O-air system is two different combustible gases,
namely, H2 and CO2 in mixture. It is reasonable to display experimental and theoretical results for such a
system with the help of a percent H2  and a percent CO2 diagram.
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Shown in Figures B.6-1 (a) and (b) are examples of computation of detonability curves for H2–air –CO2
and H2-air–H2O mixtures in a tube of 41 mm diameter . A triangular domain is formed as a result of this
computation . A inner part of this domain corresponds to detonable mixtures. The results of limiting
concentration measurements at initial pressure p0 = 1 bar and temperature  T0 = 298 K and 373 K for
H2-air–CO2 mixture are plotted on the graph by open and solid squares .The increase of initial
temperature tends to enlargement of the detonability area . The  mitigation effect of steam is less than
that of carbon dioxide. The influence of the tube’s diameter on the detonability is conveniently
illustrated in  a diagram.  Figure B.6-2 shows the limiting concentrations of  H2 and H2O ( the rest being
air) for tubes of 10 mm, 41 mm and 300 mm inner diameter and at initial  temperature 373 K. Kumar′s
experimental data [B.5] plotted (as a dotted line) for the flammability limits of the same mixtures shown
relevant downward flame propagation.

Shown in Tables B.6-1 to B.6-3 are the concentrations of hydrogen and additive  (CO2 or N2) in
characteristic points of detonability diagrams. The points A and B correspond to lean (lower) and rich
(upper) limits for non-diluted  mixtures. The point C corresponds the *nose * of  the detonability
domain. The narrowing of the region of detonability in the case of dilution with nitrogen is accounted for
in Figure B.6-3 by an upper branch. A lower branch of detonability curve does not change at dilution
with N2 up to 50% N2.

The flammability limits can coincide with the detonability limits predicted for mixtures with large
amounts of hydrogen. This coincidence is likely if tube diameter is great. In narrow channels the
detonability  area is narrower than the flammability area.

Specific features of detonability of mixtures with two-component fuel were verified by use H2+ Air +
CO + CO2 systems . Figure B.6-4 shows the detonability  diagram for that case. Percentage of CO2
diluent is used as a  parameter and percentage of air is known from material balance. The detonability
domain at given tube diameter has the form of a * peninsula * with size dependent on amount of diluent
in the mixture . Experimental points [B.4, B.13] are plotted on the diagram for case of undiluted mixture
(solid circles) and for the variant of dilution by 10% CO2 (solid squares). Calculated and measured data
at p0 = 1 bar and T0 = 298 K show a reasonable agreement .The additional combustible gas (carbon
monoxide) decreases the limiting concentration of hydrogen in the mixture proportionally  the carbon
monoxide concentration. This proportionality exists at small additions of CO to hydrogen. An additional
set of the experimental data about limiting conditions of detonation propagation in tubes of different size
is presented in Tables B.6-4 to B.6-7.

B.7 Ignition Limits of  H2 + Air + CO2  and H2 + Air + H2O Mixtures by a Hot
Gas Jet

The ignition limits of hydrogen–air mixtures diluted with steam or carbon dioxide have been studied as a
function of mixture composition [B.14]. Ignition was produced by a hot transient jet emerging from the
downstream  end of a shock tube  and entering a combustion chamber. The spurted gas  was heated by
a reflected shock wave between 750 K and 2800 K. The ejection velocity was subsonic. With an  initial
jet at 2600 K,  the ignition area of H2-air-CO2 mixtures was larger than that of the  H2-air-H2O mixtures.
The ignition area was located inside the flammability range of these systems for rich mixtures. On the
contrary, ignition limits and flammability limits were almost  similar for lean mixtures.
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φφ %H2 %CO2 Su ( cm / s)

1 bar 3 bar 5 bar

0.21 8 - 3.3

0.21 7.6 5.0 2.1

0.21 7.2 10 2.0

0.26 10 - 20.2

0.26 9.5 5 9.9

0.26 9.0 10 6.5

0.26 8.2 17.8 4.3 4.1 3.5

0.39 14 - 54

0.39 12.6 10 30

0.39 11.2 20 15

0.39 9.8 29.7 3.3 3.7 3.4

0.59 17 15 69

Table B.3.2–1  Pressure exponents for lean H2-Air-CO2 mixtures

Pressure φφ  = 0.39; 10% CO2 φφ  = 0.39; 20% CO2 φφ  = 0.26; 5% CO2

range, bar 298 K 393 K 298 K 393 K 298 K 393 K

1 - 3 -0.32 -0.30 -0.46 -0.42 -0.46 -0.44

3 - 5 -0.43 -0.43 -0.72 -0.59 -1.1 -0.59

Table B. 3.3-1 Temperature exponents for lean H2-air-CO2 mixtures
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Temperature φφ  = 0.39; 10% CO2 φφ  = 0.39; 20% CO2 φφ  = 0.26; 5% CO2

range, K 1 bar 3 bar 5 bar 1 bar 3 bar 5 bar 1 bar 3 bar 5 bar

298 - 473 2.8 2.9 2.9 3.1 3.1 3.2 3.6 3.6 4.1

Table B.5-1 Relative pressure rise in  H2-air-CO2 mixtures at To = 298 K and Po = 1 bar

H2 , % 5.0 5.3 6.0 6.55 7.2 8.0 8.9 10.9 15.0

CO2 , % 33.2 50.0 53.4 55.2 56.4 57.6 57.6 55.6 52.0

( Pe / Po )exp 1.04 1.04 1.02 1.02 1.02 1.03 1.03 1.07 1.07

Table B.5–2 Relative pressure rise in  H2-air-CO2 mixtures at To = 298 K and Po = 5 bar

H2 , % 5.45 6.55 8.0 8.95 15.0

CO2 , % 46.4 50.4 51.2 50.4 44.8

( Pe / Po )exp 1.01 1.02 1.01 1.10 1.71

Table B.6-1 Percentage of H2 and C02 (or N2) in the characteristic points of the detonability
diagrams in hydrogen-air-diluent mixtures at 298 K

Initial pressure, bar A,
%H2

B, %H2 C, CO2 C, %N2

Tube diameter d = 2 cm
1
3
5

18.0
18.8
18.2

57.8
60.0
61.6

113
13.3
15.2

35.0
35.0
36.9

Tube diameter d = 100 cm
1
3
5

12.7
12.0
11.7

73.8
75.7
76.7

29.2
32.7
34.4

56.9
57.7
60.2

Table B.6-2 Percentage of H2 and C02 (or N2) in the characteristic points of the detonability
diagrams in hydrogen-air-diluent mixtures at 400 K
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Initial pressure, bar A,
%H2

B, %H2 C, CO2 C, %N2

Tube diameter d = 2 cm
1
3
5

14.3
16.1
16.0

64.4
65.7
67.1

160
173
19.2

46.3
44 1
44.8

Tube diameter d = 100 cm
1
3
5

10.4
10.2
9.8

78.8
80.5
81.5

347
38.3
40.1

65.0
65.6
66.8

Table B.6-3 Percentage of H2 and C02 (or N2) in the characteristic points of the detonability
diagrams in hydrogen-air-diluent mixtures at 500 K

Initial pressure, bar A,
%H2

B, %H2 C, CO2 C, %N2

Tube diameter d = 2 cm
1
3
5

10.9
13.1
13.6

70.0
71.5
72.5

21.7
22.1
23.8

56.2
567
53.6

Tube diameter d = 100 cm
1
3
5

7.9
7.9
7.8

837
84.6
85.5

41 3
45.0
46.8

73 4
72.3
73.2

Table B.6-4 Near-detonability limit mixtures in tube ∅∅  100 mm [B.6]

 Test ¹ % H2 % H2 O  T [ K ] Regime

312 30.27 24.77 500 DH

223 30.01 30.01 500 SH

314 29.92 19.96 300 DH

316 29.92 24.95 300 SH

148 16 - 300 DH

255 15 - 300 SH

284 12.04 - 500 DH

288 11.58 - 500 DH

348 9 - 650 DH

375 9 - 650 SH

DH – double-head detonation, SH – single-head detonation

Table B.6-5 Near-detonability limit mixtures in tube ∅∅  273 mm [B.7]
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Test  ¹ % H2 % H2 O T [K] Regime

308 29.37 50 650 SH

310 17.26 30 650 DH

385 18.21 20 400 SH

389 9.86 15 650 SH

327 7.02 - 650 DH

317 7.39 - 650 SH

302 6.24 - 650 SH

110 9.9 - 500 DH

25 14.31 - 300 DH

232 13.83 - 300 DH

233 13.48 - 300 DH

DH – double-head detonation , SH – single-head detonation

Table B.6-6  LDL and  RDL in H2 + air mixtures

         D       LDL        RDL Ref. Lab.

        mm      % H2        % H2 - -

       100      15          - [B.6] BNL

       273      13.5           - [B.7] BNL

       430      13.5        70 [B.8] SNL

       300      13.5       70 [B.8] Mc Gill

      41      19         - [B.9] IchPh @

FZK

      26      15       61 [B.0] GU

Table B.6-7  LDL and  RDL in SNL tests [B.6, B.7]

D T LDL RDL Ref.

Mm [ K ] % H2 % H2 -

430 293 13.5 70 [B.8, B.11]

430 373 13 - [B.8, B.11]

430 293 11.6 74.9 [B.12]

430 373 9.4 76.9 [B.12]

LDL- lean detonability limit, RDL – rich detonability limit

BNL – Brookhaven  National  Laboratory  (USA), SNL – Sandia  National Laboratory (USA), McGill – McGill University (
Canada ) , I ChPCh – Institute of Chemical Physics RAS ( Russian Federation ) , GU – Göttingen university (Germany ), FZK
– Research Center  Karlsruhe  (Germany)
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Figure B.3.1-1 The influence of CO2 dilution on the burning velocity
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Figure B.3.2-1  Predicted effect of pressure on the burning velocities in the H2-air-CO2 (H2O)
mixtures at 298 and 393 K

Figure B.3.3-1 The influence of temperature on the burning velocities in the H2-air-CO2
mixtures
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Figure B.4-2 Influence of turbulence intensity of the turbulent combustion rate ST in the lean H2-
air-CO2 mixtures. Open points: P0 = 1 bar; solid points; P0 = 3 bar.
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Figure B.4-1 Influence of turbulence intensity on the turbulent combustion rate ST in the lean H2-
air-CO  mixtures. Open points: P0 = 1 bar; solid points: P0 = 5 bar.
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Figure B.5-1 The influence of initial pressure on the flammability limits in H2-air-CO2 mixtures
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Figure B.6-1a   Detonability diagram for H2 + air + CO2 and H2 + air + H2O mixtures at fixed
tube diameter 41 mm

Solid lines: T0 = 373 K; ρρair = 41.6 mole/m3.

Broken lines: T0 = 298 K; P0 =1 bar.
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Figure B.6-1b  Effect of CO2 on suppression of detonation and deflagration in H2 + air mixtures
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Figure B.6-2 Detonability diagram (solid lines) for H2 + air + H2O mixtures. Calculations for
different tube diameters: T0 = 373 K; ρρair = 41.6 mole/m3.
Points: measurements for d = 41 mm;
Dotted line: experimental data for downward flame propogation limits at sub-atmospheric
pressure P0 = (0.2 ÷÷ 0.5) bar.
NUREX = 6213 (d = 100 mm)
NUREG = 6391 (d = 270 mm)
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Figure B.6-3  Effect of N2  on suppression of detonation and deflagration in H2 + air mixtures
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Figure B.6-4  Detonability diagram for H2 + air + CO + CO2 mixtures with two-component fuel at
fixed tube diameter 41 mm. Comparison of calculated and measured data at T0 = 298 K, P0 = 1
bar.
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Figure C.3.1(a)  Photograph and chart of the conical reflector with L/D = 1.5 

Angeline Soonawala
APPENDIX C:   THE TYPICAL REFLECTORS AND CRITICAL CONDITIONS OF DIFFERENT EXPLOSION PHENOMENA NEAR NON-FLAT REFLECTING SURFACES
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Figure C.3.1(b) Photograph and chart of the conical reflector with L/D = 0.5
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Figure C.3.1(c)  Photograph and chart of the parabolic reflector with L/D = 1.5
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Figure C.3.1(d)  Photograph and chart of the parabolic reflector with L/D = 0.5
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Figure C.3.1(e)  Photograph and chart of the pyramidal reflector with L/D = 0.7
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Figure C.3.1 (f)  The chart of spherical reflector in [8]
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Figure C.3.2 The chart of wedge reflector in [6, 8].

I – incident shock, M – Mach steam, R – reflected shock, S – slip line, O – obstacle,

P – pressure gauge, β = 00, 150, 300, 450, Lr= 12.7 ÷ 60mm
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Figure C .3.3(a) The incident shock Mach numbers corresponding various modes of
the selfignition vs. hydrogen-air mixture composition. Reflector Parabola L/D = 1.5.
The curves 1, 2, 3 and regions A, B, C correspond to Figure 16 for the reflector Cone
L/D = 1.5.
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Figure C .3 .3(b) The incident shock Mach numbers corresponding various modes of
the self-ignition vs. hydrogen-air mixture composition. Reflector Cone L/D = 0.5. The
curves 1, 2, 3 and regions A, B, C correspond to Figure 16 for the reflector Cone
L/D = 1.5.
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Figure C .3.3(c) The incident shock Mach numbers corresponding various modes of
the self-ignition vs. hydrogen-air mixture composition. Reflector Parabola L/D = 0.5.
The curves 1, 2, 3 and regions A, B, C correspond to Figure 16 for the reflector Cone
L/D = 1.5.
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Figure C .3.3(d) The incident shock Mach numbers corresponding various modes of
the self-ignition vs. hydrogen-air mixture composition. Reflector Pyramid L/D = 0.5.
The curves 1, 2, 3 and regions A, B, C correspond to Figure 16 for the reflector Cone
L/D = 1.5.
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Figure C . 3 . 4(a) The critical incident shock Mach number vs. the H2-air mixture
composition, reflector 2 x 450. The regions A, B and C, and the curves 1, 2 and 3
correspond to Figure 22 for reflector R17.
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Figure C . 3 . 4(a) The critical incident shock Mach number vs. the H2-air mixture
composition, reflector R25. The regions A, B and C, and the curves 1, 2 and 3
correspond to Figure 22 for reflector R17.
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Figure C .3.4(a) The critical incident shock Mach number vs. the H2-air mixture
composition, reflector R50. The regions A, B and C, and the curves 1, 2 and 3
correspond to Figure 22 for reflector R17.
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APPENDIX D:  DETONATION CELL SIZE DATA*

D.1 Experimental Data

Hydrogen-air-steam mixtures at elevated initial temperatures and pressures are typical compositions
for severe accident conditions in a nuclear containment building. Most of the detonation cell size data
for these mixtures are given in References [D.1 to D.7], and are collected in detonation database
[D.8], which is also available on the Web at the URL
http://www.galcit.caltech.edu/~jeshep/detn_db/html. For the system under consideration, the
detonation cell size is a function of four main variables: hydrogen concentration, steam concentration,
initial temperature, and pressure. Experimental data for detonation cell size for hydrogen-air-steam
mixtures at normal initial pressure are presented in Tables D.1-1 and D.1-2. Some data are given in
Figures D.1-1 to D.1-4. Considerable data spread for the same initial conditions can be found in these
tables and figures; it reflects the accuracy of the cell size measurements. Some values for the same
initial conditions differ by a factor of 3, but this is an extreme deviation. The general impression is
that the accuracy of the data is within a factor of 2 or so.

Experimental data on the cell size are available only for some particular compositions and initial
conditions. These measurements do not permit direct estimation of the cell size for arbitrary
compositions and initial conditions typical of severe accidents. Analytical or numerical tools are
necessary that can give reliable values of detonation cell sizes for accident analyses. Different
approaches have been used to develop the methods for estimation of the cell size data.

One of the approaches was based on fitting of experimental data by an analytical function [D.9]. If the
accuracy of such an approximation falls within the range of experimental data, a corresponding
analytical function can be used for interpolation of the detonation cell size data. It is clear that such a
fit can be used only within the range of experimental data. Extrapolation of the fitted function beyond
the range of measurements cannot give reliable values. One of the analytical functions giving the least
deviation among other simple expressions is given in Section D.2.

Another approach was based on analysis of a correlation of reaction zone widths calculated from
chemical kinetic models with experimental detonation cell sizes [D.10]. This approach allows
estimations of detonation cell sizes for mixture compositions that differ from hydrogen-air-steam
mixtures. Examples are mixtures with reduced oxygen content (compared with that in air), and multi-
component mixtures such as H2-O2-N2-H2O-CO2. Both of the above examples can be important for
safety analyses, but no experimental data are available, and simple interpolation methods cannot be
used. A short description of this approach and its limitations are given in Section D.3.

                                                     

* Dr. Sergei B. Dorofeev is the lead author for Appendix D.
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Table D.1-1 Detonation cell size data for hydrogen-air-steam mixtures at normal initial
pressure. Data for spin detonations are also given, assuming λλλλ = ππππd.

H2
(dry)

(vol %)

T
(K)

H20,
(vol %)

λλλλ
(cm)

Ref. H2
(dry)

(vol %)

T
(K)

H20
(vol %)

λλλλ
(cm)

Ref.

Data for T ≈≈≈≈ 300 K Data for elevated temperatures
11.65 296 0.00 135.2 D.2 9.42 375 0.00 135.0 D.2
12.00 300 0.00 135.2 D.2 10.40 375 0.00 135.2 D.2
12.34 300 0.00 135.2 D.2 11.30 375 0.00 135.2 D.2
13.48 300 0.00 42.4 D.4 12.48 376 0.00 30.5 D.2
13.58 300 0.00 121.5 D.1 13.14 373 0.00 44.4 D.2
13.78 300 0.00 119.6 D.1 14.88 370 0.00 15.0 D.2
13.78 300 0.00 61.9 D.1 17.87 375 0.00 3.8 D.2
13.83 300 0.00 42.4 D.4 20.00 370 0.00 2.4 D.2
13.98 300 0.00 63.6 D.1 29.64 375 0.00 0.7 D.2
13.98 300 0.00 56.3 D.1 29.75 371 0.00 2.0 D.2
14.21 300 0.00 46.6 D.1 45.91 374 0.00 1.4 D.2
14.31 300 0.00 42.4 D.4 56.10 374 0.00 3.7 D.2
14.54 300 0.00 33.6 D.1 76.00 375 0.00 135.2 D.2
14.57 300 0.00 41.5 D.1 76.98 375 0.00 135.2 D.2
14.89 300 0.00 24.8 D.4 29.78 375 5.00 2.0 D.2
14.93 300 0.00 18.7 D.4 20.12 375 9.10 18.4 D.2
14.99 300 0.00 33.8 D.1 63.97 375 9.80 61.0 D.2
15.00 300 0.00 25.0 D.4 17.23 376 9.90 47.0 D.2
15.08 300 0.00 30.4 D.1 45.74 375 10.50 4.2 D.2
15.30 300 0.00 29.9 D.1 29.75 375 11.50 2.8 D.2
15.36 300 0.00 30.6 D.1 30.67 375 14.90 4.5 D.2
15.36 300 0.00 26.2 D.1 30.60 374 15.00 5.0 D.2
15.50 300 0.00 26.0 D.4 45.67 376 19.80 29.0 D.2
15.55 300 0.00 35.6 D.1 26.07 375 20.10 25.0 D.2
16.00 300 0.00 24.5 D.5 30.16 376 20.10 16.5 D.2
16.20 300 0.00 23.0 D.4 21.91 375 20.30 100.0 D.2
16.50 300 0.00 18.3 D.5 28.10 375 29.90 127.0 D.2
17.00 300 0.00 13.0 D.4 30.01 375 29.90 65.0 D.2
17.00 300 0.00 16.2 D.5 38.96 375 29.90 50.0 D.2
17.22 300 0.00 9.5 D.4 29.67 375 35.40 135.2 D.2
17.24 297 0.00 7.6 D.2 29.57 375 37.00 135.2 D.2
17.29 300 0.00 9.3 D.4 29.75 375 38.80 135.2 D.2
17.36 300 0.00 14.0 D.5 17.81 400 10.00 30.5 D.4
17.50 300 0.00 12.4 D.5 30.00 400 10.00 1.7 D.4
17.50 300 0.00 8.9 D.4 30.00 400 10.00 1.5 D.4
18.00 300 0.00 11.1 D.5 18.21 400 20.00 84.8 D.4
18.60 300 0.00 8.9 D.5 30.00 400 20.00 17.0 D.4
19.00 300 0.00 8.0 D.5 29.88 400 25.00 16.2 D.4
19.20 300 0.00 7.6 D.5 30.23 400 25.00 21.4 D.4
19.91 300 0.00 2.7 D.4 9.90 500 0.00 42.4 D.4
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Table D.1-1 (continued)

H2
(dry)

(vol %)

T
(K)

H20
(vol %)

λλλλ
(cm)

Ref. H2
(dry)

(vol %)

T
(K)

H20
(vol %)

λλλλ
(cm)

Ref.

Data for T ≈≈≈≈ 300 K Data for elevated temperatures
20.00 300 0.00 5.5 D.5 10.87 500 0.00 42.9 D.4
20.00 300 0.00 4.0 D.4 11.16 500 0.00 19.6 D.4
20.13 300 0.00 5.1 D.5 12.50 500 0.00 9.8 D.4
21.00 300 0.00 4.4 D.5 12.93 500 0.00 12.0 D.4
22.00 300 0.00 3.1 D.5 13.96 500 0.00 8.0 D.4
22.73 300 0.00 2.6 D.5 13.96 500 0.00 6.5 D.4
23.00 300 0.00 2.6 D.5 14.61 500 0.00 5.2 D.4
23.96 300 0.00 2.2 D.5 16.00 500 0.00 2.9 D.4
24.00 300 0.00 2.1 D.5 16.00 500 0.00 2.3 D.4
24.11 300 0.00 1.1 D.4 17.43 500 0.00 2.0 D.4
25.00 300 0.00 1.8 D.5 17.59 500 0.00 1.5 D.4
25.00 300 0.00 1.2 D.4 21.96 500 0.00 0.8 D.4
25.16 300 0.00 1.9 D.5 29.58 500 0.00 0.6 D.4
26.00 300 0.00 1.7 D.5 29.98 500 0.00 0.9 D.4
27.00 300 0.00 1.6 D.5 29.98 500 0.00 0.6 D.4
27.44 300 0.00 1.6 D.5 50.00 500 0.00 1.8 D.4
28.00 300 0.00 1.6 D.5 50.00 500 0.00 1.1 D.4
28.53 300 0.00 1.6 D.5 50.30 500 0.00 1.0 D.4
29.00 300 0.00 1.5 D.5 30.00 500 10.00 1.3 D.4
29.17 282 0.00 1.5 D.2 30.00 500 10.00 1.2 D.4
29.46 302 0.00 1.1 D.2 30.00 500 20.00 5.6 D.4
29.57 300 0.00 1.6 D.5 30.00 500 20.00 5.3 D.4
29.60 300 0.00 1.5 D.5 30.30 500 30.00 28.6 D.4
29.67 300 0.00 0.8 D.4 30.00 601 30.00 17.0 D.4
30.00 300 0.00 1.5 D.5 6.24 650 0.00 84.8 D.4
30.00 300 0.00 0.9 D.4 7.02 650 0.00 42.4 D.4
30.12 300 0.00 0.9 D.4 7.39 650 0.00 84.8 D.4
30.54 300 0.00 1.3 D.4 7.51 650 0.00 23.0 D.4
30.54 300 0.00 2.1 D.4 7.83 650 0.00 21.3 D.4
32.00 300 0.00 1.6 D.5 8.77 650 0.00 9.4 D.4
34.00 300 0.00 1.7 D.5 8.83 650 0.00 7.4 D.4
36.00 300 0.00 1.9 D.5 9.58 650 0.00 4.6 D.4
38.00 300 0.00 2.2 D.5 9.90 650 0.00 8.0 D.4
40.00 300 0.00 2.3 D.5 9.90 650 0.00 8.0 D.4
40.00 300 0.00 0.9 D.4 9.94 650 0.00 4.8 D.4
42.00 300 0.00 2.7 D.5 10.83 650 0.00 4.0 D.4
44.00 300 0.00 3.1 D.5 10.87 650 0.00 3.7 D.4
46.00 300 0.00 3.7 D.5 10.87 650 0.00 3.6 D.4
48.00 300 0.00 4.2 D.5 11.42 650 0.00 3.0 D.4
50.00 300 0.00 5.0 D.5 11.88 650 0.00 3.2 D.4
50.00 300 0.00 2.6 D.4 11.88 650 0.00 3.3 D.4
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Table D.1-1 (concluded)

H2
(dry)

(vol %)

T
(K)

H20
(vol %)

λλλλ
(cm)

Ref. H2
(dry)

(vol %)

T
(K)

H20
(vol %)

λλλλ
(cm)

Ref.

Data for T ≈≈≈≈ 300 K Data for elevated temperatures
51.36 300 0.00 1.8 D.4 12.00 650 0.00 3.3 D.4
52.00 300 0.00 5.5 D.5 14.28 650 0.00 1.7 D.4
54.00 300 0.00 7.9 D.5 15.00 650 0.00 1.8 D.4
54.50 300 0.00 4.6 D.4 15.03 650 0.00 1.7 D.4
55.00 300 0.00 9.5 D.5 17.48 650 0.00 1.2 D.4
56.00 300 0.00 10.0 D.5 17.50 650 0.00 1.9 D.4
58.00 300 0.00 14.2 D.5 30.00 650 0.00 0.4 D.4
58.00 300 0.00 8.0 D.4 30.29 650 0.00 0.5 D.4
58.00 300 0.00 7.8 D.4 50.00 650 0.00 1.0 D.4
60.00 300 0.00 18.9 D.5 50.00 650 0.00 1.0 D.4
70.46 300 0.00 135.2 D.2 50.00 650 0.00 1.1 D.4
73.08 300 0.00 135.2 D.2 9.85 650 7.50 42.9 D.4
75.00 299 0.00 135.2 D.2 17.55 650 10.00 3.3 D.4
30.54 298 3.10 1.3 D.2 30.00 650 10.00 0.8 D.4
29.53 311 0.00 0.9 D.2 9.86 650 15.00 84.8 D.4

17.63 650 20.00 9.1 D.4
30.00 650 20.00 2.3 D.4
30.00 650 20.00 2.2 D.4
18.06 650 25.00 27.5 D.4
30.00 650 25.00 2.6 D.4
17.26 650 30.00 42.4 D.4
29.46 650 30.00 7.5 D.4
30.00 650 30.00 7.3 D.4
30.00 650 30.00 6.2 D.4
30.00 650 30.00 6.5 D.4
30.00 650 30.00 5.7 D.4
28.64 650 35.00 17.5 D.4
29.43 650 40.00 50.3 D.4
29.37 650 50.00 84.8 D.4
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Table D.1-2 Detonation cell size data for hydrogen-air-steam mixtures at sub-atmospheric and
elevated initial pressures

H2 (dry)
(vol %)

T
(K)

P
(MPa)

H20
(vol %)

λλλλ
(cm)

Ref. H2 (dry)
(vol %)

T
(K)

P
(MPa

)

H20
(vol %)

λλλλ
(cm)

Ref.

30.00 300 0.003 0.00 2.3 D.6 15.00 373 0.146 0.00 17.0 D.2
30.00 300 0.007 0.00 13.0 D.6 17.36 373 0.149 0.00 6.3 D.2
30.00 300 0.008 0.00 14.0 D.6 17.36 373 0.164 10.00 53.0 D.2
30.00 300 0.01 0.00 11.0 D.6 20.13 373 0.168 10.00 23.0 D.2
30.00 300 0.0105 0.00 7.8 D.6 20.40 373 0.153 0.00 2.4 D.2
30.00 300 0.0115 0.00 6.4 D.6 20.40 373 0.169 10.00 21.0 D.2
30.00 300 0.012 0.00 6.3 D.6 20.67 373 0.154 0.00 2.3 D.2
30.00 300 0.013 0.00 4.7 D.6 20.67 373 0.169 10.00 20.0 D.2
30.00 300 0.02 0.00 4.1 D.6 21.45 373 0.155 0.00 1.8 D.2
30.00 300 0.023 0.00 3.4 D.6 22.73 373 0.156 0.00 1.3 D.2
30.00 300 0.025 0.00 3.2 D.6 25.16 373 0.159 0.00 0.9 D.2
30.00 300 0.035 0.00 2.1 D.6 25.16 373 0.175 10.00 5.3 D.2
30.00 300 0.05 0.00 2.0 D.6 25.63 373 0.192 20.00 22.0 D.2
30.00 300 0.07 0.00 1.8 D.6 27.44 373 0.162 0.00 0.6 D.2
30.00 300 0.1 0.00 1.6 D.6 27.44 373 0.211 30.00 35.0 D.2
17.29 303 0.010 0.00 25.0 D.2 29.59 373 0.165 0.00 0.5 D.2
14.39 293 0.114 0.00 40.0 D.2 29.59 373 0.180 0.00 0.5 D.2
17.50 293 0.118 0.00 11.0 D.2 29.59 373 0.200 10.00 3.0 D.2
19.05 293 0.119 0.00 3.8 D.2 29.59 373 0.225 20.00 9.5 D.2
24.44 293 0.124 0.00 1.2 D.2 29.59 373 0.255 30.00 28.0 D.2
28.10 293 0.128 0.00 1.0 D.2 29.59 373 0.255 30.00 32.0 D.2
43.06 293 0.143 0.00 1.3 D.2 29.69 373 0.165 0.00 0.5 D.2
29.63 296 0.025 0.00 2.4 D.2 37.04 373 0.174 0.00 0.6 D.2
16.72 296 0.026 0.00 45.0 D.2 45.66 373 0.185 0.00 1.1 D.2
29.19 296 0.051 0.00 1.5 D.2 45.66 373 0.204 10.00 4.0 D.2
17.04 296 0.015 0.00 21.5 D.2 45.66 373 0.223 20.00 13.0 D.2
29.02 297 0.151 0.00 0.8 D.2 55.76 373 0.198 0.00 2.0 D.2
17.01 297 0.051 0.00 15.7 D.2 29.60 375 0.215 29.60 25.0 D.2
17.44 299 0.026 0.00 26.0 D.2 9.30 650 0.240 0.00 8.5 D.4
17.13 301 0.264 0.00 10.0 D.2 17.78 650 0.200 20.00 10.7 D.4
12.50 373 0.143 0.00 42.0 D.2 17.91 650 0.150 20.00 10.3 D.4
13.45 373 0.144 0.00 32.0 D.2 30.13 650 0.150 30.00 4.5 D.4
13.77 373 0.145 0.00 29.0 D.2 30.22 650 0.200 30.00 3.7 D.4
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Figure D.1-1  Experimental data on detonation cell width versus hydrogen concentration at
different initial temperatures for mixtures without steam
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Figure D.1-2  Experimental data on detonation cell width versus steam concentration at
different initial temperatures and dry hydrogen concentrations
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Figure D.1-3  Experimental data on detonation cell width versus initial pressure at different
initial temperatures, dry hydrogen, and steam concentrations

0.00 0.10 0.20 0.30
Pressure, MPa

0.4

0.8

1.2

1.6

2.0

Lg
(λ

, c
m

)

1

2

650 K, 9 % H2, 0 % H2O

300 K, 17 % H2, 0 % H2O

Figure D.1-4  Experimental data on detonation cell width versus initial pressure at different
initial temperatures and dry hydrogen concentrations without steam
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D.2 Data Interpolation with Analytical Functions

Different analytical functions λ([H2], [H2O], T, p) were applied to fit experimental data [D.9]. One of
the functions giving the least deviation among other simple expressions is given here.

Function B67p. Variables: A - dry hydrogen concentration [H2]dry = H2/(H2+air), vol %; B - initial
temperature T, K; C - steam concentration, vol %; D - initial pressure, MPa. Cell size λ is in cm.

lg(λ) = (a-m+(b/(A-k/B)f +h⋅(A-g⋅B)2+i⋅(A-g⋅B))⋅(1+d⋅C+e⋅B⋅C2)⋅j/B)⋅

⋅(D-c)⋅(1/(0.1-c)+n⋅(D-0.1))+m

Parameters:
 a = -1.13331E+00
 b =  4.59807E+01
 c = -1.57650E-01
 d =  4.65429E-02
 e =  3.59620E-07
 f =  9.97468E-01
 g = -2.66646E-02
 h =  8.74995E-04
 i = -4.07641E-02
 j =  3.31162E+02
 k = -4.18215E+02
 m =  2.38970E+00
 n = -8.42378E+00

The regression mean-square deviation is σ = 1.72128E-01.

Deviation of experimental data from the fitted function can be calculated as λfit/λexp = 10σ. The mean
standard deviation is about 1.5. The maximum deviation is about 2.6.

Examples of comparison of experimental data with function B67p are given in Figures D.2-1 and
D.2-2. A “map” of the cell widths plotted in [H2]dry - [H2O] plane for T = 375 K, p = 1 bar* using
function B67p, is shown as an example in Figure D.2-3 ([H2]dry = [H2]/([H2]+[air])).

___________

*1 bar = 100 kPa.
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Figure D.2-1 Experimental data and fitting function B67. Cell width versus hydrogen
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Figure D.2-3 Cell widths (cm) in [H2]dry - [H2O] plane. Function B67, T = 375 K, p = 1 bar,
([H2]dry = [H2]/([H2]+[air]))
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D.3 Generalization of the Zeldovich-von Neumann-Döring (ZND) Correlation

A simple model was proposed in Reference [D.10] to generalize the correlation between characteristic
reaction zone widths δ and the cell sizes λ. As typical of ZND correlations, it was assumed that
characteristic reaction zone width, δ, can be estimated from a detailed chemical reaction model. It was
suggested that parameters influencing the wave stability and regularity of the cellular structure should
play a role in a correlation between the detonation cell sizes and reaction zone widths. Two
parameters were considered to be of the main importance. The first one − dimensionless activation
energy Ea/RTps − gives a measure of the reaction time sensitivity to changes of the initial reaction
conditions (shock strength). The second parameter, Tvn/T0, gives a measure of the chemical energy
release compared with the initial thermal energy. Here Ea is effective activation energy, R is gas
constant, Tps is representative post-shock temperature, and Tvn and T0 are von Neumann and initial
temperatures respectively.

An attempt was made to take into account the multi-dimensional structure of real detonations in this
model by choosing representative reaction conditions (or characteristic post-shock temperature Tps)
that allow one to correlate reaction zone width δ(Tps) and detonation cell size λ. The CHEMKIN-II
code was used for kinetic calculations. An analytical expression was suggested to describe the
function of λ/δ(Ea/RTps, Tvn/T0) in the range of Ea/RTps = 3 ÷ 16, and Tvn/T0 = 1.5 ÷ 8. The mean
deviation of the calculated values from experimental data was about 50%.

A numerical model was developed [D.10], which permits one to calculate detonation cell sizes from
mixture composition and initial temperature and pressure. The corresponding computer code is
available on the Web at URL http://www.iacph.kiae.ru/lichr.

Compared with the standard ZND models, which are able to give only general trends in the cell size
behaviour, the numerical model [D.10] gives more reliable estimates for the cell sizes. In most cases,
the deviation is within the scatter of the experimental data. The estimates of λ values, however,
should be treated carefully if the stability parameters appear outside the range of variables, where the 
λ/δ-function was defined. The limitations of kinetic calculations with the CHEMKIN-II code should
be also taken into consideration.

Examples of comparison of experimental data with calculations are given in Figures D.3-1 and D.3-2.
A “map” of the cell widths plotted in [H2]dry - [H2O] plane for T = 375 K, p = 1 bar using this model,
is shown as an example in Figure D.3-3 ([H2]dry = [H2]/([H2]+[air])).
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Figure D.3-1 Cell width versus hydrogen concentration at different initial temperatures for
hydrogen-air mixtures without steam. Experimental data and calculations.
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APPENDIX E: DDT EXPERIMENTS IN SHOCK TUBE AND
OBSTACLE ARRAY GEOMETRYy ∗∗∗∗

E.1 Recent DDT Experiments at FZK

Appendix E presents selected results of recent experiments conducted at FZK [E.1] on three different
modes of DDT that are relevant for nuclear safety investigation and risk analysis:

- focusing of pressure and shock waves produced by bursting vessels or pipes,

- focusing of precursor pressure and shock waves generated by an accelerating flame,

- DDT within or near the turbulent flame brush of a flame accelerating in an obstructed and
highly confined part of the containment.

E.1.1  Experiment Design

Three test series addressing these different DDT modes were performed in the FZK combustion tube
(12 m long, 35 cm ID). The corresponding test configurations are displayed in Figure E.1.1-1:

a. Shock tube with conus

The tube was divided by a membrane into a low-pressure section (LPS, length 9 m) and a high-
pressure section (HPS, length 1 or 3 m). The experiments were conducted with a conical reflector at
the end of the low-pressure section to focus the pressure wave and to reach self-ignition temperatures
(Figure E.1.1-2). The main idea behind this experiment design is the observation that in many tests
with fast combustion modes, DDT events are apparently triggered by waves reflected in corners or
other converging multi-dimensional parts of the enclosure. The conus is used to produce local hot
spots in the combustible gas because hot spots generally develop from the interaction of a pressure
wave with a complex multi-dimensional target.

After evacuating both sections, the low-pressure section was filled up to the desired initial pressure
with a defined hydrogen-air mixture. The parameters that changed during the experiments were the
initial pressure (0.5 to 1.5 bar) and the composition of the hydrogen-air mixture (9% to 30% H2). The
high-pressure section was filled with helium up to membrane failure. To detect DDT processes,
pressure transducers, photodiodes, and film thermocouples were located along the tube. Ionization
gauges were installed in and near the conus.

b. Partially obstructed shock tube with conus

About half of the tube was equipped with an array of ring obstacles blocking 30% of the flow cross-
section (BR = 30%) over a length of 5 to 6 m to accelerate the flame to a high velocity. The tube also
contained a conus to focus the precursor shock wave.

The main idea behind this experimental set-up is that after a weak spark ignition, the propagation
flame reaches a highly obstructed region in which it can accelerate because of the generation of
intense turbulence. This fast flame then emits precursor pressure waves that can propagate through a
relatively open region until they are reflected from the enclosure. In most practical cases, the precursor
wave will not simply be normally reflected from a flat wall but rather will be focused by two walls

                                           
∗  Dr. W. Breitung is the lead author of Appendix E.
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(2D wedge) or three walls (3D corner). Such focusing geometries in industrial buildings were
simulated in the tube tests by a conical reflector situated at the end of the tube, opposite to the ignition
location. The investigated tube geometry contains therefore all characteristic elements of a combustion
sequence in a complex nuclear containment. These are

- a combustible gas,

- a weak ignition source,

- a partly blocked region with flow obstacles producing high turbulence levels,

- an open region that permits pressure wave propagation without significant losses, and

- a multi-dimensional reflector as part of the enclosure.

The tube was evacuated and then filled with a defined hydrogen-air mixture (9% to 30% H2) to the
initial pressure (1 bar). The mixture was ignited with a glow plug. Pressure transducers, ionization
gauges, photodiodes, and film thermocouples were used to locate possible DDT events.

c. Fully obstructed tube

The combustion tube was equipped with an array of ring obstacles (BR = 60%) over its full length of
12 m. The evacuated tube was filled with a defined hydrogen/air mixture (9% to 20% H2) up to the
initial pressure (0.5 to 2.0 bar) and was then ignited with a glow plug. To observe the combustion
processes, pressure transducers, photodiodes, and film thermocouples were located along the tube.

E.1.2 Results of DDT in a Shock Tube with Conus

Three criteria can be used to determine whether a detonation initiation occurred. The first is the
velocity of the reflected wave, the second is coupling or decoupling of pressure and light signals, and a
third method is to analyze the pressure amplitudes and profiles along the tube. At given times, the
pressures at each pressure transducer location can be collected and depicted as function of tube
location. The spatial distribution of the pressure gives clear indications about the existence of a
deflagration or detonation.

Figure E.1.2-1 shows the x-t diagrams obtained in two experiments with 15% H2 in air, one leading to
a mild ignition without detonation (top) and one leading to DDT (bottom). In the first case, the Mach
number of the incident shock wave (ISW) was measured to M = 1.93, and the reflected shock wave
(RSW) initially reached 506 m/s, which is close to the speed of a normally reflected inert wave
without combustion. The measured trajectories for the flame and the RSW separate soon after the
flame-shock complex leaves the conus, well before the expected arrival of the He-contact surface.

Increasing the Mach number only slightly to M = 2.01 results in very different findings. The measured
RSW velocity obtains 1333 m/s, which is close to the theoretical CJ detonation speed in the
countermoving H2-air mixture. (wave speed W in laboratory frame is DCJ minus particle velocity u
behind the incident shock: W = DCJ – u.). In addition, the RSW and the flame front remain coupled
until they come close to the contact surface. These are clear indications of a detonative combustion
returning from the conus.

The measured pressure profiles along the tube are compared in Figures E.1.2-2 and E.1.2-3 for two
other experiments with 15% H2 in air.
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Figure E.1.2-2 is the case with mild ignition. Curves 1, 2, and 3 represent pressures of the ISW, and
curves 4, 5, 6 those of the RSW. These reflected pressures are only slightly higher than those
measured for the inert case without hydrogen in the LPS [E.1], except that the maximum pressure in
the conus reaches almost 40 bars, compared with only 8 bars in the inert case. These values indicate
that a local explosion kernel was created in the focus but that it decayed to a slow deflagration outside
of the conus.

Figure E.1.2-3 shows the measured pressure profiles for the strong ignition case with DDT. The
pressure profiles of the incoming shock are similar to the pressure profiles shown in Figure E.1.2-2,
but the reflected pressure profiles closely resemble those of CJ detonations. Note that the initial
pressure in the LPS was only 0.45 bar, which indicates that the detonation decayed from an overdriven
state towards CJ conditions as it propagated away from the reflector. In addition, the higher RSW
velocity and the observed coupling between light and pressure supports the conclusion that DDT
occurred in this experiment.

Based on these three indicators -namely reflected wave speed, coupling between light and pressure
and magnitude and shape of pressure distribution- the experiments could be grouped clearly into cases
with and without DDT.

Figure E.1.2-4 shows a summary plot containing the test results with H2-air mixtures between 10%
and 30%H2. The dashed lines indicate the critical Mach numbers for the respective mixtures at which
the reflected wave velocity suddenly switches from typical inert values (lower line) to detonation-like
values (upper line). A very low Mach number was found for stoichiometric H2-air mixtures,
demonstrating that DDT can be easily achieved if such mixtures should be present in a multi-
dimensional enclosure and a pressure wave should be generated by a bursting pipe or vessel.

Corresponding experiments in a geometrically similar, but scaled-down laboratory shock tube showed
the same general trend for the transition from mild to strong ignition, however at consistantly higher
Mach numbers [E.2]. The linear scaling ratio between both facilities was 6.5.

Very good reproducibility of individual tests and consistency of the whole database in terms of
ignition modes was observed. The detailed processes in the focusing tests are highly mechanistic and
seem to be governed by the temperature-dependent reaction kinetics.

The shown data are useful for development of first numerical models because mainly flow dynamics
and reaction kinetics are involved, and not complex turbulent combustion.

E.1.3 Results of DDT in a Partially Obstructed Tube with Conus

One example for a DDT driven by flame-generated precursor waves is presented in Figure E.1.3-1,
which shows an enlarged part of the R-t diagram near the conus (9.75 to 12.00 m). The precursor wave
from the accelerating flame travels into the conical reflector at 750 m/s, causing a strong self-ignition
in the focus.

This ignition is detected simultanesouly by the photodiodes, the ionization gauges, and the pressure
transducers. The measured pressures initially exceed the theoretical CJ pressures indicating an
overdriven detonation. (pCJ/p0 ≈ 11.2 for 16.5% H2 in air.) The flame front and the RSW remain
coupled and travel with a measured velocity of 1360 m/s. Such a velocity is typical for a detonation in
the counterflowing gas, indicating that a DDT event has occurred.

All experiments performed in the partly obstructed geometry can be grouped into three regimes:
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- At low hydrogen concentrations (≤ 11%) the speed of the propagating flame in the obstructed
zone remains much slower than the speed of sound in the unburned gas. The flame emits a set
of acoustic waves, and the pressure increases practically uniformly in the tube according to the
fraction of gas burned at any given time.

- In the second regime, which occurs for hydrogen concentrations from about 12% to 18% (at p0

= 1 bar, T0 = 300 K) a coupled flame/shock complex is emitted from the obstacle section.
Because of the flame deceleration in the smooth unobstructed part of the tube, a shock wave
proceeds from the flame. The shock is faster than the flame. Depending on the Mach number,
the precursor wave can trigger a weak (deflagrative) or a strong (detonative) ignition when it is
reflected at the tube end.

- A third regime is observed when the hydrogen concentration exceeds 18%. In this case, the
flame and shock complex remain coupled after the complex leaves the obstructed region, at
least for the travel distance available in the present test set-up. Flame and shock have the same
velocity. The interaction of this complex with the tube end causes only a reflected wave back
into combustion products, and contrary to regime (2), no secondary ignition can occur.

DDT from fast flame precursor waves is only possible in the second regime where the shock velocity
exceeds the flame speed. The corresponding measured range of hydrogen concentrations (12% to
18%) is not universal; it will generally depend on the tube dimensions and details of the obstacle
section (length, blockage ratio). Experiments in a geometrically similar but scaled-down facility of the
Russian Academy of Sciences (linear scale 1:6) have identified the same three regimes but at
hydrogen concentrations that were several percent higher than in the FZK-tube tests [E.3].

The three described regimes lead to different load mechanisms and load magnitudes. In the first case
(vflame « c), the pressure increases nearly uniformly in the tube. The pressure increase at a given time is
proportional to the fraction of burned gas at that time. Shape and size of the reflector have no
influence on local pressure loads.

In the second regime (vflame < vshock), two effects lead to higher loads compared with the loads in the
first regime:

1. directed flow with particle velocities of the order of several 100 m/s, and

2. secondary ignition after reflection in the multi-dimensional target at the tube end.

For low shock velocities, which only trigger a deflagration, the additional loading from the secondary
ignition is not substantial. The pressure loads are comparable to those of an inert reflection. However,
in case of sufficiently high shock speed, the strong secondary ignition causes very high local pressures
because the chemical reaction proceeds from a pre-compressed state.

Compared with the loads in the second regime, the third regime (vflame = vshock) produces lower
pressures and impulses. The particle velocities of the directed flow increase, but this is more than
compensated by the fact that no secondary ignition can result from the reflection process.

In summary, the highest loads were observed inside the 3D reflector in the second regime under DDT
conditions. In this case, the flow was directed into the conus pre-compressed unreacted gas, which
then ignited rapidly. An overdriven detonation propagates away from the reflector into the rest of the
unburned gas.



E.5

E.1.4 Results of DDT in a Fully Obstructed Tube

An example of DDT in or near a turbulent flame front is presented in Figure E.1.4-1 for a flame
acceleration test with 16.5% H2 in air. The top figure shows that coupling between the visible light
front (flame brush), and the pressure front occurs between the 5.25 m and 6.25 m positions. The
pressure amplitudes and shapes change from deflagration to detonation-like in the same region
(bottom figure). The detonation-like pressure profile is stable for the rest of the combustion up to the
tube end.

The flame velocity measured in this test is depicted in the lower left corner of Figure E.1.4-2 The DDT
event seems to cause a locally overdriven detonation, which then relaxes to a stable quasi-detonation
with near-CJ velocity (1577 m/s for this mixture).

The other data shown indicate consistently that the transition process requires a flame velocity of
about 800 to 900 m/s, which is close to the isobaric speed of sound in the combustion products (sound
speed in Figure E.1.4-2).
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Figure E.1.1.-1 FZK experiments on three different DDT mechanisms using three experimental
configurations of the 12 m tube. Pressure transducers, photodiodes, film thermocouples, and
ionization gauges were used for instrumentation.
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Figure E.1.1.-2 Photographs of the conus used to produce local hot spots for self-ignition of the
test gas. The conus diameter, length, and opening angle are 35 cm, 21 cm and 70°, respectively.
Three pressure transducers are installed inside the conus.
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Figure E.1.2-1 Example of measured flame and shock trajectories for 15% hydrogen in air.
Upper case leads to weak ignition (decoupling of pressure and flame front); lower case has
strong ignition and leads to DDT (stable pressure/flame complex and detonation typical speed of
reflected shock wave).
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Figure E.1.2-2 Measured pressure profiles along the tube at given times. Initial conditions: 15%
hydrogen in air, pressure in LPS 0.7 bar, pressure in HPS 6.7 bar, Ma = 1.77. Measured velocity
of reflected shock wave 480 m/s.

Figure E.1.2-3 Measured pressure profiles along the tube at given times. Initial conditions: 15%
hydrogen, pressure in LPS 0.45 bar, pressure in HPS 7.0 bar, Ma = 2.03, velocity of reflected
shock wave 1399 m/s
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Figure E.1.3-1 Experiment with DDT in the conical reflector induced by focusing of the flame precursor wave
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Figure E.1.4-1 Pressure and light signals in an experiment with DDT in or near the turbulent
flame brush in the fully obstructed tube. Top: coupling of shock and flame front between the
5.25- and 6.25-m positions. Bottom: change from deflagration to detonation-like pressure
amplitudes and shapes.
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Figure E.1.4-2 Measured local flame speeds in DDT experiments with flames accelerating in a fully obstructed tube geometry. The transition process
requires a flame velocity that is close to the isobaric speed of sound in the burnt gas (860 - 1000 m/s).
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Acronym Definition

3D THREE DIMENSIONAL
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CSNI COMMITTEE ON THE SAFETY OF NUCLEAR INSTALLATIONS (NEA)
DDT DEFLAGRATION-TO-DETONATION TRANSITION
DPEA DÉPARTEMENT DE PRÉVENTION ET D’ÉTUDE DES ACCIDENTS

(FRANCE)
EBU EDDY BREAKUP (CONCEPT)
EDC EDDY DISSIPATION CONCEPT
EPR EUROPEAN PRESSURIZED REACTOR
FA FLAME ACCELERATION
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HPS HIGH-PRESSURE SECTION
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ISW INCIDENT SHOCK WAVE
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LBLOCA LARGE-BREAK LOSS-OF-COOLANT ACCIDENT
LOCA LOSS-OF-COOLANT ACCIDENT
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NEA NUCLEAR ENERGY AGENCY (OECD)
NPP NUCLEAR POWER PLANT
PWR PRESSURIZED-WATER REACTOR
RMS ROOT MEAN SQUARE
RPV REACTOR PRESSURE VESSEL
RSW REFLECTED SHOCK WAVE
RW REFLECTED WAVE
RWTH RHEINISCH WESTFÄLISCHE TECHNISCHE HOCHSCHULE AACHEN
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SBLOCA SMALL-BREAK LOSS-OF-COOLANT ACCIDENT
ZND ZELDOVIC-VON NEUMANN-DÖRING (correlation)
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