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GLOSSARY

Arithmetic mean.  See mean.

Bayesian inference.  Statistical inference involving the
use of Bayesian methods.  Bayesian inference uses
probability distributions to model uncertainty in un-
known quantities.  Thus, unknown parameters are
treated formally as random variables.  See also
frequentist inference and statistical inference.

Bias.  The difference between the expected value of an
estimator and the true quantity being estimated.  For
example, if Y is a function of the data that estimates a
parameter , the bias of Y is E(Y) � .

Bin.  A group of values of a continuous variable, used
to partition the data into subsets.  For example, event
dates can be grouped so that each year is one bin, and
all the events during a single year form a subset of the
data.

Burn-in failure.  Failures associated with the early
time-frame of a component’s life-cycle, during which
the failure rate often starts from a maximum value and
decreases rapidly.  The high failure rate early in the
component’s life-cycle can be caused by poor quality
control practices and a natural wear-in or debugging
period.

Cell.  When the data are expressed in a table of counts,
a cell is the smallest element of the table.  Each cell has
an observed count and, under some null hypothesis, an
expected count.  Each cell can be analyzed on its own,
and then compared to the other cells to see if the data
show trends, patterns, or other forms of nonhomogenei-
ty.  In a 1 × J table, as with events in time, each cell
corresponds to one subset of the data.  In a 2 × J table,
as with failures on demand, each data subset corre-
sponds to two cells, one cell for failures and one for
successes.

Central moment.  See moment.

Coefficient of variation.  See relative standard
deviation.

Common-cause failure.  A single event that causes

failure of two or more components at the same time
(also referred to as common-mode failure).

Confidence interval.  In the frequentist approach, a
100p% confidence interval has a probability p of
containing the true unknown parameter.  This is a
property of the procedure, not of any one particular
interval.  Any one interval either does or does not
contain the true parameter.  However, any random data
set leads to a confidence interval, and 100p% of these
contain the true parameter.  Compare with credible
interval.

Conjugate.  A family of prior distributions is conju-
gate, for data from a specified distribution, if a prior
distribution in the family results in the posterior distri-
bution also being in the family.  A prior distribution in
the conjugate family is called a conjugate prior.  For
Poisson data, the gamma distributions are conjugate.
For binomial data, the beta distributions are conjugate.

Credible interval.  In the Bayesian approach, a 100p%
credible interval contains 100p% of the Bayesian
probability distribution.  For example, if  has been
estimated by a posterior distribution, the 5th and 95th
percentiles of this distribution contain 90% of the
probability, so they form a (posterior) 90% credible
interval.  It is not required to have equal probability in
the two tails (5% in this example), although it is very
common.  For example, the interval bounded by 0 and
the 90th percentile would also be a 90% credible
interval, a one-sided interval.  Bayes credible intervals
have the same intuitive purpose as frequentist confi-
dence intervals, but their definitions and interpretations
are different.

Cumulative distribution function (c.d.f.).  This
function gives the probability that the random variable
does not exceed a given value x.  For a random variable
X, the c.d.f. F(x) = Pr(X � x).  If X is discrete, such as
a count of events, the c.d.f. is a step function, with a
jump at each possible value of X.  If X is continuous,
such as a duration time, the c.d.f. is continuous.  See
also probability density function.  Do not confuse the
statistics acronym c.d.f. with the PRA acronym CDF,
denoting core damage frequency!
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Density.  Se probability density function.

Duration.  The time until something of interest hap-
pens.  The thing of interest may be failure to run,
recovery from a failure, restoration of offsite power,
etc.

Error factor.  A representation of one of the parame-
ters of the lognormal distribution, defined as the 95th
percentile divided by the median.  The error factor is a
measure of the spread of the distribution, and is de-
noted by EF.

Estimate, estimator.  In the frequentist approach, an
estimator is a function of random data, and an esti-
mate is the particular value taken by the estimator for
a particular data set.  That is, the term estimator is
used for the random variable, and estimate is used for
a number.  The usual convention of using upper case
letters for random variables and lower case letters for
numbers is often ignored in this setting, so the context
must be used to show whether a random variable or a
number is being discussed.

Event rate.  See failure rate for repairable systems,
and replace the word “failure” by “event.”

Expected value.  If X is discrete with p.d.f. f, the
expected value of X, denoted E(X), is xif(xi).  If
instead X is continuously distributed with density f, the
expected value is �xf(x)dx.  The expected value of X is
also called the mean of X.  It is a measure of the center
of the distribution of X.

Exposure time.  The length of time during which the
events of interest can possibly occur.  The units must
be specified, such as reactor-critical-years, site-
calendar-hours, or system-operating-hours.  Also called
time at risk.

Failure on demand.  Failure when a standby system is
demanded, even though the system was apparently
ready to function just before the demand.  It is modeled
as a random event, having some probability, but unpre-
dictable on any one specific demand.  Compare stand-
by failure.

Failure rate.  For a repairable system, the failure rate,
, is such that t is approximately the expected

number of failures in a short time period from t to t +

t.  If simultaneous failures do not occur, t is also
approximately the probability that a failure will occur
in the period from t to t + t.  In this setting,  is also
called a failure frequency.  For a nonrepairable
system, t is approximately the probability that an
unfailed system at time t will fail in the time period
from t to t + t.  In this setting,  is also called the
hazard rate.

Fractile.  See quantile.

Frequency.  For a repairable system, frequency and
rate are two words with the same meaning, and are
used interchangeably.  If simultaneous events do not
occur, the frequency (t) satisfies (t) t � Pr(an event
occurs between t and t + t), for small t.

Frequentist inference.  Statistical inference that
interprets the probability of an event as the long term
relative frequency of occurrence of the event, in many
repetitions of an experiment when the event may or
may not occur.  Unknown parameters are regarded as
fixed numbers, not random.  See also Bayesian infer-
ence and statistical inference.

Geometric mean.  The geometric mean is an estimator
of the location or center of a distribution.  It is applica-
ble only for positive data.  The geometric mean,
say , for t1,t2, ..., tn, is defined as ~t

.[ ]~ exp ( / ) lnt n ti= 1 Σ

It is always less than or equal to the arithmetic mean.

Goodness of fit.  This term refers to a class of
nonparametric methods that are used to study whether
or not a given set of data follows a hypothesized
distribution.  Both hypothesis tests and graphical
methods are used to investigate goodness of fit.

Hazard rate.  For a nonrepairable system, hazard rate
and failure rate are two phrases with the same mean-
ing, used interchangeably.  The hazard rate h(t) satis-
fies h(t) t � Pr(t < T � t + t � T > t), where t is small
and T denotes the duration time of interest.  The hazard
rate is also called the hazard function.

Hypothesis.  A statement about the model that gener-
ated the data.  If the evidence against the null hypothe-



Date: 6/20/02 NUREG/CR-XXXG-3

sis, H0, is strong, H0 is rejected in favor of the alterna-
tive hypothesis, H1.  If the evidence against H0 is not
strong, H0 is “accepted”; that is, it is not necessarily
believed, but it is given the benefit of the doubt, it is
not rejected.  

Improper distribution.  A function that is treated as
a probability distribution function (p.d.f.), but which is
not a p.d.f. because it does not have a finite integral.
For example, a uniform distribution (constant p.d.f.) on
an infinite range is improper.  Improper distributions
are sometimes useful prior distributions, as long as the
resulting posterior distribution is a proper distribution.

Independent.  See statistically independent.

Inference.  See statistical inference.

Initiating event.  Any event, either internal or external
to the plant, that triggers a sequence of events that
challenge plant control and safety systems, whose
failure could potentially lead to core damage or large
early release.

Interval.  The notation (a, b) denotes the interval of all
points from a to b.  This is enough for all the applica-
tions in this handbook.  However, sometimes an
additional refinement is added, giving a degree of
mathematical correctness that most readers may ignore:
The standard notation in mathematics is that (a, b)
includes the points between a and b, but not the two
end points.  In set notation, it is {x | a < x < b}.  Square
brackets show that the end points are included.  Thus,
(a, b] includes b but not a, {x | a < x � b}.
 
Interval estimate.  One way of estimating a parameter
is to identify that it falls in some interval (L, U) with a
specified degree of certainty, or confidence.  The
interval (L, U) is referred to as an interval estimate of
the parameter.  L and U are calculated from the random
data.  The frequentist interval estimate is referred to as
a confidence interval but is not a probability statement
about the true parameter value.  Rather, the
interpretation of a 100(1 � )% confidence interval is
that, if the random data were drawn many times, 100(1
� )% of the resulting interval estimates would contain
the true value.  A Bayesian interval estimate is referred
to as a subjective probability interval, or credible
interval, and can be interpreted as a subjective
probability statement about the true parameter value

being contained in the interval.  Compare with point
estimate.  

Inverse c.d.f. algorithm.  An algorithm for generating
random numbers (presented in Sec. 6.3.2.5.4).

Likelihood.  For discrete data, the likelihood is the
probability of the observations.  For continuous data,
the likelihood is the joint density of the observations,
which is the product of the densities of the individual
observations if the observations are independent.
When some of the observations are discrete and come
are continuous, the likelihood is the product of the two
types.  The likelihood is typically treated as a function
of the parameters, with the data regarded as fixed.

Maximum likelihood estimator.  For data generated
from a distribution with one unknown parameter, say ,
the maximum likelihood estimate (MLE) of  is the
parameter value that maximizes the likelihood of the
data.  It is a function of the data, and is commonly

denoted .  The MLE is a popular frequentist estima-�θ
tor for two reasons.   (1) In commonly used models, the
MLE is an intuitively natural function of the data.  (2)
Under certain, commonly valid, conditions, as the
number of observations becomes large the MLE is
approximately unbiased with approximately the mini-
mum possible variance, and is approximately normally
distributed.

Mean.  The mean, µ, of a random variable X is the
weighted average of the outcomes, where the weights
are the probabilities of the outcomes.  More precisely,
the mean of X is the expected value E(X), xif(xi) if X
is discrete with p.d.f. f, and �xf(x)dx if X is continu-
ously distributed with density f.  See also expected
value.

Mean square error.  The expected squared difference
between an estimator and the true quantity being
estimated.  For example, if Y is a function of the data
that estimates a parameter , the mean squared error
(MSE) of Y is E[(Y � )2].  It can be shown that the
MSE(Y) = var(Y) + [bias(Y)]2.

Median.  For a random variable X with a continuous
distribution, the median is that value m for which Pr(X
< m) = 0.5, and thus also Pr(X > m) = 0.5.  For a
sample of data values, or for a discrete random variable
X taking a finite number of values with equal proba-
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bility, the median is the middle value in the ordered set
of values.  The median m is the 50th percentile, x0.50.
See percentile for the general definition.

Mode.  A mode of a distribution is a local maximum
value of the probability density or probability distribu-
tion function (p.d.f.).  A normal distribution has a
single mode, which measures the center of the distribu-
tion. 

Moment.  The kth moment about a of a random
variable X is the expected value of (X  � a)k.  If X is
discrete with p.d.f. f, this is (xi�a)kf(xi).  If X is contin-
uous with density f, the kth moment about a is
�(x�a)kf(x)dx.  The moments about 0 are sometimes
called simply “the” moments.  Moments about the
mean are called central moments.  The first moment
is the mean, often denoted µ.  The second central
moment is the variance.

Monte Carlo Sampling.  See Monte Carlo simula-
tion.

Monte Carlo simulation.  Generally referred to as
Monte Carlo Sampling by probabilistic risk assessment
(PRA) analysts, basic Monte Carlo simulation uses the
simple random sampling process to select values of the
random quantities.  In a PRA application, the random
quantities are the unknown parameters (such as initiat-
ing event frequencies and basic event probabilities),
having Bayesian distributions.

Nonparametric.  In parametric inference, the data are
assumed to come from a known distributional form,
with only the parameters unknown.  In nonparametric
inference, no distributional form is assumed.  Not only
are the values of the parameters unknown, but the form
of the distribution is unknown as well.  See paramet-
ric.

Nonrepairable  system.  A system that can only fail
once, after which data collection stops.  An example is
a standby safety system, if the failure to run cannot be
recovered during the mission of the system.  Data from
a nonrepairable system consist of data from identical
copies of the system.  For example, data from a safety
system may be collected, with each run starting with
the system nominally operable, and the system either
running to completion of the mission or failing before
that time.  The successive demands to run are regarded

as demands on identical copies of the system.  See
repairable system.

Null hypothesis.  See hypothesis.

Order statistics.  The random values arranged from
smallest to largest.  For example, suppose that three
times are observed, with t1 = 8.4,  t2 = 3.0, and  t3 = 5.1.
The order statistics are  t(1) = 3.0, t(2) = 5.1, and t(3) =
8.4.  Before the data are observed, one can consider the
order statistics as random variables, T(1), T(2), ..., T(n).

Outage, outage time.  An outage is an event when a
system is unavailable, out of service for some reason.
The outage time is the duration of the event.  Compare
with unavailability.

Parameter.  A parametric family of distributions is a
collection of distributions that is indexed by one or
more quantities called parameters.  For example,
suppose that f(t; ) = e! t, where t,  >0.  For each
value of , f(t; ) is a probability density function.  Here
 is the parameter that identifies the particular density

in the family of exponential density functions.  The
normal family has two parameters, the mean and the
variance.

Parametric.  Parametric statistical inference is con-
cerned with learning the values of unknown parameters
(and their associated properties) from sample data for
a given or assumed family of distributions.  See
nonparametric.

Percentile.  Consider a continuous distribution with
density (p.d.f.) f and cumulative distribution function
(c.d.f.) F.  The 100qth percentile is the value x such
that F(x) = q, or equivalently

.f u du q
x

( ) )
− ∞
∫ =

If the distribution is concentrated on the positive line,
the lower limit of integration may be replaced by 0.
The 100qth percentile is equal to the qth quantile.  For
example, the 95th percentile equals the 0.95 quantile.
If X has a discrete distribution, a percentile may not be
unique.  The 100qth percentile is defined in this case as
x such that Pr(X � x) � 100q% and Pr(X � x) �
100(1 � q)%. 

Similarly, for a finite sample, the 100qth percentile is
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defined as x such that at least 100q% of the values in
the sample are x or smaller, and at least 100(1 � q)%
are x or larger.  For example, if a sample is a set of
three numbers, {1.2, 2.5, 5.9}, the median (correspond-
ing to q = 0.5) is 2.5, because at least half of the
numbers are 2.5 or smaller and at least half are 2.5 or
larger.  If the sample has four numbers, {1.2, 2.5, 2.8,
5.9}, then any number from 2.5 to 2.8 can be consid-
ered a median.  In this case, the average, (2.5 + 2.8)/2,
is often chosen.

Point estimate. An estimate of a parameter in the
form of a single number is called a point estimate of the
parameter.  For example, the mean of a sample of
values of a random variable X  is a point estimate of the
mean of the distribution.  Compare with interval
estimate.

Poisson process.  A process in which events (such as
failures) occur in a way such that the number of events
X  in total time t is described by a Poisson distribution.
See Section 4.2.2 or Appendix A5 for more details.

Pool.  To combine data from distinct sources, ignoring
possible differences between the sources.  Data are
sometimes pooled from distinct time periods, compon-
ents, trains, and/or power plants.

Population.  In the PRA setting, population refers to
the random distribution that generates data.  Population
attributes, such as the population mean or population
median, are those attributes of the probability distribu-
tion.  Compare with sample.

Posterior credible interval.  See credible interval.

Posterior distribution.  A distribution that quantifies,
in a Bayesian way, the belief about a parameter after
data have been observed.  It reflects both the prior
belief and the observed data.

Power of a test.  The probability that the test will
reject H0 when H0 is false.  If many possible alterna-
tives to H0 are considered, the power depends on the
particular alternative.  See hypothesis.

Prior.  A colloquial abbreviation for prior distribu-
tion.

Prior distribution.  A distribution that quantifies, in a

Bayesian way, the belief about a parameter before any
data have been observed.

Probability model.  A term for the set of mathematical
relationships which are used to define both cumulative
distribution functions and either probability distribution
functions (discrete case) or probability density func-
tions (continuous case).

Probability distribution function (p.d.f.).  For a
discrete random variable X, the p.d.f. f(x) = Pr(X = x).

Probability density function (p.d.f.).  For a continu-
ous random variable, the probability density function f
satisfies

.Pr( ) ( )a X b f x dx
a

b

≤ ≤ = ∫

Properties of the density are

f(x) � 0 for all x

f x dx( )
− ∞

∞

∫ =1

f(x) x � Pr(x < X � x + x) for small x.
The p.d.f. is related to the c.d.f. by
f(x) = F�(x), the derivative, 
and

 .F x f u du
x

( ) ( )=
−∞∫

See cumulative distribution function.

p-value.  In the context of testing, the p-value is the
significance level at which the data just barely cause H0

to be rejected.  H0 is rejected when a test statistic is
extreme, and the p-value is the probability (under H0)
that the random test statistic would be at least as
extreme as actually observed.

Quantile.  Consider a continuous distribution with
density (p.d.f.) f and cumulative distribution function
(c.d.f.) F.  The qth quantile is the value x such that F(x)
= q, or equivalently:

f u du q
x

( )
−∞∫ =

If the distribution is concentrated on the positive line,
the lower limit of integration may be replaced by 0.
The qth quantile is equal to the (100q)th percentile.
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For example, the 0.95 quantile equals the 95th percen-
tile.  If X has a discrete distribution, a quantile may not
be unique.  Some authors use the term fractile instead
of quantile.  See percentile for a fuller explanation. 

Random sample.  x1, ..., xn are a random sample if they
are the observed values of X1, ..., Xn, where the Xis are
statistically independent of each other and all have the
same distribution.

Random variable.  A rule that assigns a number to
every outcome in a sample space.  For example, if a
pump was demanded to start n times, the sample space
consists of all the possible outcomes, with their proba-
bilities.  A random variable of interest might be the
number of failures to start.  If a stuck valve is repaired,
the sample space consists of all the possible outcomes
of the repair process, with their probabilities.  A
random variable of interest might be the time required
for repair, a number.

Range.  The difference between the largest and small-
est values of a sample is called the range of the sample.

Rate.  See frequency.

Reactor critical year.  8760 hours during which a
reactor is critical.

Rejection method algorithm.  An algorithm for
generating a random sample from a particular distribu-
tion.  Its general form is given in Sec. 6.2.2.6, and
applied in several places there and in Sec. 6.3.2.4.  

Relative standard deviation.  The standard deviation,
expressed as a fraction of the mean.  The relative
standard deviation of X is st.dev.(X)/E(X).  Some
authors call it the coefficient of variation, and express
it as a percent.

Relative variance.  The square of the relative stan-
dard deviation.  The relative variance of X is
var(X)/[E(X)]2.

Renewal process.  A process in which events (such as
failures or restorations) occur in a way such that the
times between events are independent and identically
distributed.  For example, if the process consists of
failures and nearly instantaneous repairs, each repair
restores the system to good-as-new condition.

Repairable system.  A system that can fail repeatedly.
Each failure is followed by repair, and the possibility of
another failure sooner or later.  An example is a power
plant, with initiating events counted as the “failures.”
After such an event, the plant is brought back up to its
operating condition, and more initiating events can
eventually occur.  See nonrepairable system.

Residual.  When a model is fitted to data, the residual
for a data point is the data value minus the fitted value
(the estimated mean).  The residuals together can be
used to quantify the overall scatter of the data around
the fitted model.  If the assumed model assigns differ-
ent variances to different data points, the standardized
residuals are sometimes constructed.  A standardized
residual is the ordinary residual divided by its estimated
standard deviation.

Return-to-service test.  A test performed at the end of
maintenance, which must be successful.  If the system
does not perform successfully on the test, the mainte-
nance is resumed and the test is not counted as a return-
to-service test.  A return-to-service test can demonstrate
that no latent failed conditions exist (see standby
failure), but it provides absolutely no information
about the probability of failure on a later demand (see
failure on demand).

Sample.  This term refers to data that are generated
randomly from some distribution.  Sample attributes,
such as the sample mean or sample median, are those
attributes calculated from the sample.  They may be
used as estimators of the corresponding population
attributes.  The sample may be thought of as random,
before the data are generated, or as fixed, after the data
are generated.  See also population, random sample,
sample mean, sample median, and sample variance.

Sample mean.  The arithmetic average of the numbers
in a random sample.  If the numbers are x1, ... , xn, the
sample mean is often denoted .  It is an estimate ofx
the population mean, that is, of the expected value
E(X).

Sample median.  Let x(1), ... x(n) be the order statistics
from a random sample.  The sample median is the
middle value.  If n is odd, the sample median is the
x(n+1)/2.  If n is even, the sample median is any number
between xn/2 and xn/2 + 1, although usually the average of
these two numbers is used.
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Sample variance.  Let x1, ... , xn be a random sample,
with sample mean .  The sample variance, oftenx
denoted s2, is

 .
1

1
2

1n
x xi

i

n

−
−

=
∑ ( )

It is an estimate of the population variance, var(X).

Significance level of a test.  The probability of making
a Type I error, that is, of rejecting H0 when H0 is true.
It is denoted by .  Compare with p-value.

Skewed distribution.  A distribution that is not
symmetrical.  A distribution that is restricted to the
range from 0 to � is typically skewed to the right, or
positively skewed.  Its mean is larger than its median,
and the 95th percentile is farther from the median than
the 5th percentile is.  The Poisson, gamma, and
lognormal distributions are a few examples of posi-
tively skewed distributions.

Standard deviation.  The standard deviation of a
distribution is the square root of the variance.  The
standard deviation and variance are two measures of
how much spread or dispersion there is in a distribu-
tion.

Standard error.  The estimated standard deviation of
the estimator of a parameter, in the frequentist ap-
proach.  For example, suppose that  is the parameter to

be estimated, and is the estimator.  The estimator�λ
depends on random data, and therefore is random, with

a standard deviation, s.d.( ).  The estimated value of�λ
this standard deviation is the standard error for .

Standardized residual.  See residual.

Standby failure.  For a standby system, failure to start
resulting from an existing, or latent, failed condition.
The system is in this failed condition for some time, but
the condition is not discovered until the demand.
Compare failure on demand.

Statistic.  A function of the data, such as the sample
mean or the Pearson chi-squared statistic.  Before the
data are observed, the statistic is a random variable
which can take many values, depending on the random
data.  The observed value of a statistic is a number.

Statistical inference.  The area of statistics concerned
with using sample data to answer questions and make
statements about the distribution of a random variable
from which the sample data were obtained. 

Statistically independent.    Two events are statisti-
cally independent if the probability of both occurring is
the product of their marginal (or individual) probabili-
ties:  Pr(E1�E2) = Pr(E1)×Pr(E2) .  Three or more events
are statistically independent if the probability of any set
of the events is equal to the product of the probabilities
of those events.  Two or more random variables are
statistically independent if their joint p.d.f. equals the
product of the marginal (or individual) p.d.f.s.   For
brevity, the word statistically is often dropped.

It can be shown that two random variables are statisti-
cally independent if and only if any event defined in
terms of one random variable is statistically independ-
ent of any event defined in terms of the other random
variable.  (A similar statement holds for more than two
random variables.)  For example, suppose that X and Y
are independent continuously distributed random
variables, with joint density
 .f x y f x f yX Y X Y, ( , ) ( ) ( )=
Let A be the event a � X � b, and let C be the event c �
Y � d.  Then
Pr(A�B) = Pr(a � X � b and c � Y � d)

= f x y dydxX Yc

d

a

b

, ( , )∫∫
by the definition of a joint density

= f x f y dydxX Yc

d

a

b
( ) ( )∫∫

because X and Y are independent

= f x dx f y dyX Yc

d

a

b
( ) ( )∫∫
evaluating the integral

= Pr(a � X � b)Pr(c � Y � d)

by def. of the marginal densities

= Pr(A)×Pr(B)

Statistically significant.  A departure from a null
hypothesis is called statistically significant if the
hypothesis is rejected with some small significance
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level, customarily set to 0.05.  See p-value and
significance level of the test.

Stochastic.  Referring to a random, rather than a
deterministic, process.  This is an elevated word for
random.

System.  In this handbook, system is the general word
used to denote a collection of hardware for which data
are collected.  The term can apply to a specific system
typically found in a nuclear power plant, such as the
AFW system, or to a train, or a component, or even a
small piece part, as long as data for the system are
reported.

Time at risk.  See exposure time.

Type I error.  A rejection of the null hypothesis when
it is true.

Type II error.  Acceptance of the null hypothesis

when it is false.

Unavailability.  For a standby system, the probability
that the system is unavailable, out of service, when
demanded.  This may be divided into different causes
— unavailability from planned maintenance and
unavailability from unplanned maintenance.  Unavail-
ability is distinct from failure to start of a nominally
available system.  Compare outage.

Uncertainty.  The imprecisions in the analyst’s knowl-
edge or available information about the input parame-
ters to PRA models, the PRA models themselves, and
the outputs from such models.

Variance.  The variance of a random variable X,
denoted by 2, is the second moment about the mean,
the average of the squared deviations from the mean,
E[(X�µ)2].  It measures the dispersion in the distribu-
tion.  Compare standard deviation.


