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EXECUTIVE SUMMARY 
This document presents the reference analyses of CANDU  6 and CANDU 9 as assessed in the 
Generic CANDU Probabilistic Safety Assessment (GPSA) program at Atomic Energy of Canada 
Ltd. (AECL).  The purpose of the program was to develop methodologies and obtain tools that 
cover full scope Level I and Level II Probabilistic Safety Assessment (PSA) including seismic, 
fire and flood events, to generate a reference analysis to be used as a framework for PSA of 
future AECL projects and lastly to gain insights into the design of the fully developed reactor 
products: CANDU 6 and CANDU 9.  
In nuclear reactor PSAs, risk is usually defined by the frequency and magnitude of radioactive 
releases to the environment.  A Level I PSA models accident sequences up to the point at which 
the reactor core either reaches a stable condition or becomes severely damaged, releasing large 
amounts of radionuclides into the containment.  The probabilistic aspects of the analysis focus on 
the performance and reliability of nuclear plant systems and station staff in response to plant 
upsets.  A Level II PSA examines severe reactor accidents through a combination of probabilistic 
and deterministic approaches, in order to determine the release of radionuclides from 
containment, including the physical processes that are involved in the loss of structural integrity 
of the reactor core. 
This report describes the analysis for both reference CANDU 6 and CANDU 9 designs for the 
following events: 

1. internal events; 
2. seismic events;  
3. fire events;  
4. flood events; 
5. internal events during shutdown; and 
6. Level II containment analysis for station blackout and large Loss of Coolant Accident 

(LOCA) events. 
The goals of the Generic CANDU PSA program described in this report were as follows: 

1. to apply procedures, requirements and PSA methodologies to reference CANDU 6 and 
CANDU 9 reactor designs; 

2. to focus the analysis on critical sequences of specific events, e.g., seismic and fire, which 
have been shown to be dominant from previous CANDU assessments for severe core 
damage frequency; and 

3. to perform Level II severe core damage consequence analyses for CANDU 6 plants, 
using Modular Accident Analysis Program CANDU (M4C) code for selected events, e.g., 
a station blackout and a large loss of coolant accident. 

For internal events, it has been shown that the dominant sequences are loss of end shield and loss 
of class IV electrical power.   

                                                 
CANDU  is a registered trademark of Atomic Energy of Canada Limited (AECL). 
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For seismic events, the contribution of failure modes is greatly affected by the hazard curve, 
which determines whether or not the random failure of components or the seismic capacity of 
equipment is a significant contributor.  Because of the large uncertainties in seismic hazard input, 
a PSA-based seismic margin assessment may be considered as an alternate method. 
For fire events, the design features, with (1) the augmented capability of a gravity feed from the 
deaerator storage tank to the steam generators, and (2) the use of fire retardant cables are 
important for reducing the fire-induced severe core damage frequency. 
For flood events, with features such as condenser cooling water pump trips upon a high pit water 
level, the contribution to severe core damage frequency of flooding events is negligible. 
For shutdown events, CANDU 6 and CANDU 9 results showed that the loss of service water 
events while drained to the headers were the dominant contributors to severe core damage 
frequency. 
The CANDU 9 containment ventilation isolation system incorporated common cause failure 
analysis, and resulted in an unavailability of less than 1×10-5.  The CANDU 9 group of design 
basis accidents will not include the failure to isolate the containment ventilation system 
following a LOCA.  Therefore, the normal exclusion area boundary for CANDU nuclear power 
plants of 914 meter can be reduced to 500 meters. 
Preliminary results of the M4C analysis of the CANDU 6 design shows that the system response 
for station blackout and large LOCA is consistent with the physical phenomena modelled and the 
failure criteria used.  The results show long failure times for calandria vessel and containment 
failure, which give the operator sufficient time to arrest the accident progression by 
administering accident management measures. 
This report is one of two documents that present an in-depth summary of the methods, 
assumptions, results and insights of the Generic CANDU Probabilistic Safety Assessment  
program at Atomic Energy of Canada Ltd.  These reports may be used as reference documents 
for CANDU PSA practitioners, so that they may compare the assumptions, methods and results 
of their respective PSAs with those that are used at AECL.  The GPSA offers an instrument to 
assess the safety adequacy of AECL’s new reactor designs as well as a basis for existing stations 
to conduct their PSAs. 
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ACRONYMS 
AC Alternating Current 
AECB Atomic Energy Control Board 
AECL Atomic Energy of Canada Limited 
AFW Auxiliary Feed Water 
ALWR Advanced Light Water Reactor 
ASDV Atmospheric Steam Discharge Valve 
ASQ Accident Sequence Quantification 
BFR Binomial Failure Rate 
BHEP Basic Human Error Probability 
BNSP Balance Nuclear Steam Plant 
BOP Balance of Plant 
BUE/F Electrical Bus (E or F) 
BWR Boiling Water Reactors 
CAFTA Computer Aided Fault Tree Analysis 
CANDU CANadian Deuterium Uranium 
CC Component Class 
CCDP Conditional Core Damage Probability 
CCF Common Cause Failure 
CCFP Conditional Containment Failure Probability 
CCW Condenser Circulating Water 
CDFM Conservative Deterministic Failure Margin 
CER Control Equipment Room 
CFF Containment Failure Frequency 
CFR Code of Federal Regulations (US) 
CIGAR Channel Inspection and Gauging Apparatus for Reactors 
CIS Containment Isolation System 
CN Component Number 
CNSC Canadian Nuclear Safety Commission 
COMPBRN IIIe Fire Computer Code 
CSA Canadian Standards Association 
CSDV Condenser Steam Discharge Valves 
CT Calandria Tube 
CV Calandria Vessel 
CVIS Containment Ventilation Isolation System 
DBE Design Basis Earthquake 
DC Direct Current 
DCC Dual Control Computers 
DCS Distributed Control System 
DD Design Description 
DG Diesel Generator 
DHC Delayed Hydride Cracking 
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ECC Emergency Core Cooling 
ECCS Emergency Core Cooling System 
EMFS Early Manual Fire Suppression 
EMI Electromagnetic Interference  
EPRI Electrical Power Research Institute 
EPS Emergency Power Supply 
EQESRA Earthquake Computer Code 
ESD Event Sequence Diagram 
ET Event Tree 
ETA Event Tree Analysis 
EWS Emergency Water Supply System 
F/M Fuelling Machine 
FD Fire Detection 
FM Failure Mode 
FMEA Failure Mode and Effects Analysis 
FPSA Final Probabilistic Safety Assessment 
FRS Floor Response Spectrum 
FS Factors of Safety 
FT Fault Tree 
G1FW Group One Feedwater 
G1SW Group One Service Water 
G2 Gentilly 2 NGS 
G2FW Group Two Feedwater 
G2SW Group Two Service Water 
GCV Governor Control Valve 
GPSA Generic Probabilistic Safety Assessment 
GRS Ground Response Spectrum 
GSI General Subject Index 
GSS Guaranteed Shutdown State 
HCLPF High Confidence of Low Probability of Failure 
HEP Human Error Probability 
HPECC High Pressure Emergency Core Cooling 
HPI ECCS High Pressure Injection 
HRA Human Reliability Assessment 
HS Hand Switch 
HT Heat Transport 
HTS Heat Transport System 
HVAC Heating Ventilation and Air Conditioning 
HX Heat Exchanger 
I&C Instrumentation and Control 
I/A Instrument Air 
IAEA International Atomic Energy Agency 
IE Initiating Event 
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IEEE Institute of Electrical and Electronic Engineers 
IBIF Intermittent Buoyancy Induced Flow 
INTEC Electrical Connections Wiring Computer Code 
IPEEE Individual Plant Examination for External Events 
LAC Local Air Cooler 
LCV Level Control Valve 
LED Light Emitting Diode 
LERF Large Early Release Frequency 
LMFS Late Manual Fire System 
LOCA Loss of Coolant Accident 
LOR Loss of Regulation 
LPECC Low-Pressure ECC 
LPI ECCS Low Pressure Injection 
LPMU Low-Pressure Make-Up 
LRV Liquid Relief Valve 
LWR Light Water Reactor 
M4C MAAP4-CANDU 
MAAP Modular Accident Analysis Program 
MAFS Manual Actuation of Fire Spray System 
MB Maintenance Building 
MCCI Molten Core Concrete Interaction 
MCR Main Control Room 
MFG Multiple Failure Group 
MFW Main Feed Water 
MGL Multiple Greek Letter 
MOV Motor Operated Valve 
MPECC Medium-Pressure ECC 
MPI ECCS Medium Pressure Injection 
MSIV Main Steam Isolation Valve 
MSLB Main Steam Line Break 
MSSV Main Steam Safety Valve 
MTTR Mean Time To Repair 
MV Motorized Valve 
NB New Brunswick 
NDF Not Developed Further 
NGS Nuclear Generating Station 
NIM Nuclear Instrumentation Module 
NPP Nuclear Power Plant 
NSP Nuclear Steam Plant 
NSQ Non-Seismically Qualified 
NSSS Nuclear Steam Supply System 
NU Natural Uranium 
OI Optical Isolator 
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OPG Ontario Power Generation 
P&IC Pressure and Inventory Control 
PAM Post Accident Monitoring 
PC Personal Computer 
PDS Plant Damage State 
PGA Peak Ground Acceleration 
PHWR Pressurized Heavy Water Reactor 
PL Panel 
PLGS Point Lepreau Nuclear Generating Station 
PPSA Preliminary Probabilistic Safety Assessment 
PRA Probability Risk Assessment 
PRESCON2 Containment Pressure Computer Code 
PRV Pressurizer Relief Valve 
PSA Probabilistic Safety Assessment 
PSBV Pressurizer Steam Bleed Valve 
PT Pressure Tube 
PV Pneumatic Valve 
PWR Pressurized Water Reactor 
RAB Reactor Auxiliary Building 
RB Reactor Building 
RBVS Reactor Building Ventilation System 
RCP Reactor Coolant Pump (LWR) 
RCW Recirculating Cooling Water 
RFI/EMI Radio Frequency Interference / Electro-Magnetic Interference 
RFIRTD Radio Frequency Interference Resistance Temperature Device 
RIH Reactor Inlet Header 
RLE Review Level Earthquake 
ROH Reactor Outlet Header 
RRS Required Response Spectrum 
RRS Reactor Regulating System 
RS Reactor Shutdown 
RSW Raw Service Water 
RTD Resistance Temperature Device 
RV Reactor Vault 
RV Relief Valve 
RWS Reserve Water System 
RWT Reserve Water Tank 
SAIC Science Applications International Corporation 
SB Service Building 
SBO Station Blackout 
SCA Secondary Control Area 
SCD Severe Core Damage 
SCDF Severe Core Damage Frequency 
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SCL1 Loss of Group 1 Class I Power 
SCL3 Loss of Class III Power 
SDC Shutdown Cooling  
SDCS Shutdown Cooling System 
SDM Safety Design Matrix 
SDS1/2 Shutdown System One / Two 
SFB Spent Fuel Bay 
SG Steam Generators 
SGPC Steam Generator Pressure Control 
SL Small LOCA 
SMA Seismic Margin Assessment  
SNL Sandia national Laboratories 
SRD Safety and Reliability Directorate (UKAEA) 
SRP Systematic Review of Plant 
SRPD Systematic Review of Plant Design 
SRSS Square Root of Sum Squares 
SRV Safety Relief Valve 
SRWFW Loss of Service Water and Feedwater 
SSM Safety System Monitor 
SST System Service Transformer 
SV Solenoid Valve 
SW Service Water 
TB Turbine Building 
TC Test Computer 
TCV Temperature Control Valve 
TMI Three Mile Island  
TRS Test Response Spectrum 
TSV Turbine Stop Valve 
UKAEA United Kingdom Atomic Energy Authority 
UPM Unified Partial Method 
UPS Uninterruptible Power Supply 
US NRC United States Nuclear Regulatory Commission 
UST Unit Service Transformer 
VDU Video Display Unit 
VIS Ventilation Isolation System 
ZI Position Indicator 
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1. INTRODUCTION 

The Generic CANDU  Probabilistic Safety Assessment (GPSA) Program was undertaken by 
Atomic Energy of Canada Ltd (AECL) in 1998 to provide the bases for Level 1 and 2 
Probabilistic Safety Assessment (PSA) studies of future AECL projects. There were four main 
objectives:  

1. to develop a methodology that would cover the full scope of Level 1 and 2 PSA, 

2. to acquire the tools and develop models for application of the methodology,  

3. to generate a reference analysis that could be used as a framework by future AECL projects, 
and  

4. to gain important insights into the design of the fully developed AECL’s reactor products, 
CANDU 6 and CANDU 9. 

In nuclear reactor PSAs, risk is usually defined by the frequency and magnitude of radioactive 
releases to the environment.  A Level I PSA models accident sequences up to the point at which 
the reactor core either reaches a stable condition or becomes severely damaged, releasing large 
amounts of radionuclides into the containment.  The frequency of this latter condition is of 
primary interest, because it provides a measure of the design robustness of the normal and 
emergency core cooling systems.  The probabilistic aspects of the analysis focuses on the 
performance and reliability of nuclear plant systems and station staff in response to plant upsets.   

A Level II PSA examines severe reactor accidents through a combination of probabilistic and 
deterministic approaches, in order to determine the release of radionuclides from containment, 
including the physical processes that are involved in the loss of structural integrity of the reactor 
core.  The probabilistic part of the analysis focuses on the performance reliability of nuclear 
plant containment systems.  This information is synthesized with Level I PSA, in order to derive 
the release frequencies of different release categories from the plant containment system.  The 
deterministic part of the analysis focuses on the physical processes that occur as the plant status 
progresses through the various stages of a severe accident. This enables the estimation of the 
types and quantities of radionuclides that could be released in the unlikely event of containment 
failure. 

For CANDU, the general approach at AECL has been to use the Level I PSA to derive the 
frequencies of sequences that lead to severe core damage - a state in which there is a widespread 
loss of core structural integrity subsequent to coolant voiding both within and outside the reactor 
fuel channels.  The first step in establishing these frequencies is to determine credible initiating 
events that require automatic or manual reactor shutdown and decay heat removal for a defined 
mission period.  From this point, the PSA uses fault tree and event tree techniques to develop the 
plant response up to either the final steady state conditions, or the onset of severe core damage. 

The events considered in the Level I PSA can include both internal and external events. Internal 
events are primarily events that are caused by random failures of process equipment or system 
                                                 
CANDU  is a registered trademark of Atomic Energy of Canada Limited (AECL). 
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piping within the plant but this category also includes internal fires and internal floods that can 
occur inside the plant.  

External events are generally events that occur due to causes that are external to the plant (e.g., 
earthquake, tornado, external flood, etc.).  

Another area within the scope of the Level I PSA is the analysis of events that occur while the 
plant is already shut down.  During planned outages, various safety-related systems may be 
partly or fully unavailable due to maintenance.  As a result, any event that leads to a loss of the 
primary heat sink while the reactor is shut down may have a non-negligible risk of developing 
into a severe accident.  A shutdown state PSA systematically identifies the plant configurations 
that are possible, and quantifies the frequency of SCD for each configuration.   

One of AECL’s goals has been to develop expertise in all of the Level I and Level II PSA 
aspects described above.  The framework under which this has been achieved is the GPSA, as 
described in the following section. 

There are two reports that describe the GPSA program: 

1. this report, which discusses the reference analysis of the CANDU 6 and CANDU 9 systems 
for specific events, and 

2. a report, which presents the CANDU methodology for internal and external events, see 
Reference 1-1. 

This report is one of two documents that present an in-depth summary of the methods, results 
and insights of the Generic CANDU Probabilistic Safety Assessment program at AECL.  These 
reports are intended to be reference documents for CANDU PSA practitioners, so that they may 
compare the assumptions and methods of their respective PSAs with those that are used at 
AECL.  This comparison should be particularly applicable to CANDU utilities for which AECL 
was the Nuclear Steam Plant (NSP) design organization, since there are significant commonality 
of design between existing CANDU plants and the reference design on which the GPSA is 
based.   

1.1 Scope 

The GPSA was undertaken at AECL, in order to perform Level I and Level II PSA for internal 
events, shutdown events, internal fires, internal floods and seismic events.  These events were 
selected based on international standards, their prevalence in a number of international PSA 
studies, and because they are of generic interest for CANDU PSA.   The intent of the program 
has not been to perform detailed assessments for every IE, but rather to establish PSA 
methodologies that are consistent with the current international state-of-the-art, and to apply 
them to those areas that were deemed to be most critical in prior PSA analyses.  Therefore, the 
GPSA methodologies are based on a number of source PSA documents, using relevant past 
AECL PSA work, and adding new analyses either for events that were not previously considered, 
or for prior work that was no longer considered to be relevant.   



CONTROLLED 91-03660-AR-002   Page 1-3 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

The focus of the GPSA has been to examine areas requiring extension of the analysis scope or 
upgrading of the analysis methods used in previous AECL’s PSA studies.  With this focused 
approach, the GPSA has necessarily been developed on “base” versions of AECL’s two main 
reactor products: the CANDU 6 and CANDU 9 designs.  The CANDU 6 system is AECL’s 
design for a single-unit containment pressurized heavy water reactor (PHWR), with a nominal 
output of about 700 MWe.  Currently, eleven CANDU 6 units are in operation or are under 
construction around the world.  The CANDU 9 system is a larger PHWR design (940 MWe 
nominal output), and contains a number of advanced features that enhance plant operability and 
safety.   

For the above reasons, the GPSA should only be considered as a guide to AECL’s CANDU 
Level I and Level II PSA, and that the risk estimates that are derived in this document are 
representative only of the generic designs considered in the analysis.  Plant- or location-specific 
features can affect the relative importance of various accident sequences, and can significantly 
impact severe core damage frequencies (SCDFs).   

The analyses have been conducted over a number of years for both CANDU 6 and CANDU 9 
reactors.  Some of the earlier work was used as the basis for the GPSA.  The earliest work was 
CANDU 6 internal events whereas the most recent was CANDU 6 and CANDU 9 fire, flood and 
seismic events.  For this reason, there may be some differences in assumptions and methods of 
various assessments. These assessments, therefore, should not be read in strict comparison with 
one another since there may be differences. For example, the operating years used in calculation 
of initiating event frequencies for CANDU 6 versus CANDU 9 is different because the 
assessments were conducted at different times.  

For the purpose of this study, the reference CANDU 6 has been assumed to be the basic design 
common to most operating CANDU 6 plants, with a number of design assumptions as listed in 
Section 2.4.  

1.2 Report Structure 

This report is divided into 12 sections.  Sections 2 and 3 provide an overview of the main 
features of the CANDU 6 and CANDU 9 designs, respectively, which are used in these analyses.  
The analyses, results and insights for the CANDU 6 design are discussed in Sections 4, 5, 6, 7 
and 8 for internal, seismic, fire, flood and shutdown events analyses, respectively.  The CANDU 
9 internal, seismic and shutdown events analyses are described in Sections 9, 10 and 11, 
respectively.  Section 12 presents the CANDU 6 containment analysis.   

Where appropriate, individual sections contain a summary at the end of the section, prior to the 
references, tables and figures.   

1.3 References 

[1-1] AECL, 2002, Generic CANDU Probabilistic Safety Assessment – Methodology, AECL 
Report 91-03660-AR-001. 
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2. DESCRIPTION OF CANDU 6 DESIGN 

2.1 Introduction 

The CANDU reactor is a nuclear power plant (NPP) of the pressure tube type, which utilizes 
heavy water as a coolant and as a moderator.  In common with other thermal power plants, 
nuclear fuel produces heat, which is subsequently converted into electrical energy.  With the 
CANDU design, the fission reaction in the natural uranium (NU) fuel produces heat that is 
removed by a flow of pressurized heavy water coolant.  This heat is transferred to ordinary water 
in steam generators (SGs) to produce steam, which drives a turbine and an electrical generator.  
Most of the electricity produced is supplied through a distribution grid to end consumers, while a 
small fraction is used to drive equipment in the plant.  The CANDU 6 reactor has a nominal 
electrical output of 700 MWe.   

Some of the design features and characteristics of the CANDU reactor include 

• a reactor core that comprises several hundred small diameter fuel channels, rather than one 
huge pressure vessel; 

• heavy water (D2O), which is used as the moderator and the coolant;  

• separate low-pressure moderator and high-pressure fuel cooling systems;  

• on-power refuelling;  

• reactivity devices that are located in the cool low-pressure moderator, and are not subjected 
to high temperatures or pressures;  

• NU fuel, or other low fissile content fuel;  

• reduced consequences due to accidental reactivity fluctuations—excess reactivity available 
from the fuel is small, and the relatively long lifetime of prompt neutrons in the reactor 
precludes rapid changes in power levels; and  

• two fully capable safety shutdown systems that are independent from each other and from the 
reactor regulating system (RRS). 

All CANDU power plants follow the same fundamental principles, although there may be 
significant design differences (i.e single versus multi-unit plants).  The reference CANDU 6 
design used for the purpose of the GPSA is a typical CANDU 6 design implemented according 
to current regulatory requirements, codes and standards.   

The CANDU  fuel cycle and the CANDU 6 station flow diagram are presented in Figures 2-1 
and 2-2, respectively. 
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2.2 Major Systems 

2.2.1 Nuclear Steam Supply System 

A CANDU nuclear steam supply system's (NSSS) power production process starts like that of 
any other NSSS, i.e., with controlled fission in the reactor core.  However, unlike other reactors, 
the CANDU reactor is fuelled with NU fuel that is distributed among several hundred fuel 
channels.  Each six-meter-long fuel channel contains 12 fuel bundles.  The fuel channels are 
housed in a horizontal cylindrical tank (called a calandria) that contains a cool heavy water 
(D2O) moderator at low pressure.  Fuelling machines connect to each fuel channel, as necessary, 
to provide on-power refuelling; this eliminates the need for refuelling outages.  The on-power 
refuelling system can also be used to remove a defective fuel bundle, in the unlikely event that a 
fuel defect develops.  CANDU reactors have systems to identify and locate defective fuel.   

Pressurized heavy water (D2O) coolant is circulated through the fuel channels and SGs in a 
closed circuit.  The fission heat produced in the fuel is transferred to the heavy water coolant 
flowing through the fuel channels.  The coolant carries the heat to SGs, where it is transferred to 
light water to produce steam.  The steam is used to drive the turbine generator to produce 
electricity.   

The NSSS is shown in Figure 2-3.   

2.2.1.1 Reactor 

The reactor comprises a stainless steel horizontal cylinder (called the calandria), which is closed 
at each end, by end shields.  The end shields support the horizontal fuel channels that span the 
calandria, and provide personnel shielding.  The calandria is housed in and supported by a 
light-water filled, steel-lined concrete structure (the reactor vault), which provides thermal 
shielding.  The calandria contains a heavy water (D2O) moderator at low temperature and 
pressure, reactivity control mechanisms, and several hundred fuel channels.   

2.2.1.2 Fuel Handling System 

The fuel handling system refuels the reactor with new fuel bundles without interrupting normal 
reactor operation; it is designed to operate at all reactor power levels.  The system also provides 
for the secure handling and temporary storage of new and irradiated fuel.   

2.2.1.3 Heat Transport System 

The heat transport system (HTS) circulates pressurized heavy water coolant (D2O) through the 
reactor fuel channels to remove heat produced by fission in the uranium fuel.  The heat is carried 
by the reactor coolant to the SGs, where it is transferred to light water, in order to produce steam.  
The coolant leaving the SGs is returned to the inlet of the fuel channels.   
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2.2.1.4 Moderator System 

Neutrons produced by nuclear fission are moderated (slowed) by the D2O in the calandria.  The 
moderator D2O is circulated through systems that cool and purify it, and that control the 
concentrations of soluble neutron absorbers used for adjusting the reactivity.   

2.2.1.5 Reactor Regulating System  

This system controls the reactor power to within specific limits, and ensures that station load 
demands are met.  The system also monitors and controls power distribution within the reactor 
core to optimize fuel bundle and fuel channel power within their design specifications.   

2.2.2 Balance of Plant 

2.2.2.1 Feedwater and Steam Generator System 

The steam generators transfer heat from the heavy water reactor coolant to light water (H2O) to 
form steam, which drives the turbine generator.  The low-pressure steam exhausted by the 
low-pressure turbine is condensed in the condensers by a flow of condenser cooling water.  The 
feedwater system processes condensed steam from the condensers, and returns the steam to the 
SGs via pumps and a series of heaters.   

2.2.2.2 Turbine Generator System 

The turbine generator system comprises steam turbines that are directly coupled to an alternating 
current electrical generator operating at synchronous speed.   

The steam turbine system is a tandem compound unit, generally consisting of a double flow, 
high-pressure turbine and three double flow, low-pressure turbines, which exhaust to a high 
vacuum condenser for maximum thermal efficiency.  The condenser may be cooled by sea, lake 
or river water, or by atmospheric cooling towers.   

The electrical generator is a high efficiency hydrogen-cooled machine that is arranged to supply 
alternating current at medium voltage to the electric power system.   

2.2.2.3 Electric Power System 

The electric power system comprises a main power output transformer, unit and service 
transformers, and a switchyard.  This system steps up (increases) the generator output voltage to 
match the electric utility's grid requirements for transmission to the load centres, and also 
supplies the power needed to operate all of the station services.   

The main switchyard portion of the electric power system permits the switching of outputs 
between transmission lines, and comprises automatic switching mechanisms, and lightning and 
grounding protection to shield the equipment against electrical surges and faults.   
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2.2.3 Safety Systems 

Four special safety systems (shutdown system number 1 (SDS1), shutdown system number 2 
(SDS2), the emergency core cooling system (ECCS) and the containment system) are provided 
to minimize and mitigate the impact of any postulated failure in the principal nuclear steam plant 
systems.  Safety support systems provide services as required (electric power, control power, 
cooling water and compressed air) to the special safety systems.   

2.3 Major Systems Descriptions 

2.3.1 Reactor Assembly  

The CANDU reactor assembly includes several hundred channels that are contained in and 
supported by a horizontal cylindrical tank known as the calandria.  The calandria is closed and 
supported by end shields at each end.  Each end shield comprises an inner and outer tubesheet 
joined by lattice tubes at each fuel channel location, and a peripheral shell.  The inner space of 
the end shields is filled with steel balls and water, and is water-cooled.  The fuel channels, which 
are supported by the end shields, are located on a square lattice pitch.  The calandria is filled with 
a heavy water moderator at low temperature and pressure.  The calandria is located in a 
light-water-filled shield tank.  In the case of the CANDU 6 design, the shield tank is a steel lined, 
water-filled concrete vault.   

The calandria assembly schematic is presented in Figure 2-4.   

Horizontal and vertical reactivity measurements and control devices are located between rows 
and columns of fuel channels, and are perpendicular to the fuel channels.   

Each fuel channel supports 12 fuel bundles in the reactor core.  The fuel channel assembly 
includes a zirconium-niobium alloy pressure tube, a Zircaloy-2 calandria tube, stainless steel end 
fittings at each end, and four spacers that maintain the separation of the pressure tube and the 
calandria tube.  Each pressure tube is thermally insulated from the cool, low-pressure moderator 
by the CO2-filled gas annulus formed between the pressure tube and the concentric calandria 
tube.   

Each end fitting incorporates a feeder connection, through which heavy water coolant enters and 
leaves the fuel channel.  Pressurized heavy water coolant flows around and through the fuel 
bundles in the fuel channel, and removes the heat generated in the fuel by nuclear fission.  
Coolant flow through adjacent channels in the reactor is in the opposite direction.   

During on-power refuelling, the fuelling machines gain access to the fuel channel by removing 
the closure plug and the shield plug from both end fittings of the channel to be refuelled.   

2.3.2 Fuel 

The CANDU 6 fuel bundle consists of 37 fuel elements that are arranged in circular rings, as 
shown in Figure 2-5.  Each element consists of natural uranium in the form of cylindrical pellets 
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of sintered uranium dioxide contained within a Zircaloy-4 sheath, which is closed at each end by 
an end cap.  The 37 elements are held together by end plates at each end to form the fuel bundle.  
The required separation of the fuel elements is maintained by spacers that are brazed to the fuel 
elements at the transverse mid-plane.  The outer fuel elements have bearing pads that are brazed 
to the surface of the elements that form the outer circumference of the fuel bundle, in order to 
support the bundle in the pressure tubes.   

The CANDU 6 fuel bundle is presented in Figure 2-5. 

2.3.3 Fuel Handling System 

The fuel handling system 

• provides facilities for the storage and handling of new fuel; 

• refuels the reactor remotely, while it is operating at any level of power; and 

• transfers the irradiated fuel remotely from the reactor to the storage bay.   

2.3.4 Moderator System  

About four per cent of reactor thermal power is distributed in the moderator.  The largest portion 
of this heat comes from gamma radiation; additional heat is generated by the moderation (i.e., the 
slowing down) of the fast neutrons produced by fission in the fuel, and a small amount of heat is 
transferred to the moderator from the hot pressure tubes.   

The moderator system includes two 100 per cent capacity pumps, two 50 per cent flow capacity 
heat exchangers cooled by recirculated cooling water, and a number of control and check valves.  
Connections are provided for the purification, liquid poison addition, cover gas D2 control, heavy 
water (D2O) collection, supply, and sampling systems.   

The moderator pump motors are connected to the medium voltage Class III power supply.  In 
addition, each pump has a pony motor, which is capable of driving the pump at 25 per cent 
speed, and which is connected to the Class II power supply.  In the event of a loss of Class IV 
power, the power to the main motors is lost and they are not sequenced to re-start automatically.  
The pony motors will be started on Class II. The cooling water supply to the heat exchangers is 
re-established after three minutes at a reduced flow rate, following a total failure of Class IV 
power.  The rate of heat removal is sufficient to limit the increase of moderator temperature in 
the calandria to an acceptable value during a failure of Class IV power, and the subsequent 
reactor shutdown.   

The heavy water in the calandria functions as a heat sink in the unlikely event of a 
loss-of-coolant accident (LOCA) in the HTS that coincides with a failure of emergency core 
cooling (ECC).   

The moderator system is shown in Figure 2-6.   
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The series/parallel arrangement of the system lines and valves permits the output from either 
moderator pump to be cooled by both of the heat exchangers, and ensures an acceptable level of 
moderator cooling, when either of the two pumps is isolated for maintenance.  Reactor power 
must be reduced to about 60 per cent if one moderator heat exchanger is isolated.   

The primary functions of the moderator system are to: 

• provide moderator cooling, 

• control the level of heavy water in the calandria, and 

• maintain the calandria inlet temperature within specific limits.   

2.3.5 Heat Transport System 

The HTS circulates pressurized D2O coolant through the fuel channels to remove the heat 
produced by fission in the nuclear fuel.  The coolant transports the heat to steam generators, 
where it is transferred to light water to produce steam, in order to drive the turbine.  Two parallel 
HTS coolant loops are provided in the CANDU 6 system.  The heat from half of the several 
hundred fuel channels in the reactor core (380 in the CANDU 6 reactor) is removed by each 
loop.  The CANDU 6 reactor has two inlet and two outlet headers per loop. D2O is fed to each of 
the fuel channels through individual feeder pipes from the inlet headers, and is returned from 
each channel through individual feeder pipes to the outlet headers.  Each HTS loop is arranged in 
a “figure of 8” configuration, with the coolant making two passes, in opposite directions, through 
the core during each complete circuit, and with the pumps in each loop operating in series.  The 
coolant flow in adjacent fuel channels is in the opposite direction.  The HTS piping is fabricated 
from corrosion-resistant carbon steel.   

The pressure in the HTS is controlled by a pressurizer, which is connected to the outlet headers 
at one end of the reactor.  Valves provide isolation between the two loops (CANDU 6) in the 
event of a LOCA.   

Figure 2-7 shows the HTS, which contain the following key features: 

• A typical SG consist of an inverted U-tube bundle within a cylindrical shell.  Heavy water 
coolant passes through the U-tubes.  The SGs include an integral preheater on the secondary 
side of the U-tube outlet section, and integral steam separating equipment in the steam drum 
above the U-tube bundle.  A section through a typical SG is presented in Figure 2-8.   

• The heat transport pumps are vertical, centrifugal motor driven pumps with a single suction 
and double discharge.   

• Cooling of the reactor fuel, in the event of an electrical power supply interruption, is 
maintained by the rotational momentum (flywheels) of the heat transport pumps during 
reactor power rundown, and by natural convection flow after the pumps have stopped.   

• No chemicals are added to the HTS for the purpose of reactivity control.   
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• Carbon steel piping, which is ductile, and is relatively easy to fabricate and to inspect, is used 
in the HTS.   

• Radiation exposure to personnel is low due to the low fuel defect rate, and is minimized by 
designing for maintenance, by applying stringent material specifications, by controlling the 
reactor coolant chemistry, and by providing radiation shielding.   

2.3.6 Pressure and Inventory Control System  

The heat transport pressure and inventory control system consists of a pressurizer, D2O feed 
pumps, feed and bleed valves, and a D2O storage tank.   

This system provides: 

• pressure and inventory control for each HTS loop;  

• overpressure protection; and  

• a controlled degassing flow.   

Heavy water in the pressurizer is heated electrically to pressurize the vapour space above the 
liquid.  The volume of the vapour space is designed to cushion pressure transients, without 
allowing excessively high or low pressures in the HTS.   

The pressurizer also accommodates the change in volume of the reactor coolant in the HTS, from 
zero power to full power.  This feature permits the reactor power to be increased or decreased 
rapidly, without imposing a severe demand on the D2O feed and bleed components of the 
system.   

When the reactor is at power, the pressure is controlled by the pressurizer; heat is added to the 
pressurizer via the electric heaters to increase the pressure, and heat is removed from the 
pressurizer via D2O steam bleed, in order to reduce pressure.  The coolant inventory is adjusted 
by the feed and bleed circuit.  Pressure can also be controlled by the feed and bleed circuit, 
whenever the pressurizer is isolated at low reactor power, and when the reactor is shut down.  
This feed and bleed circuit is designed to accommodate the changes in coolant volume that take 
place during heat-up and cool-down.   

The pressure and inventory control system is presented in Figure 2-9.   

2.3.7 Shutdown Cooling System  

The shutdown cooling system (SDCS) is capable of 

• cooling the HTS from 177°C down to 54°C, and holding the system at that temperature 
indefinitely, 

• providing core cooling during maintenance work on the steam generators and heat transport 
pumps, when the HTS is drained down to the level of the headers, and 

• being put into operation after shutdown with the HTS at full temperature and pressure.   
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The SDCS consists of two independent circuits, one located at each end of the reactor.  Each 
circuit consists of a pump and a heat exchanger that are connected between the inlet and outlet 
headers of the HTS loops.  The system is normally full of D2O, and is isolated from the HTS by 
power-operated valves.   

The shutdown cooling pumps are sized so that no boiling can occur in any of the fuel channels at 
decay power level.  For normal cool-down, steam from the steam generators bypasses the turbine 
and flows into the turbine condenser to reduce the HTS temperature to 177°C in about 30 
minutes.   

For cool-down from 177°C to 77°C, the isolating valves at the reactor headers are opened, and 
all heat transport pumps are kept running.  The heat transport pumps force a portion of the total 
core flow through the shutdown cooling heat exchangers, where the flow is cooled by 
recirculated cooling water flowing around the heat exchanger coils.   

At 77°C, the heat transport pumps are shut down, and the SDCS pumps are started.  The system 
is then cooled to 54°C.  D2O can be drained down to a level that is just above the reactor headers, 
if required for the maintenance of the steam generators or pumps.   

The SDCS is presented in Figure 2-10.   

2.3.8 Reactor Regulating System  

The fundamental design requirement of the RRS is to control the reactor power at a specified 
level and, when required, to manoeuvre the reactor power level between set limits at specific 
rates.  The RRS combines the reactor's neutron flux and thermal power measurements, reactivity 
control devices, and a set of computer programs to perform three main functions:   

• monitor and control total reactor power to satisfy station load demands, 

• monitor and control the reactor flux shape, and 

• monitor important plant parameters and reduce reactor power at an appropriate rate, if any 
parameter is outside specified limits.   

2.3.8.1 Control 

Reactor Regulating System action is controlled by digital computer programs, which process the 
inputs from various sensing devices and activate the appropriate reactivity control devices.  All 
measurement and control devices are located perpendicular to and between rows or columns of 
fuel channels, in the low-pressure moderator.   

2.3.8.2 Computer Programs 

The principal computer programs employed provide the following functionality:   

• reactor power measurement and calibration,  
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• the demand power routine,  

• reactivity control and flux shaping,  

• the setback routine,  

• the stepback routine, and 

• the flux mapping routine. 

2.3.8.3 Instrumentation 

The principal instrumentation utilized for reactor regulation includes: 

• the ion chamber system,  

• the self-powered, in-core, flux detector system, and 

• thermal power instrumentation.   

The nuclear instrumentation systems are designed to measure reactor neutron flux over the full 
operating range of the reactor.  These measurements are required as inputs to the RRS and to the 
safety systems.  The instrumentation for the safety systems is independent of that utilized by the 
RRS.   

2.3.8.4 Reactivity Control Devices  

Short-term global and spatial reactivity control is provided by 

• light water zone control absorbers, 

• mechanical control absorbers, 

• adjusters, and 

• soluble poison addition to and removal from the moderator.   

The zone control system maintains a specified amount of reactivity in the reactor, this amount 
being determined by the specified reactor power setpoint.  If the zone control system is unable to 
do this, then the program in the RRS calls on other reactivity control devices.  Adjusters are 
removed from the core for positive reactivity shim.  Negative reactivity is provided by the 
mechanical control absorbers, or by the automatic addition of poison to the moderator.   

2.3.8.5 Stepback/Setback Routines 

In addition to controlling reactor power to a specified setpoint, the RRS also monitors a number 
of important plant parameters.  If any of these parameters is outside specified limits, then reactor 
power is reduced.  This power reduction may be fast (stepback) or slow (setback), depending on 
the possible consequences of the particular parameter excursion.  The power reduction/shutdown 
functions provided by the RRS are completely separate and independent of the two special safety 
shutdown systems.   
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2.3.8.6 Ion Chamber System  

Three ion chambers are employed in the RRS for measuring neutron flux in the range from 10-7 

to 15 per cent of full power.  Compensation is not required, since adequate discrimination against 
gamma rays is achieved by employing appropriate materials in the detector, and by gamma 
shielding in the construction of the ion chamber housings.  These ion chambers are located in 
housings at one side of the core.  In addition to one ion chamber for the RRS, each housing also 
contains an ion chamber and shutter for SDS1.  Each of the three channels consists of an ion 
chamber and amplifier unit.  The solid-state amplifiers upgrade the ion chamber outputs to 
suitable input signal levels for processing in the control computers.  Three similar ion chambers, 
mounted on the other side of the core, provide inputs to SDS2.   

2.3.8.7 Self-Powered In-Core Flux Detectors  

In the high power range (above 15 per cent power), self-powered in-core flux detectors provide 
the required spatial flux information that is not available from the ion chambers.   

Two types of in-core detectors are used in the reactor:  one type uses platinum as the sensitive 
emitter material, while the other uses vanadium.  The sheaths of both types are made of Inconel.  
The platinum detectors are fast acting and sensitive to both neutrons and gamma rays, and 
because of their prompt response to flux changes, they are used in the RRS and in the two 
shutdown systems.  The vanadium detectors are sensitive to neutrons, but because of a relatively 
slow response to flux changes, they are used only in the flux mapping system.   

The in-core flux detectors of the regulating system and of SDS1 are mounted vertically in the 
core, while those of SDS2 are mounted horizontally in the core.   

2.3.8.8 Light Water Zone Control Absorbers  

Light water (H2O) is a neutron absorber (poison) in the heavy water cooled and moderated 
CANDU reactor.  The liquid zone control system takes advantage of this fact to provide 
short-term global and spatial reactivity control in the CANDU reactor core.   

The liquid zone control system in the reactor consists of six tubular, vertical zone control units 
that span the core.  Each zone control unit contains either two or three zone control 
compartments, providing a total of 14 zone control compartments in the reactor.  The zone 
control units are located such that the 14 zone control compartments are distributed throughout 
the core, thereby dividing the core into 14 zones for the purposes of flux control.  Flux (power) 
in each zone is controlled by the addition or removal of light water to or from the liquid zone 
control compartment in that zone.  This is accomplished by controlling the level of light water in 
the liquid zone control compartment.   

2.3.8.9 Mechanical Control Absorbers  

Four mechanical control absorbers, mounted above the reactor, can be driven in or out of the 
core at variable speeds, or they can be dropped by gravity into the core, between columns of fuel 
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channels, by releasing a clutch.  These absorbers are normally parked out of the core; they are 
driven in to supplement the negative reactivity from the light water zone control absorbers, or 
they are dropped to effect a fast reduction in reactor power (stepback).  When inserted, the 
mechanical control absorbers also help to prevent the reactor from going critical when the 
shutoff rods of SDS1 are withdrawn, and they remain interlocked in this inserted position, until 
SDS1 is energized and available.   

2.3.8.10 Adjusters  

Adjusters are cylindrical neutron absorbing rods.  A CANDU reactor typically has 21 vertically 
mounted adjuster rods, which are normally fully inserted between columns of fuel channels for 
flux shaping purposes.   

The removal of adjusters from the core provides positive reactivity to compensate for xenon 
build-up following large power reductions, or in the event that the on-power refuelling system is 
unavailable.  The adjusters are capable of being driven in and out of the reactor core at variable 
speed to provide reactivity control.  The adjusters are normally driven in banks, the largest bank 
containing five rods.   

2.3.9 Feedwater and Main Steam System 

2.3.9.1 Feedwater System  

Feedwater from the regenerative feedwater heating system is supplied separately to each SG.  
The feedwater is pumped into the SGs by three 50 per cent capacity multi-stage feedwater 
pumps, with the flow rate to each SG being regulated by feedwater control valves.  A check 
valve in the feedwater line to each SG is provided to prevent backflow, in the unlikely event of 
feedwater pipe failure.  An auxiliary feedwater (AFW) pump is provided (some CANDU 6 
stations and CANDU 9 have 2 AFW pumps), and can supply four per cent of the full power 
feedwater requirements either during shutdown conditions, or if the main feedwater pumps 
become unavailable.   

The chemistry of the feedwater to the SGs is precisely controlled by demineralization, 
deaeration, oxygen scavenging, and pH control.  A blowdown system is provided for each SG, 
which allows impurities that are collected in the SGs to be removed, in order to prevent their 
accumulation and possible long-term corrosive effects.   

The feedwater system is presented in Figure 2-11.   

2.3.9.2 Steam Generators and Main Steam Systems  

Reactor coolant (heavy water) flows through small tubes (arranged in an inverted, vertical 
U-tube bundle) within each of the four steam generators, and transfers heat to the re-circulated 
water outside the tubes, thus producing steam.  Moisture is removed from the steam by 
steam-separating equipment located in the drum (upper section) of the SG.  The steam then flows 
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via four separate steam mains, through the reactor building wall to the turbine, where they 
connect to the turbine steam chest.   

The steam pressure is normally controlled by the turbine governor valves, which admit steam to 
the high-pressure stage of the turbine.  If the turbine is unavailable, then up to 70 per cent of full 
power steam flow can bypass the turbine and go directly to the condenser.  During this operation, 
pressure is controlled by the turbine bypass valves.  Auxiliary bypass valves are also provided to 
permit up to 10 per cent of full power steam flow (during low power operation).   

Steam pressure can be controlled by discharging steam directly to the atmosphere via four 
atmospheric steam discharge valves, which have a combined capacity of 10 per cent of the full 
power steam flow.  These valves are used primarily for control during the warm-up or cool-down 
of the HTS.   

Overpressure protection for the steam system is provided by four safety relief valves that are 
connected to each steam main.   

The steam system is presented in Figure 2-12. 

2.3.10 Turbine Generator System 

The system consists of a turbine generator unit and associated condensing and feedwater heating 
systems.   

Steam produced in the SGs enters the high-pressure turbine, and its water content increases as it 
expands through this high-pressure stage.  Upon leaving this stage, the steam passes through 
separators, where the water is removed; the steam then passes through reheaters, where it is 
heated by live steam taken directly from the steam mains.  The reheated steam then passes 
through the low-pressure turbines into the condenser, where it condenses to water.  The water is 
then returned to the SGs via the feedwater heating system.   

2.3.10.1 Steam Turbine  

The steam turbine system is a tandem compound unit, which is directly coupled to an electrical 
generator by a single shaft.  It comprises one double-flow, high-pressure cylinder followed by 
external moisture separators, live steam reheaters, and three double-flow, low-pressure cylinders.  
The turbine is designed to operate with saturated inlet steam.  The turbine system has main steam 
stop valves, governor valves, and reheat intercept and emergency stop valves.  All of these 
valves close automatically in the event of a turbine protection system trip.   

2.3.10.2 Generator  

The generator is a three-phase, four-pole machine.  The generator typically operates at 
1800 r.p.m. to serve 60 cycle electrical systems, and at 1500 r.p.m. to serve 50 cycle systems.  
The generator will vary according to a country’s local conditions and manufacturer. 
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The associated equipment consists of a solid-state automatic voltage regulator that controls a 
thyristor converter, which supplies the generator field via a field circuit breaker, generator slip 
rings and brush gear.   

The main power output from the generator to the step-up transformer is by means of a 
forced-air-cooled, isolated phase bus duct, with tap offs to the unit service transformer, excitation 
transformer, and potential transformer cubicle.   

Power is transmitted from the generator terminals to the main output transformer and the unit 
service transformer at the generator nominal operating voltage.   

2.3.11 Electric Power System  

2.3.11.1 Power Classification  

The station services power supplies are classified in the order of their levels of reliability 
requirement.  The reliability requirement of these power supplies is divided into four classes that 
range from uninterruptible power, to that which can be interrupted with limited and acceptable 
consequences.   

The CANDU 6 electrical power system is presented in Figure 2-13.   

2.3.11.1.1 Class IV Power Supply 

Power to auxiliaries and equipment that can tolerate long duration interruptions without 
endangering personnel or station equipment is obtained from the Class IV power supply.  This 
class of power supply comprises: 

• Two primary medium voltage buses, each connected to the secondary windings of the system 
service and unit service transformers in such a way that only one bus is supplied from each 
transformer. 

• Two medium voltage buses supplied from the secondary windings of two transformers on the 
primary medium voltage buses.  These buses supply the main heat transport pumps, feed 
water pumps, circulating water pumps, condensate extraction pumps and chillers.   

A complete loss of Class IV power will initiate a reactor shutdown.   

2.3.11.1.2 Class III Power Supply  

Alternating current (AC) supplies to auxiliaries that are necessary for the safe shutdown of the 
reactor and turbine are obtained from the Class III power supply, with a standby diesel generator 
back-up.  These auxiliaries can tolerate short interruptions in their power supplies.  This class of 
power supply comprises. 

• Two medium voltage buses that are supplied from the secondary windings of the two 
transformers on the Class IV primary medium voltage buses.  These buses supply power to 
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the pumps in the service water system, emergency core cooling system, the moderator 
circulation system, shutdown cooling system, HTS feed lines, the steam generator auxiliary 
feed line, and the air compressors and chillers.  Some systems may require Operator 
intervention to restart.   

• A number of low voltage buses. 

2.3.11.1.3 Class II Power Supply  

Uninterruptible AC supplies for essential auxiliaries are obtained from the Class II power supply, 
which comprises: 

• Two low voltage AC three-phase buses, which supply critical motor loads and emergency 
lighting.  These buses are each supplied through an inverter from a Class III bus via a 
rectifier in parallel with a battery. 

• Three low voltage AC single-phase buses, which supply AC instrument loads and the station 
computers.  These buses are fed through an inverter from Class I buses, which are fed from 
Class III buses via rectifiers in parallel with batteries.   

In the event of an inverter failure, power is supplied directly to the applicable low voltage bus 
and through a voltage regulator to the applicable instrument bus.  If a disruption or loss of 
Class III power occurs, then the battery in the applicable circuit will provide the necessary power 
without interruption.   

2.3.11.1.4 Class I Power Supply  

Uninterruptible direct current (DC) supplies for essential auxiliaries are obtained from the Class I 
power supply, which comprises: 

• Three independent DC instrument buses, each supplying power to the control logic circuits 
and to one channel of the triplicated reactor safety circuits.  These buses are each supplied 
from a Class III bus via a rectifier in parallel with a battery. 

• Three DC power buses, which provide power for DC motors, switchgear operation and for 
the Class II AC buses via inverters.  These DC buses are supplied from Class III buses via a 
rectifier in parallel with batteries.   

The station battery banks are all continuously charged by the Class III power supply.  In the 
event of a Class III power disruption, the battery banks will provide power to their connected 
buses.   

2.3.11.2 Standby Generators  

Standby power for the Class III loads is supplied by two (or more) diesel generator sets, housed 
in separate rooms with fire resistant walls.  Each diesel generator can supply the total safe 
shutdown load of the unit.  The Class III shutdown loads are duplicated, with one complete 
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system being fed from each diesel generator.  In the event of a failure of Class IV power, the two 
diesel generators will start automatically.   

The generators can be up to speed and ready to accept a load in less than two minutes.  The total 
interruption time is limited to three minutes.  Each generator automatically energizes half of the 
shutdown load through a load-sequencing scheme.  There is no automatic electrical tie between 
the two generators, nor is there a requirement for them to be synchronized.  In the event of one 
generator failing to start, the total load will be supplied from the other generator.   

2.3.11.3 Emergency Power Supply System  

The emergency power supply (EPS) system can provide shutdown electrical loads that are 
essential for operation of critical safety systems.  For a two units site, two EPS Diesel generators 
per unit are provided for this reference design. 

This system and its buildings are seismically qualified to be operational after an earthquake.  The 
system provides a backup for one group of safety systems (SDS2), emergency water supply 
(EWS), and secondary control area (SCA) if normal electric supplies become unavailable or if 
the main control room (MCR) becomes uninhabitable.  For a two units CANDU 6 plant, there 
are two options:  four diesel generator sets and two diesel generator sets with EPS inter-unit tie 
provided.   

The diesel generators sets are housed in separate fire resistant rooms; they are self-contained, and 
are completely independent of the station's normal services.  There is adequate redundancy 
provided in both the generating distribution equipment and the loads.   

2.3.12 Station Instrumentation and Control  

Digital computers are used for station control, alarm annunciation, graphic data display and data 
logging.  The system consists of two independent digital computers (DCCX and DCCY), each 
capable of station control.   

Both computers run continuously, with programs in both machines being switched on, but with 
only the controlling computer's outputs being connected to the station equipment.  In the event 
that the controlling computer fails, the control of the station is automatically transferred to the 
"hot standby” computer.   

2.3.13 Safety Systems 

2.3.13.1 Overall Requirements 

Like most metals, fuel sheaths weaken at very high temperatures.  Therefore, fuel sheath 
integrity is at risk if a component failure causes insufficient cooling of the fuel.  

If such a failure occurs, then the reactor process systems can often stop the failure’s course or 
moderate its effects.  Special safety systems back up the reactor process systems.  The safety 
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systems are independent of the process systems and of each other, both functionally and 
physically, and are not used in the day-to-day operation of the plant.  They can, if needed, shut 
down the reactor (shutdown systems), refill the reactor fuel channels with coolant and remove 
residual or "decay" heat from the fuel (ECCS), and prevent release to the environment of 
radioactivity that may escape from the reactor (containment systems).   

Supporting these special safety systems are systems that provide alternate sources of electrical 
power (emergency power supply system) and cooling water (emergency water supply system).   

A fundamental requirement of the CANDU safety design is to provide complete physical 
separation and functional independence of the special safety systems from the process system 
and from each other.   

2.3.13.2 Safety Grouping 

To provide defence against low probability incidents such as local fires or missiles (turbine 
blades, etc.), the station safety systems and safety support systems are separated into two groups 
that are functionally and physically independent of each other.  Each group is designed to 
perform the following functions: 

• shut down the reactor;  

• remove decay heat from the reactor; 

• limit release of radioactive materials; and 

• supply the necessary information for post-accident monitoring.   

The following systems provide these safety functions: 

• SDS1 in Group 1 and SDS2 in Group 2, which shut down the reactor. 

• The process systems, including normal electric power and service water systems in Group 1, 
and the EPS and EWS systems in Group 2, to remove decay heat. 

• The MCR or the SCA, which are used for post-accident monitoring. 

Additionally, in the CANDU 6 design, the ECCS is located in Group 1, while the containment 
system belongs to Group 2. 

 2.3.13.3 Shutdown Systems 

There are two “full capability” reactor shutdown systems, each capable of shutting down the 
reactor during any postulated accident condition.   

The two shutdown systems are functionally and physically independent of each other and of the 
reactor regulating system, in the following manner: 

• Functional independence is achieved by utilizing different shutdown principles; i.e., solid 
shutoff rods for SDS1, and direct liquid poison injection into the moderator for SDS2. 
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• Physical independence of the shutdown systems is achieved by positioning the shutoff units 
vertically through the top of the reactor, and by positioning the poison injection tubes 
horizontally through the sides of the reactor.   

2.3.13.3.1 Shutdown System Number 1  

Shutdown system number 1 is the primary method of quickly shutting down the reactor, when 
certain parameters enter an unacceptable range.  This shutdown system employs a logic system, 
which is independent of those utilized by SDS2 and the RRS, and which senses the requirement 
for a reactor trip.  The shutdown system then de-energizes the direct current clutches to release 
the absorber element portion of the shutoff units, allowing them to drop between the columns of 
fuel channels, into the moderator.  Each shutdown rod is equipped with a spring that provides an 
initial acceleration.   

The design philosophy is based on triplicating the measurement of each variable, and initiating a 
protection action when any two of the three trip channels is tripped by any variable or 
combination of variables.   

Typical variables (trip parameters) that can initiate a reactor trip through SDS1 are 

• high neutron power; 

• low gross coolant flow; 

• high heat transport pressure; 

• low heat transport pressure; 

• high rate log neutron power; 

• high building pressure; 

• low SG level; and 

• low pressurizer level.   

2.3.13.3.2 Shutdown System Number 2 

An alternate method of quickly shutting down the reactor is the rapid injection of poison 
(concentrated gadolinium nitrate solution) into the moderator through horizontal tubes that enter 
one side of the calandria, and that terminate as nozzles that span the calandria, between rows of 
fuel channels.  There are six SDS2 poison injection nozzles in a CANDU 6 reactor.  This 
shutdown system employs an independent logic system that senses the requirement for a reactor 
shutdown and opens fast-acting valves located in the line between a high-pressure helium tank 
and the poison tanks.  The released helium expels the poison from the tanks, through the 
injection nozzles into the moderator.   

Trip parameters that are similar to those used to activate SDS1 also initiate a trip condition on 
SDS2.  The instrumentation for these trips, however, is physically and electrically separated.   
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Shutdown system number 2 is presented in Figure 2-14. 

2.3.13.4 Emergency Core Cooling System 

2.3.13.4.1 System Operation 

The emergency core cooling system provides ordinary water to the HTS to compensate for the 
heavy water coolant that is lost in a postulated loss of coolant accident, and recirculates (and 
cools) the heavy water/light water mixture that collects in the reactor building floor to the reactor 
headers, in order to maintain fuel cooling in the long term.   

The CANDU 6 ECCS has three stages of operation:  high, medium and low pressure.  During a 
LOCA, ECCS operation is triggered when the HTS pressure drops a certain pressure and a loop 
isolation system (independent of ECCS logic) closes the applicable valves to isolate the two HTS 
loops.   

2.3.13.4.2 High Pressure Operation 

The initial LOCA signal isolates the two HTS loops (CANDU 6), opens the gas inlet, 
high-pressure injection (HPI) and applicable HTS H2O/D2O isolation valves simultaneously, and 
also initiates the rapid cooling of the SGs.  The latter is accomplished by opening the main steam 
safety valves on the SG secondary side, which discharge steam.  Emergency coolant (ordinary 
water) is forced from the ECCS water tanks into the ruptured HTS loop, when the pressure in 
that loop falls below the injection pressure.  The elapsed time to ECC injection can be about 10 
seconds for a maximum pipe-size break.  Coolant escaping from the ruptured circuit collects in 
the reactor building sump.  The minimum time to empty the water (maximum break) is 2.5 
minutes.  The entire high-pressure phase is initiated automatically.   

When the ECCS water tanks reach a predetermined low level, the HPI valves close 
automatically.   

2.3.13.4.3 Medium Pressure Operation 

The medium pressure stage consists of water supplied from the dousing tank, which is delivered 
to the HTS headers via the ECC pumps.  The valves connecting the dousing tank to the ECC 
pumps are opened on the LOCA signal, while the medium pressure injection (MPI) valves open 
on a delayed signal.   

There are two ECC pumps, each capable of providing 100 per cent of the water requirements at a 
pressure of 150 psia (1034 kPa).  The Class IV electrical supply to the ECCS pumps is backed up 
by Class III power and the EPS system.   
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2.3.13.4.4 Low Pressure Operation  

As the dousing tank nears depletion, the valves between the reactor building sump and the ECC 
pumps open (for recent CANDU 6 designs).  Water collected in the reactor basement is returned 
to the HTS via heat exchangers to provide long term fuel cooling.   

The heat exchanger maintains the temperature of the coolant flow at about 49°C.  The 
temperature of the water (D2O and H2O) from the sump would be about 66°C at the ECC pumps.   

For small breaks, decay heat is transferred to the SGs and is rejected via the main steam safety 
valves, which have a total steam flow capacity greater than that of the SGs.  For large breaks, the 
break itself acts as the heat sink, in combination with ECC injection.   

2.3.13.4.5 Backup Decay Heat Removal (Moderator Heat Sink)  

In the very unlikely event that the ECCS fails during or following a LOCA, decay heat is 
transferred from the fuel to the moderator by radiation and conduction.  The centre element of 
the CANDU fuel bundle is only 50 mm from the cool heavy water moderator; hence, decay heat 
removal from the fuel following shutdown is assured without melting the uranium dioxide, even 
if no coolant is present in the fuel channel.   

2.3.14 Containment 

Containment comprises a number of systems that operate to provide a sealed envelope around 
the reactor systems, if an accidental radioactivity release occurs from these systems.  The 
following structures and systems form the containment system for a typical CANDU 6 design:   

• a lined, post-tensioned concrete containment structure, 

• an automatic dousing system, 

• air coolers, 

• access airlocks, 

• an automatically initiated containment isolation system, and   

• hydrogen igniters  and/or recombination units (for recent CANDU 6 design)   

If a large break in the HTS occurs, then the building pressure will rise, and at a pressure of 
3.5 kPa (0.5 psig), containment closure will be initiated (if closure has not already been initiated 
by an activity release signal).  Other sensors associated with the reactor will have caused a 
reactor trip and ECCS operation.  The dousing system will start to operate automatically at a 
pressure of 14 kPa (2 psig), and will stop when the overpressure drops to 7 kPa (1 psig).  The 
operation can be continuous or cyclic, depending on the size of the break.   

Condensation on the building walls, as well as operation of the building air coolers subsequently 
reduces the pressure from an excess of 7 kPa (1 psig) to about atmospheric conditions.   
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For a small break in the HTS, the building coolers will condense the discharging HTS coolant, 
and will maintain the building pressure at the atmospheric level.   

Gamma activity, if sensed in the ventilation discharge ducts and/or vapour recovery system, will 
initiate signals that close the containment dampers and valves to prevent activity releases.   

A fission product release in a fuelling machine room, caused by damage to one or more fuel 
elements, would be sensed in the ventilation discharge ducts, and would initiate containment 
isolation.   

2.4 Design Assumptions for CANDU 6  

A number of design assumptions have been used for the CANDU 6 analysis: 

a)  redundancy of the EWS valves to SGs.   

b) gravity feed from the deaerator to the steam generators.   

c) monthly testing of the SDCS.   

d) two EPS diesel per unit.   

e) seismically qualified class I UPS for 1 hour 

f) seismically qualified auto depressurization.   

g) separate feedwater and recirculated water pump areas.   

h) automatic trip of RSW pumps when the RCW heat exchanger pump pit water level is high, 
and; 

i) automatic trip of condenser cooling water pumps on the condenser pit level high signal.   
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Figure 2-1  CANDU  Fuel Cycle 



CONTROLLED 91-03660-AR-002   Page 2-22 

 Rev.  0 

 

91-03660-AR-002 2002/06/28 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2-2  CANDU 6 Flow Diagram 
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Figure 2-3  Nuclear Steam Supply System 
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Figure 2-4  Calandria Assembly Schematic 
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Figure 2-5  CANDU 6 Fuel Bundle 
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Figure 2-6  Moderator System 
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Figure 2-7  Heat Transport System 
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Figure 2-8  Steam Generator
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Figure 2-9  Pressure and Inventory Control System 



CONTROLLED 91-03660-AR-002   Page 2-30 

 Rev.  0 

 

91-03660-AR-002 2002/06/28 

 
 
 
 
 
 
 
 
 
 

Figure 2-10  Shutdown Cooling System 
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Figure 2-11  Feedwater System 
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Figure 2-12  Steam System 
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Figure 2-13  CANDU 6 Single Line Diagram 
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Figure 2-14  Shutdown System No. 2 - Liquid Poison Injection System 
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3. DESCRIPTION OF CANDU 9 REACTOR 

3.1 Introduction 

The CANDU 9 reactor is an energy efficient heavy water moderated reactor that operates with 
NU fuel.  The CANDU 9 NPP design is similar to the CANDU 6 design, although it is based on 
the single unit adaptation of the 900 MWe class of reactors that are currently operating in 
Canada, integrated into four-unit configurations.   

The principal CANDU 9 reactor requirements include; 

• A CANDU plant with a gross electrical output of over 935 Mwe. 

• Specific design targets, which include a reduction in occupational doses to below 1 person Sv 
per year, and a 90 percent or greater lifetime capacity factor. 

• Human factors considerations in the design of systems, facilities, equipment and procedures.  
These design considerations are consistently applied plant-wide, wherever there is an 
interface between plant equipment and plant personnel. 

• Plant components shall be designed to operate for up to 60 years, with allowance for 
expeditious replacement.  Replacement work may be necessary to extend the operating life of 
pressure tubes (after more than 30 years of operation), and of replaceable equipment, such as 
steam generators (after more than 40 years). 

• The provision for optimized plant capability from a maintenance/in-service inspection 
viewpoint. 

• A total of 28 days over a two year period of station operation that are required for scheduled 
maintenance outages. 

• The accommodation of any major maintenance outages that may become necessary, 
including large component replacement, major systems modularization, or equipment 
refurbishing, and that may last up to 180 days every 10 years. 

3.2 Plant Buildings and Layout 

The conceptual plant arrangement, which includes the nuclear steam plant (NSP) and the balance 
of plant (BOP), is designed as a stand alone, self-sufficient single-unit plant that contains all the 
facilities that are required for day-to-day operation.  The basic building blocks consist of the 
reactor building (RB), the reactor auxiliary building (RAB), a maintenance building (MB), and 
the turbine building (TB) as shown in Figure 3-1. 

The RB comprises a cylindrical perimeter structure with a domed top, and internal structures all 
constructed on a common base slab.  The RB houses the major NSP systems and equipment.  
The major internal structures are constructed of reinforced concrete.  The layout of the internal 
concrete walls, floors, active equipment and components is arranged to minimize personnel 
exposure to radiation, while maximizing access for testing and maintenance of components, and 
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to minimize construction costs and optimize the schedule.  A sectional view of the Reactor 
building is illustrated in Figure 3-2.  The Reactor vessel is presented in Figure 3.3.   

The RAB is a four-storey structure that consists of a reinforced concrete substructure and a 
braced steel frame superstructure.  The RAB is seismically qualified to a design basis earthquake 
(DBE), and tornado protection is provided in accordance with the site requirements.  Internally, 
it is divided into Group 1 and Group 2 areas. 

The Group 1 area of the RAB accommodates umbilical systems that run between the principal 
structures, the MCR, the irradiated fuel storage bays and associated fuel handling facilities, the 
irradiated fuel bays cooling and purification system, and the Group 1 RCW system. 

The Group 2 areas of the building house two of the special safety systems, safety support 
systems, the SCA, the Group 2 feed water storage tank and pumps, the Group 2 electrical, 
control and monitoring systems, the Group 2 RSW valve stations, and the ECCS recovery 
pumps.  The SCA provides control and monitoring capability for all the systems that are required 
for the safe shutdown and monitoring of the plant and the maintenance of a long term heat sink, 
should the MCR become uninhabitable or non-functional. 

The TB is located on the ‘D’ side of the MB, with the turbine shaft alignment being 
perpendicular to the RB, thus assuring that any turbine-generated missiles will not impact on 
containment or on the areas of the RAB that contain the MCR and the SCA.  This configuration 
is also optimum with respect to ease of access to the MCR, and with respect to minimizing the 
cost of piping and cable tray runs. 

3.3 Description of CANDU 9 Systems 

3.3.1 Primary Circuit 

The coolant flow design in the CANDU 9 heat transport system (HTS) is the “figure-of-eight” 
configuration that is employed in all CANDU reactors, with the heat transport pumps being 
connected in series, and with the coolant making two core passes per cycle.  This equipment 
arrangement results in bi-directional coolant flow through the core.  The HTS is presented in 
Figure 3-4. 

Changes were made to the CANDU 9 HTS, relative to the reference configuration at Bruce B, by 
interlacing the feeders so that adjacent channels are alternately connected to inlet and outlet 
headers.  In this way, the fuel channels that are served by each inlet header (25% of the total) are 
uniformly distributed throughout the core.  This arrangement minimizes positive reactivity 
insertion that results from a large pipe break in the HTS. 

There is a larger pressurizer that is capable of accommodating the changes in the volume of the 
reactor coolant in the HTS that occur between full power and shutdown conditions at 100°C.  
This additional inventory allows the HTS to remain filled with water to enhance stable 
thermo-siphoning after events such as a loss of forced circulation, a loss of main heat sinks, or a 
spurious cool-down. 
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3.3.2 Reactor Core and Systems 

The design and the neutronic characteristics of the CANDU 9 reactor core closely follow that of 
operating CANDU reactors.  The core incorporates the standard CANDU geometrical 
arrangement of horizontal fuel channels in a square lattice. 

Standard CANDU fuel consists of 37 elements of uranium dioxide that are sheathed in Zircaloy 
and are held together as a bundle by end plates.  There are 12 fuel bundles in each fuel channel. 

The reactor fuel is changed on a routine basis (with the reactor operating at full load) using two 
fuelling machines, one located at each end of the reactor.  Each CANDU 9 fuelling machine is 
mounted on a fuelling machine carriage, which travels on a track that runs between the fuel ports 
at the containment-building wall and the fuelling machine vault. 

On-power fuel changing is normally performed under automatic remote control.  One fuelling 
machine clamps on to the new fuel port and accepts new fuel bundles.  The machine is then 
connected to a fuel channel for refuelling.  The other fuelling machine, having discharged all 
irradiated fuel bundles to an irradiated fuel bay via the irradiated fuel port, similarly moves to the 
opposite end of the fuel channel that is selected for refuelling. 

Space, handling and lifting facilities are provided in the irradiated fuel bay areas for the 
transferral of irradiated fuel to transport equipment for shipping to on-site dry fuel storage 
facilities. 

3.3.2.1 Primary Components Reactor Assembly 

The reactor vessel consists of a cylindrical calandria and end shield assembly, which is enclosed 
and supported by the cylindrical shield tank and its end walls.  The calandria shell is closed and 
supported by the end shields at each end, and is filled with heavy water moderator.  The shield 
tank is filled with light water and the spaces between the two tubesheets of both end shields are 
filled with steel balls and water.  This shielding allows personnel to gain access to the reactor 
face during reactor shutdown.  The effect of integrated flux, or fluence, on the calandria 
assembly for operation up to 60 years has been included in the reactor assembly design. 

3.3.2.2 Fuel Channels 

The horizontal fuel channel assemblies are of the same design as the CANDU 6 assemblies.  
Each pressure tube is thermally insulated from the low temperature, low pressure moderator by 
the carbon dioxide-filled gas annulus that is formed between the pressure tube and the calandria 
tube.  Provision is made to promptly detect leakage from the moderator or HTS into the annulus 
of any fuel channel, by continuously monitoring the moisture content of the gas in the annulus 
gas system. 

The pressure tubes are made of a cold-worked, zirconium-2.5% niobium alloy, which offers high 
strength, low neutron absorption and high corrosion resistance.  The pressure tubes, which are 
the only components in a CANDU reactor that are subjected to a combination of high radiation, 
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high stress and high temperature, have a minimum service life of 30 years, and are readily 
replaceable. 

3.3.2.3 Steam Generators 

The CANDU 9 steam generators (SGs), which are of the same design as those at the Darlington 
nuclear generating station (NGS), consist of an inverted vertical U-tube bundle in a cylindrical 
shell. 

3.3.2.4 Reactor Coolant Pumps 

The CANDU 9 heat transport pumps are of the same design as those at the Bruce B and 
Darlington NGSs.  A vertical completely enclosed air-water-cooled squirrel cage induction 
motor drives each pump.  The pump seals and bearings can be removed without removing the 
motor.  The pump shaft sealing arrangement consists of three mechanical seals and one back-up 
seal in series.  Each mechanical seal is designed to withstand the full differential pressure. 

3.3.3 Reactor Auxiliary Systems 

3.3.3.1 Moderator System 

The heavy water moderator in the calandria is used to thermalize fast neutrons produced by 
fission, and is circulated through the calandria and moderator heat exchangers to remove the heat 
generated in the moderator during reactor operation (see Figure 3-5). 

The moderator system is fully independent of the HTS.  The moderator system includes two 
pumps and four plate-type heat exchangers.  The heavy water in the calandria functions as a heat 
sink in the unlikely event of a LOCA that is coincident with failure of ECC.  The capability of 
this heat sink is assured by controlling the heavy water temperature in the calandria to within 
specified limits, and by providing the means for inventory make-up from the reserve water 
system (RWS). 

3.3.3.2 Shutdown Cooling System 

After shutdown and during maintenance, the SDCS removes decay heat and cools the HTS to a 
temperature that is suitable for the maintenance of the heat transport and auxiliary systems 
components.  For the CANDU 9 reactor, the design specifications for the system and 
components are enhanced, such that the system can be placed into service under zero power, full 
pressure and hot conditions (265 °C), in order to cool down the HTS.  It is therefore a backup to 
the SGs for emergencies.  This capability enhances the overall heat sink reliability for the 
CANDU 9 reactor. 

The SDCS in the CANDU 9 design is a Group 2 safety related process system.  The system is 
qualified to DBE Category B.  The SDCS removes heat from the reactor core and transfers the 
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heat to the Group 1 RCW system.  If the Group 1 RCW system is not available, then the Group 2 
RCW is used as the heat sink. 

The SDCS consists of two pumps; two heat exchangers, valves, and piping that are connected to 
the reactor inlet header (RIH) and the reactor outlet header (ROH).  The piping and equipment 
are arranged in two circuits.  Each circuit is capable of removing the design heat load from the 
HTS.  The pumps are powered by Group 2 Class III power and are cooled by Group 1 RCW, 
which is backed up by Group 2 RCW.  When Group 2 RCW is used to provide cooling, the 
SDCS can only be brought into service 10 hours after a shutdown in the normal mode, because 
the Group 2 RCW is not sized for heat removal during the early shutdown period.  Therefore, the 
SDCS can only operate in the normal mode, when Group 1 RCW is not available.  Furthermore, 
Group 2 RCW is only sized to provide cooling to either the SDCS or the ECCS, not both at the 
same time.  Therefore, the SDCS is not available if the ECCS is called upon first. 

3.3.3.3 Steam and Feed Water Systems 

Steam produced in the SGs is fed by separate steam mains to the turbine steam chest via the 
turbine stop valves. The steam pressure is normally controlled to a constant value by varying the 
reactor power to match the turbine/generator demand. 

The Group 1 feed water system comprises three 50 percent capacity main feed water pumps that 
operate on Class IV power, and whose suction is from the deaerator storage tank and a 
diesel-driven auxiliary feed water pump.  Feed water from the regenerative feed heating system 
is supplied to the SHs through two separate feed water mains. 

The Group 2 feed water system automatically provides emergency water to the SGs for decay 
heat removal for about 10 hours, thus providing back-up to the Group 1 feed water system.  The 
Group 2 feed water system is a new feature of the CANDU 9 design (see Figure 3-6).  This 
system provides an independent supply of high-pressure feed water to the SGs to remove decay 
and sensible heat, in order to cool down the reactor, following the loss of Group 1 feed water.  
The system is also fully automatic (i.e., no operator action is required) and DBE qualified. 

The Group 2 feed water system consists of a feed water tank, two 100% pumps, valves and 
piping to supply high-pressure water to the SGs.  The Group 2 feed water tank is sized to contain 
a water supply for 10 hours of system operation after shutdown.  The two-feed water pumps are 
powered by Group 2 Class III power. 

3.3.3.4 Reserve Water System 

The reserve water tank (RWT) provides an emergency water supply for ECC, a backup feed 
water supply, and also provides a make-up source for the shield tank, moderator and HTS 
systems (see Figure 3-7). 

The RWT is also connected to the normal end shield cooling circuit.  During normal reactor 
operation, the RWT acts as the head tank for the end shield cooling circulation pumps.  
However, in the event of process failures such as a loss of forced circulation in the end shield 
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cooling circuit, or a loss of cooling water to the end shield heat exchanger, the RWT, with its 
large water inventory, acts as a passive heat sink.  The layout of the equipment and the piping 
connection between the end shield of the reactor core and the RWT are designed to facilitate 
enhanced thermo-siphoning for heat removal from the end shield. 

The RWT can be connected to the SGs, if required, by opening the isolation valves between the 
RWT and the SGs.  The RWT holds 2500 m3 of water, and the entire inventory is available for 
long-term heat removal if a LOCA signal is not initiated and drainage via the shield cooling head 
tank is stopped.  This supply will last more than 4 days.  On the other hand, if a LOCA signal is 
initiated, then 1775 m3 of this water is directed to the reactor building sump to be made available 
for the ECC recovery phase, leaving 725 m3 of water available for long term heat removal.  The 
combined volume of the Group 2 feed water and the 725 m3 of water in the RWT after the 
LOCA signal will be enough to remove decay heat for about 2 days.   

The isolation valves between the RWT and the SGs are powered by Group 2 Class II power, 
which lasts for 24 hours if the Group 2 standby diesel generators fail to start.  In that case, the 
isolation valves will freeze in their current position before power is lost.  The controls of these 
valves are located on the Group 2 panel in the MCR and the SCA. 

3.3.4 Electrical Power System 

Power for the station service distribution system during normal conditions is supplied from the 
off-site network and/or the main generator.   

The electric power system comprises a main power output transformer, unit and service 
transformers, and a switchyard.  This system steps up (increases) the generator output voltage to 
match the electric utility's grid requirements for transmission to the load centres, and also 
supplies the power that is needed to operate all of the station services. 

The main switchyard portion of the electric power system permits the switching of outputs 
between transmission lines, and comprises automatic switching mechanisms, and lightning and 
grounding protection to shield the equipment against electrical surges and faults. 

The station services power supplies are classified in the order of their levels of reliability 
requirement.  The reliability requirement of these power supplies is divided into four classes that 
range from uninterruptible power, to power that can be interrupted with limited and acceptable 
consequences. 

The electrical power system in the CANDU 9 design is comprised of the Group 1 and Group 2 
electrical systems and their associated standby DGs.  Individually, each group is capable of 
providing electrical power and controls that enable the shutdown of the reactor, the cooling of 
the fuel, the maintaining of containment and the provision of long-term post accident 
management (PAM).  The power distribution system is comprised of four classes (Class IV, 
Class III, Class II and Class I) of power.  The Group 1 electrical system utilizes all four classes, 
and the Group 2 electrical system utilizes Class III, Class II and Class I power. 
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Following a DBE and the subsequent loss of Class IV power, the Group 2 Class III, Class II and 
Class I electrical distribution systems are capable of continuing to operate.  The Group 1 
Class III electrical distribution system and the Class I and II systems are also qualified to operate 
during and after a seismic event. 

3.3.4.1 Class IV Power Supply  

Power to auxiliaries and equipment that can tolerate long-duration interruptions without 
endangering personnel or station equipment is obtained from the Class IV power supply.  This 
class of power supply comprises alternating current power that is available from the grid or the 
turbine/generator system. 

A complete loss of Class IV power will initiate a reactor shutdown. 

3.3.4.2 Class III Power Supply  

AC supplies to auxiliaries that are necessary for the safe shutdown of the reactor and turbine are 
obtained from the Class III power supply, with two standby diesel generators providing backup 
(Group 1 stand-by generators).  These auxiliaries can tolerate short interruptions in their power 
supplies.   

3.3.4.3 Class II Power Supply  

AC power is available from Class I power via inverters and regulated Class III power.  Class II 
power is uninterruptible, except during transfers between Class I and Class III power, and during 
fault conditions.  If a disruption or loss of Class III power occurs, then the battery in the 
applicable circuit will provide the necessary power without interruption. 

3.3.4.4 Class I Power Supply  

The Class I power supply is uninterruptible DC power that supplies essential auxiliaries.   

The station battery banks are all continuously charged by the Class III power supply.  In the 
event of a Class III power disruption, the battery banks will provide power to their connected 
buses. 

3.3.4.5 Emergency Power Supply System  

The EPS system can provide all shutdown electrical loads that are essential for safety.  There are 
two stand-by emergency generators (Group 2 stand-by generators).   

This system and its buildings are seismically qualified to be operational after an earthquake.  The 
system provides a backup for one group of safety systems (SDS2, EWS, SCA) if normal electric 
supplies become unavailable, or if the MCR becomes uninhabitable.  The system comprises two 
diesel generating sets that are housed in separate fire resistant rooms; they are self-contained, and 
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are completely independent of the station's normal services.  There is adequate redundancy 
provided in both the generating distribution equipment and the loads. 

The CANDU 9 system has also added a 24-hour UPS (Class I and II) to the Group 2 system.  
This was added to ensure that one of the standby DGs and its corresponding bus had sufficient 
time for repair.  Another notable exception is that the CANDU 9 Group 2 DGs require water 
cooling.  The CANDU 9 Group 1 Class III DGs are cooled via the Group 1 RCW or the fire 
water system, and the Group 2 Class III DGs are cooled via the Group 2 RCW.   

3.3.5 Station Instrumentation and Control 

3.3.5.1 Control Room Design and Operational Interface 

The MCR contains the main operator console, the fuel handling console, the safety system 
console, a shift interrogation console, and the MCR panels. 

From the main operator console, the operator can exert supervisory and device control over the 
plant as it manoeuvres from zero power cold to full power.  An annunciation interrogation 
workstation is provided at the main operator console.  The consoles are arranged to give the 
operator an unobstructed view of alarm message video display units and the central overview 
display.  The main operator console has function-based keyboards that allow interactive control 
and that display commands. 

The human-system interface in the SCA is a duplication of the corresponding Group 2 control 
locations, layouts and capabilities that are present in the MCR, with the exception of safety 
system testing.  This duplication eases the operator’s task in relocating from one control area to 
the other.  The design basis requires that the operator leave for the SCA if the MCR becomes 
uninhabitable. 

3.3.5.2 Distributed Control System 

Most of the Group 1 control functions are implemented by the distributed control system (DCS).  
The DCS also provides some control-related data acquisition for the monitoring, alarm 
annunciation, display and data recording functions that are performed by the Plant Display 
System.  The DCS also receives and executes operator commands that are entered via the plant 
display system. 

The DCS is a modular digital control system, which uses a number of programmable digital 
controllers that are connected to data highways.  The data highway data transmission method 
provides very high data security.  The system includes comprehensive fault detection, 
redundancy and switchover features that provide a very high degree of immunity to random 
component failures. 

All control functions are implemented by programs that are run by small powerful processor 
modules, which are used in redundant pairs.  The processors are programmed using control 
function block diagrams. 
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The DCS is partitioned into five independent functional segments, one for each of the major 
groups of plant systems.  This functional partitioning provides a defence against common-mode 
faults.   

3.3.5.3 Plant Display System and Safety System Monitor 

The PDS provides the monitoring, supervisory control and data handling facilities for the normal 
power production systems, and also has the ability to monitor the Group 1 special safety systems 
and Group 2 systems.  Some control-related Group 1 information from the plant is fed to the 
PDS via the DCS.  This pathway is in addition to the other facilities that exist to receive 
information from other devices that are not involved in DCS operation.  This information 
provides a complete plant status database of the normal power production systems information 
that is accessible to the operator.  Operator setpoints and commands for the control functions are 
input to the DCS via the PDS. 

The two safety system monitors (SSMs) provide the monitoring, testing and data handling for the 
Group 1 special safety system and the Group 2 systems.  The information is fed to the SSMs 
from the channelized computers in the individual special safety systems. 

CANDU 9 post accident monitoring (PAM) is a conventional hardwired system of discrete 
panel-mounted devices that are located in both the MCR and the SCA.  All PAM information 
will be clearly and uniquely distinguishable from other systems. 

3.4 Safety Design of CANDU 9 Reactor 

3.4.1 Safety Requirements and Design Philosophy 

CANDU design practice places emphasis on both inherent and engineered safety features to 
ensure that the plant can be safely operated, and can respond to transients and accidents without 
causing undue risk to the plant personnel, the public and the environment. 

Furthermore, accidents must be shown to have acceptable consequences, not only when the 
safety systems work, but also if a safety system is unavailable or impaired.  This overall safety 
approach is achievable, because there are at least two independent ways of providing the safety 
functions of shutdown and decay heat removal. 

The concept of grouping and separating safety related systems has been an integral component of 
CANDU plant designs for many years.  For hazards such as earthquakes, fires, floods, missiles, 
etc., the plant is protected through the implementation of a two-group approach.  All plant 
systems are assigned to one of two Groups (Group 1 or Group 2).  The systems of each Group 
are capable of shutting down the reactor, maintaining cooling of the fuel and providing 
plant-monitoring capability, even if the entire other Group of systems is unavailable.  For the 
CANDU 9 design, this concept has been enhanced through additional redundancy and diversity 
in the provision of cooling water, power supplies, and plant monitoring devices to maintain the 
controlled shutdown and cool-down conditions.  In particular, a separate, seismically qualified 



CONTROLLED 91-03660-AR-002   Page 3-10 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

Group 2 cooling water system, Group 2 power distribution system and Group 2 feedwater system 
have been provided to assure heat removal after common mode events, including an earthquake. 

3.4.2 Safety Systems Features 

The primary engineered safety features include the special safety systems:  two shutdown 
systems (SDS1 and SDS2), the ECCS and the containment system.  These systems have the 
dedicated role of mitigating the effects of postulated accidents, and are designed to be 

• independent, 

• physically separated, 

• redundant, 

• testable during service, and 

• diverse in design and operation. 

3.4.2.1 Shutdown Systems 

The CANDU 9 reactor incorporates two diverse, passive shutdown systems that are independent 
of each other and the RRS. 

SDS1 consists of mechanical shutdown rods. 

SDS2 injects a concentrated solution of gadolinium nitrate into the low-pressure moderator, in 
order to quickly reduce the criticality of the core to a sub-critical level.   

3.4.2.2 Emergency Core Cooling System 

The ECCS supplies light water coolant to the reactor and maintains fuel cooling in the event of a 
LOCA (see Figure 3-8). 

The design of the ECCS has been simplified, by reducing the number of valves and by using 
passive one-way rupture disks to separate the HTS from the ECCS.  This separation optimizes 
the reliability of system operation in the event of a LOCA.  These changes also reduce the capital 
cost, as well as significantly reducing the operating and maintenance costs for testing, inspection, 
maintenance and repair over the lifetime of the NPP. 

The ECCS is designed to detect a LOCA, refill the fuel channels if voiding has occurred, and 
remove residual heat from the reactor fuel.  This is accomplished by means of an injection phase 
and a pumped recovery phase.  During the injection phase, water from water tanks is injected 
into the HTS by pressurized air.  During the injection phase, the ECC portion of the RWT 
contents drains to the reactor-building floor.  Once the injection phase is complete, the recovery 
phase begins, in which recovery pumps draw the light water/heavy water mixture from the floor 
sump, pass it through the ECC heat exchangers and return it to the HTS. 
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The ECCS is designed to withstand the effects of a DBE, although some portions of the system 
(not required for the injection or recovery phases) are not qualified.  The HTS is designed to 
withstand the effects of a DBE; therefore, the ECC is not required to withstand a LOCA, 
followed by a DBE.  However, the ECCS is designed to provide makeup for any pre-existing 
small HTS leaks after the DBE. 

3.4.2.3 Containment System 

The containment system is a special safety system that is designed to limit releases of radioactive 
material to the environment.  The containment system provides a barrier against the release of 
radioactive materials beyond normal operational levels, which could cause regulatory dose limits 
for the public to be exceeded.  The containment barrier is established using a combination of 
structures, isolation devices, and metallic extensions of the containment envelope. 

The CANDU 9 reactor building is a steel-lined, pre-stressed concrete structure that provides 
biological shielding and provides the containment boundary.   

The CANDU 9 containment system uses a ‘large dry’ cylindrical steel lined containment without 
a dousing system to achieve enhanced containment integrity with increased simplicity.  The 
design leak rate is 0.2% volume/day at design pressure.  Because of the lower design leak rate 
from containment, the exclusion area radius for the site of a CANDU 9 can be as small as 500 
meters, significantly reducing site area requirements for CANDU 9 plants.  This is an important 
advantage in the context of the site requirements and land availability. 

The free volume inside the containment is sufficiently large that a pressure suppression system is 
not required in the short term, to reduce the peak pressure after a LOCA to below the design 
pressure.  The reactor building air coolers provide the long-term containment atmospheric heat 
sink.  The judicious layout of equipment inside the containment system results in large, open 
volumes, with good potential for natural circulation and no hydrogen traps. 

The containment system automatically closes (i.e., buttons-up) all reactor-building penetrations 
that are open to the containment atmosphere, when an increase in containment pressure or 
radioactivity level is detected.  Automatic isolation of the ventilation lines that penetrate the 
containment structure has been enhanced, and is provided by two separate and independent 
systems for increased reliability.  The containment ventilation system provides enhanced 
atmospheric mixing, with higher flow rates within the reactor building following a postulated 
LOCA.  Passive catalytic recombiners are provided to control hydrogen concentration in the 
long-term period after a LOCA; igniters accomplish short-term control. 

The containment system is seismically qualified for a DBE.  All components that make up the 
containment boundary are designed to DBE Category A and B as applicable, in order that they 
maintain their structural integrity during a seismic event and not compromise containment 
integrity. 

The CANDU 9 containment structure is designed to withstand the maximum design accident 
pressure during a LOCA or a main steam line break (MSLB).  Afterwards, certain seismically 



CONTROLLED 91-03660-AR-002   Page 3-12 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

qualified local air coolers (LACs) will gradually mitigate the high pressure/temperature/humidity 
inside the RB and continue long term cooling.   

For hydrogen control, the CANDU 9 reactor has igniters and a passive hydrogen control system, 
which utilizes hydrogen recombiners to limit the concentration of hydrogen or deuterium within 
containment during accident conditions. 

3.4.3 Severe Accidents (Beyond-Design-Basis Accidents) 

Probabilistic analysis has been a hallmark of the CANDU safety philosophy since its inception; 
Canada remains one of the few countries whose regulations are based largely on probabilistic 
considerations. 

For a loss of coolant accompanied by total failure of ECCS flow, the pressure tube will overheat, 
then sag or strain into contact with its surrounding calandria tube.  Consequently, the fuel decay 
heat is transferred to the calandria tube through the pressure tube, and is removed by the 
moderator.  The surface finish of the calandria tube has been changed for the CANDU 9 reactor 
to enhance this heat transfer.  A roughened surface was produced by shot-peening on the outside 
to promote nucleate boiling, and a black oxide surface finish was added to the inside to increase 
radiative heat transfer from the overheated fuel and pressure tube.  Because of the cooling 
capability of the moderator, damaged fuel would remain within the pressure tubes, without 
allowing the UO2 to melt, so that the core geometry would be retained. 

If the moderator heat removal system were to subsequently fail, then the CANDU 9 shield tank 
surrounding the calandria vessel would provide an additional line of defence under severe 
accident situations.  This configuration will retain the debris inside the calandria, by keeping the 
outside of the calandria shell cool for a minimum period of 24 hours.  This period allows time for 
fission products to decay further, for decay heat to reduce, and for emergency planning.  The role 
of the shield tank/end shield cooling system in severe accidents has been strengthened in the 
CANDU 9 design, by adding the provision for passive heat rejection to the reserve water tank. 
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Table 3-1 
Mitigating Systems Major Components 

System Major Components Duty 
(each) 

Inside 
RB 

Cooling Water Supply 
Systems 

Power Supply 

SDC 2 SDC pumps 
2 heat exchangers 

100% 
100% 

Yes 
Yes 

Gp 1 RCW/Gp 2 RCW 
Gp 1 RCW/Gp 2 RCW 

Gp 2 Cl III 
N/A 

ECC 4 heat exchangers 
4 recovery pumps 
6 gas isolation valves 
4 sump isolation valves  
2 low pressure isolation 
valves 
2 testing/bypass valves 

50% 
50% 
100% 
50% 
100% 
 
100% 

Yes 
No 
No 
No 
Yes 
 
No 

Gp 1 RCW/Gp 2 RCW 
Gp 1 RCW/Gp 2 RCW 
N/A 
N/A 
N/A 
 
N/A 

N/A 
Gp 1 Cl III/Gp2 Cl III 
Gp 2 Cl II 
Gp 2 Cl III 
Gp 2 Cl III 
 
Gp 2 Cl III 

Moderator 4 heat exchangers 
2 pumps 
head tank 

25% 
50% 
N/A 

Yes 
Yes 
Yes 

Gp 1 RCW 
Gp 1 RCW 
RWS 

N/A 
Gp 1 Cl III 
N/A 

RWS 2 recovery pumps 
2 sets of two SG makeup 
valves in parallel 
2 shield cooling valves 
2 sets of ECC dump 
valves in parallel 
2 sets of moderator 
valves in parallel 

100% 
100% 
 
100% 
100% 
 
100% 

Yes 
Yes 
 
Yes 
Yes 
 
Yes 

Gp 1 RCW 
N/A 
 
N/A 
N/A 
 
N/A 

Gp 1 Cl III 
Gp 2 Cl II 
 
Pneumatic (FO) 
Gp 2 Cl II 
 
Gp 1 Cl III 

Gp 1 
Feedwater 

3 main pumps 
1 aux. pump 
2 main FW valves (per 
SG) 
aux. FW valve (1 per SG) 

50% 
100% 
100% 
 
100% 

No 
No 
No 
 
No 

Gp 1 RCW/Condensate 
N/A 
 
 
N/A 

Class IV 
Diesel motor 
Pneumatic (FC) 
 
Pneumatic (FO) 

Gp 2 
Feedwater 

2 pumps 
2 valves (per SG) 

100% 
100% 

No 
No 

Gp 2 RCW 
N/A 

Gp 2 Cl III 
Gp 2 Cl III 

Gp 1DGs 2 DGs 100% No Gp 1 RCW/Fire water  
Gp 2 DGs 2 DGs 100% No Gp 1 RCW/Gp 2 RCW  
Gp1 RCW 3 pumps 

11 heat exchangers 
50% 
11% 

No 
No 

 
Gp 1 RSW 

Gp 1 Cl III 

Gp 2 
RCW 

2 pumps 
2 heat exchangers 

100% 
100% 

No 
No 

 
Gp 2 RSW 

Gp 2 Class III 

Gp 1 RSW 4 pumps 50% No  Gp 1 Cl III 
Gp 2 RSW 2 pumps 100% No  Gp 2 Cl III 
Gp 2 Fire 
Water 

2 pumps 100% No  Gp 2 Cl III 
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System Major Components Duty 
(each) 

Inside 
RB 

Cooling Water Supply 
Systems 

Power Supply 

LACs 4 vault/SG (A side) 
4 vault/SG (C side) 
4 dome 

33% 
33% 
25% 

Yes 
Yes 
Yes 

Gp 1 RCW/Gp 2 RCW 
Gp 1 RCW/Gp 2 RCW 
Gp 1 RCW/Gp 2 RCW 

Gp 1 Cl III/Gp2 Cl III 
Gp 1 Cl III/Gp2 Cl III 
Gp 1 Cl III/Gp2 Cl III 
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Figure 3-1  Typical Two-Unit CANDU 9 Station Layout 
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Figure 3-2  Reactor Building Sectional View 
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Figure 3-3  CANDU 9 Reactor Assembly 
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Figure 3-4  Primary Heat Transport System 
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Figure 3-5  Moderator System 
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Figure 3-6  Group 2 Feedwater System 
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Figure 3-7  Reserve Water System 
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Figure 3-8  Emergency Core Cooling System 
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4. CANDU 6 INTERNAL EVENTS ANALYSIS 

4.1 Introduction 

A rigorous and systematic review of the plant design was performed to identify internal events 
that require analysis in the overall safety assessment program.  This review follows the PSA 
Methodology described in [4-1].  Briefly, the approach involves the systematic search for 
mechanisms that can cause the release of radioactive materials from their normal locations, 
which can potentially expose the public to radiation levels that are beyond acceptable limits.   

The event trees (ETs) depict various possible accident sequences that could occur after an 
initiating event (IE), by modelling combinations of mitigating system availabilities or 
unavailabilities.  In quantitative terms, the event trees tie together the reliability of different 
systems, so that they can be judged within the context of overall plant safety. 

Every event tree logic (i.e., each individual accident sequence) is carried to some final plant state 
referred to as an end-state, which is related to the status of the reactor core.  Specifically, the 
end-state of an IE tree sequence is either a plant success state, where fuel cooling is maintained 
with no radionuclide release into containment, or a plant damage state (PDS), with a radionuclide 
release into containment.  The PDS categories are presented in Table 4-3. 

4.2 Initiating Event Analysis 

Initiating internal events are abnormal conditions that are generated within the plant as a result of 
equipment failure or human error.  Events, such as internal fires, internal floods and earthquakes 
have the potential for causing multiple, widespread internal events.  The seismic, internal fire, 
and internal flood events for the generic CANDU 6 are considered in Sections 5, 6 and 7 
respectively. 

One of the major tasks of the PSA is to identify, at an early stage, various sequences of events 
that could lead to the release of radioactivity.  In general, each such sequence of events is the 
result of an IE, followed by failures of other functions or systems that are designed to mitigate 
the effects of the initiating event.  Thus, one of the first requirements of the PSA was to identify 
the various IEs requiring analysis, and later to quantify their frequencies.  This section is focused 
on the identification of internal IEs and the derivation of their frequencies. 

The two main objectives of this section are to outline the systematic review process that is used 
to identify and select the internal IEs that are applicable to the PSA, and to describe the methods 
that are used to derive their frequencies.   

The first objective comprises of the systematic search for mechanisms by which radioactive 
materials can be displaced from their normal locations and can impact public safety.   

The second objective is to provide a best-estimate frequency, along with a measure of 
uncertainty, for every event that is identified as an IE.   
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The above activities result in the development of a list of events that require evaluation in the 
overall safety assessment program for the design.  However, the scope of this section does not 
include the actual evaluation process, i.e., analysis rules, acceptance criteria and the methods of 
evaluation of events identified.  The scope is limited to the following: 

a) The identification of events that result in the displacement of radioactive materials from their 
normal locations, and that can have an impact on public safety. 

b) The description of the event identification process via logic diagrams. 

c) The development of the initial list of events based on the logic diagrams. 

d) The system-by-system review process that is used in the event identification process for the 
plant design.  The systematic review process is carried out using the following sources of 
information: 

• design changes specified in the architect/engineering and related services contract 
documents, 

• design documents, 

• safety reports, and  

• design manuals.   
e) The grouping of the initial events according to their similarity of plant response and the 

description of the rationale for grouping. 

f) The performance of a consistency check, in order to ensure completeness of the systematic 
review process.   

g) The performance of a consistency check between the events identified in Canadian Nuclear 
Safety Commission (CNSC), formerly the Atomic Energy Control Board (AECB) 
Consultative Document C-6, Rev. 0 [4-7], the safety report and any licensing basis 
documents and the events identified for the PSA by the systematic review process.   

h) Conclusions. 

4.2.1 Major Sources of Radioactivity 

The events that need to be identified are those that can cause public exposure to radiation.  
Therefore, for the purposes of this review, only those events that can displace radioactive 
material from its normal location in the plant are considered.  The normal sources of 
radioactivity are: 

a) Radionuclides inside the core. 

- in fuel bundles and in the HTS coolant, or 

- in the moderator system. 

b) Radionuclides outside the core. 

- in the irradiated fuel handling systems, 
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- in the D2O management systems, 

- in the solid, liquid and gaseous radioactive waste management systems, or 

- in the end shield cooling system. 

The specific events of concern are those that, ultimately, provide a mechanism for the 
displacement of any of these materials to the outside environment. 

4.2.2 Event Identification Process 

4.2.2.1 General 

The systematic review process is aided by the experience gained from previous design reviews, 
plant-operating experience and from the systematic review of plant designs for other CANDU 6 
plants.  A comprehensive understanding of the CANDU plant design documents and the Safety 
Reports also assisted in the process.  Events that are identified are compared with CNSC 
Consultative Document C-6, Rev. 0 and any licensing basis documents, in order to validate the 
process and approach that are used to identify events. 

An overview of the event identification process is shown in Figure 4-13.   

4.2.2.2 Design Information 

Design information that is used in the event identification process is contained in the following 
documents: 

- safety report, 

- design changes specified in the supply, architect engineering and related services contract 
documents , 

- design documents.   

4.2.2.3 Methodology 

A large volume of radioactive material (mainly the reactor fuel) is present in the reactor core, 
and a release of these radioactive materials from the core into the plant systems and ultimately to 
the environment results in risk to the public.  Even in the long term, while the plant is shut down, 
the fuel needs to be cooled to prevent damage and the release of radioactive material.  Hence, the 
identification of the ways in which the core cooling function can be lost is an important step in 
the methodology process. 

The starting point for the identification of events is the construction of logic diagrams, as shown 
in Figures 4-1 through 4-11.  The process that is followed to develop the logic diagrams consists 
of the following steps: 

a) The identification of the source of radioactive materials, from which releases to the public 
can occur. 
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b) The identification of the subsystems or equipment that are required to keep radioactive 
materials from being released to the public. 

c) The identification of the ways in which these subsystems or equipment can fail, causing 
releases to the public. 

The logic diagrams shown in Figures 4-1 to 4-10 identify IEs that arise from the front-line 
systems, and Figure 4-11 identifies IEs that arise from the associated support systems.   

The level of detail shown on the logic diagrams is limited to subsystem and equipment failure, 
for the purposes of event identification.  Component-level failures are usually not included in the 
logic diagrams, unless otherwise necessary.  Such details are included as a part of a fault tree 
analysis for event frequency quantification.  However, in cases where component failures, such 
as liquid relief valves/pressurizer relief valves failing open, results in a direct reactor trip or the 
release of radiation to the public, these details are included as a part of the logic diagrams.   

The logic diagrams are also expected to assist in identifying additional events that might have 
otherwise been missed by relying on past experience alone.  A system-by-system review of the 
NSSS and BOP systems is performed, in order to obtain a reasonably complete list of events. 

4.2.2.3.1 Categorization of Events 

The systematic review process and production of logic diagrams are helpful in identifying certain 
types of initiating events.  However, the logic network does not have the capability to identify 
common-cause events, although these events have the potential to affect large areas of the plant.   

The four categories of initiating events are: 

1. Category A – from safety report 

2. Category B – from systematic review of plant design for initiating events 

3. Category C – common cause events 

4. Category D – very low frequency initiating events 

Category B (which includes Category A events) and Category C are assessed by the PSA.  
Careful examination of the logic diagrams indicates that events except from common cause are 
identified in Figures 4-1 to 4-11.  Common-cause events are identified separately in Figure 4-12.   

4.2.2.3.2 Cross-Links 

Figures 4-1 to 4-10 identify IEs that arise from the front-line systems, and Figure 4-11 identifies 
IEs for the associated support systems.  It is apparent that the failure of a support system can 
result in the failure of the associated front-line system(s).  This means that cross-links exist 
between front-line and support systems.  A cross-link can exist between two different support 
systems. 
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Although the systematic review process and an understanding of system design can identify the 
failure modes that are cross-links between two different systems, the actual relationship or 
linking between the events cannot be shown on the logic network of the logic diagrams.  These 
relationships can be shown when the system interaction following an accident is examined via 
event sequence diagrams and event trees.   

Event sequence diagrams (ESDs) and event trees are the most appropriate tools for identifying 
cross-links at the system and subsystem levels, where the plant-wide system response following 
an accident is examined in a detailed manner. 

Cross-links that exist at component levels and other cross-links that are not identified during 
ESD and ET development, are identified during the accident sequence quantification (ASQ) 
stage of the PSA program.  Prior to this stage, fault trees (FTs) are constructed for the mitigating 
systems that are called upon in the event trees.  FTs are excellent tools for identifying cross-links 
at the component and subsystem levels. 

The requirements of Sections 2.6 and 3.2a of Consultative Document C-6, Rev. 0 with respect to 
the effects of cross-links between systems at various levels, are addressed via the ET/FT/ASQ 
analysis during the various stages of the PSA program. 

4.2.2.3.3 Additional Events 

Although the logic network presented in Figures 4-1 to 4-11 provides a systematic approach for 
reviewing the plant systems, it may not identify all the events that should be addressed in the 
overall safety assessment of the plant.   

Additional events that are identified during the actual evaluation process, e.g., during the PSA 
program, are added to the list, if required. 

It is important to note that events that are identified in the logic network do not necessarily cause 
a displacement of radioactive material.  It simply means that a potential for such a consequence 
exists.  The likelihood of this occurrence is addressed during the evaluation process by event tree 
and consequence analysis. 

4.2.3 Development of Initial List of Events 

This section describes the development of the initial list of IEs.   

4.2.3.1 System-By-System Review 

The documents listed in Section 4.2.2.2 are used in the systematic review process for event 
identification.  A system-by-system review process that is based on the guidelines and processes 
described in Sections 4.2.1 and 4.2.2 of this chapter produce the IEs that are identified in 
Figures 4-1 to 4-11.  The logic diagrams (see Figures 4-1 to 4-11) should be read in conjunction 
with the text, in order to obtain a complete and comprehensive understanding of the events that 
are identified. 
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Figure 4-1 identifies the systems that contain radionuclides.  A malfunction of one or more of 
these system(s) due to a system fault has the potential to release radionuclides to the 
environment.  These systems are: 

a) the radioactive waste management systems, 

b) the heavy water (D2O) management system, 

c) the moderator and auxiliary systems, i.e., the moderator cover gas and end shield cooling 
systems, 

d) the fuel handling system, and 

e) the heat transport system. 

4.2.3.1.1 Radioactive Waste Management Systems 

Waste management systems are installed in the plant to reduce radioactive releases.  Special 
precautions are taken ahead of time to ensure that strict procedures are instituted and adhered to 
for the handling of such materials.  The amount of radioactive material that is handled by these 
systems is small, thus the risk is small.  Since experience demonstrates that these systems do not 
pose any undue risk to the public, they are excluded from further consideration. 

4.2.3.1.2 Heavy Water (D2O) Management Systems 

Events that relate to the heavy water management systems are not developed, since the 
consequences with respect to the release of radionuclides from these systems are not considered 
to be severe. 

4.2.3.1.3 Heat Transport System 

During normal power production there is a release of the free inventory of radionuclides from the 
fuel to the heat transport fluid (coolant), due to defective fuel and/or impurities (corrosion 
products) in the HTS. 

Events that are related to the HTS and its associated systems are shown in Figures 4-2 to 4-6.  
Figure 4-2 describes the HTS failures during reactor operation or shutdown that could result in 
the release of radionuclides from the fuel. 

Figure 4-2 shows that inadequate heat removal from the fuel can result in damage to the fuel.  
This damage can occur because of a loss of reactivity control or because of the failure of the heat 
removal function.  An inadequate heat removal function can be due to: 

a) The loss of heat transport pressure control (low/high) - developed in Figure 4-4. 

b) A reduction in the HTS circulating inventory (due to in-core and out-of-core failures) - 
developed in Figure 4-5. 

c) Heat transport coolant flow impairments - developed in Figure 4-6. 
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d) Impairments of the SG heat sink - developed in Figure 4-7. 

The loss of reactivity control events that are developed in Figure 4-3 are applicable to the reactor 
at power and shutdown conditions.  The in-core and out-of-core failures that are developed in 
Figure 4-5 are self-explanatory. 

Heat transport coolant flow impairments could be partial or total impairments. 

4.2.3.1.4 Shutdown Cooling System as a Heat Sink 

Figure 4-8 shows that the mechanisms that could cause the dislocation of radionuclides are 
associated with the reduction of the circulating inventory, due to HTS failures or SDCS failures.   

It is not required to analyse failures of the heat transport pressure and inventory control system 
separately from the point of view of the SDCS operation when the plant is shutdown because the 
pressurizer is normally isolated, the system is full and the feed pumps are stopped. 

Failure modes of the heat transport pressure and inventory control system, with the plant 
operating at 100% power, and the events that require PSA analysis are shown in Figures 4-4 and 
4-5. 

In Figure 4-8, three different modes of operation of the SDCS are identified.  They are 

a) the HTS is cold, pressurised and full, 

b) the HTS is cold, depressurised and full, 

c) the HTS is cold, depressurised and drained to the header level. 

For condition (a) listed above, the details of failure modes and events requiring PSA analysis that 
are shown in Figures 4-4 and 4-5 are applicable.  For further analysis of shutdown PSA see 
Section 6 for the generic CANDU 6 and Section 11 for CANDU 9. 

4.2.3.1.5 Steam Generator Impairments 

Figure 4-7 details the IEs that lead to impairments of the SGs as a heat sink.  These IEs relate to 
the loss of circulating flow or loss of inventory. 

A loss of circulating flow can be caused by a loss of feed water or condensate flow, a loss of 
condenser vacuum or by turbine/generator load rejection.  A loss of inventory can be caused by a 
steam, feed water or condensate system pipe break or by a failure of steam relief devices. 

4.2.3.1.6 Release of Radionuclides from Moderator, Cover Gas and End Shield 
Cooling Systems 

Figure 4-9 shows that the release of radionuclides can be caused by failures of the moderator 
cover gas and end shield-cooling systems. 
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The main moderator system failure can be due to the loss of moderator inventory, flow or 
cooling.  Moderator inventory losses are classified as breaks or leaks.  Loss of moderator cooling 
events is divided into partial and total losses. 

The loss of the end shield cooling system can be due to the loss of the end shield inventory (due 
to pipe breaks/leaks), flow or cooling. 

The cover gas system failure can be due to the loss of gas pressure control or deuterium 
concentration control. 

4.2.3.1.7 Fuel Handling System 

Figure 4-10 identifies the failures that can result in a release of radionuclides from the fuel 
handling system.  These failures are discussed below. 

4.2.3.1.7.1 Fuelling Machine Failures 

Fuelling machine (FM) failures can occur while the FM is on-reactor or off-reactor.  On-reactor 
failures include FM-induced LOCA, due to the following causes: 

a) FM-induced LOCA with no fuel ejection (FM backs off from a fuel channel without the 
channel closure plug being replaced); 

b) FM-induced LOCA with fuel ejection (FM backs off from a fuel channel without the shield 
and closure plugs being replaced, leading to fuel ejection into containment); or  

c) FM-induced LOCA, due to an FM-induced end-fitting failure. 

Other on-reactor FM failures can result in mechanical damage to irradiated fuel while fuel 
bundles are being transferred from the FM to the reactor or vice versa. 

Off-reactor FM failures include the loss of fuel cooling due to the loss of heavy water (D2O) 
inventory (FM snout failure or D2O system failures), or the loss of flow/circulation. 

4.2.3.1.7.2 Spent Fuel Transfer System Failures 

Irradiated (spent) fuel transfer system failures can occur due to one or more of the following 
causes: 

a) mechanical damage to irradiated fuel in the spent fuel transfer port; or 

b) failure to cool irradiated fuel that is stuck in the spent fuel port or on the elevator, due to the 
failure of the spent fuel transfer standby cooling (spray) system. 
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4.2.3.1.7.3 Spent Fuel Storage System Failures 

Irradiated (spent) fuel storage system failures can occur due to one or more of the following 
causes: 

a) mechanical damage to irradiated fuel during transfer to the spent fuel storage bay; 

b) mechanical damage to irradiated fuel during storage; 

c) the loss of the spent fuel storage bay heat sink, due to the loss of storage bay inventory, flow 
or cooling; or 

d) the loss of the spent fuel storage bay ventilation system. 

Fault tree analysis and/or operating experience is used to estimate the frequency of occurrence.  
Event tree analysis is not performed.   

4.2.3.1.8 Support Systems Failures 

By definition, support systems are those systems that provide services to enable the front-line 
systems to function in the desired manner.  For the purpose of IE identification, the following 
support systems are considered: 

a) the instrument air system (during reactor operation/shutdown); 

b) the service water system - a loss of cooling to station loads that are served by RCW (during 
reactor operation/shutdown); 

c) the electrical power system (during reactor operation/shutdown); 

d) control functions that are provided by dual computers DCCX and DCCY; 

e) the heating, ventilation and air conditioning (HVAC) systems (during reactor 
operation/shutdown); 

IEs that relate to the above support systems are developed in Figure 4-11. 

4.2.3.1.8.1 Instrument Air System Failures 

Instrument air failures can occur due to the loss of instrument air compressors, instrument air line 
failures, etc. 

A loss of cooling to the station loads that are served by RCW can occur due to the loss of the 
RCW inventory, the loss of RCW flow and the loss of cooling to the RCW heat exchangers.  
Instrument air compressors are cooled by RCW.  This means that a cross-link exists between 
RCW and instrument air.  A loss of RCW can cause a loss of instrument air.  These types of 
crosslinks are either assessed during the development of the event trees or captured during the 
accident sequence quantification process. 
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A loss of instrument air with consequential loss of Class IV power can result in loss of RCW due 
to load shedding valves failing open.  These types of crosslinks are addressed during the 
development of the fault trees and assessed during the accident sequence quantification process. 

4.2.3.1.8.2 Electrical Power Supply Systems 

A loss of the Class IV power supply to both 13.8 kV buses can occur due to 

a) the loss of both grids (345 kV), 

b) the loss of station and unit service transformers, 

c) a reactor or turbine/generator trip, and the failure of the system service transformer, and 

d) the loss of the switchyard. 

A partial loss of the electrical power supply can occur due to a partial loss of Class IV, Class III, 
Class II or Class I power. 

4.2.3.1.8.3 Dual Computer Control Failures 

A failure of the control systems due to dual computer failures can occur due to the following 
reasons: 

a) the 120V Class II AC power supply fails, 

b) the chilled water supply to the air conditioning unit fails, 

c) one computer stalls and the other fails to take over, 

d) one computer stalls and the control function(s) fail on the other, and 

e) both computers experience functional failures. 

The computers can be stalled by the occurrence of hardware failures.  Control functions can fail 
due to the failure of instruments or software programs.  The following control functions are 
safety related and are considered essential.  The following control programs are duplicated on 
both computers: 

a) reactor control, 

b) moderator temperature control, 

c) HTS control, including pressure and inventory, 

d) boiler pressure control, and 

e) boiler level control. 

The simultaneous failure of a software program that fails a particular control function on both 
computers is considered to result in dual computer failure. 
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4.2.3.2 Environmental Qualification 

Plant internal flooding is not shown as an IE in the logic diagrams.  LOCA event sequence 
diagrams are used to assess the effects of RB flooding with respect to the operability of 
mitigating systems.  Similarly, the analysis of the feed water line breaks assesses the effects of 
TB and RB flooding on the operability of corresponding mitigating systems.  The systems that 
are required to operate under these circumstances are environmentally qualified for the harsh 
environment. 

4.2.3.3 Key Results of Logic Diagrams 

The outcome or result of the above analysis is a logic network of key IEs that are identified on 
the logic diagrams, Figures 4-1 to 4-12.   

There are several types of initiating events:  1) random failures of components, common cause 
events and very low frequency events.  The events are discussed below.   

4.2.3.3.1 Internal Initiating Events from Random Failures of Components 

Although a large number of IEs are identified in Figures 4-1 to 4-11, not all need to be 
considered explicitly, because the plant responds to many of these events in a qualitatively 
similar manner.  The differences, which may exist, are mainly in the magnitude of deviations 
from normal behaviour, and possibly the time periods over which such deviations occur.   

A convenient way of handling the large number of initiators is to group them according to their 
effect on the plant, and to carry out event sequence/tree analysis only for the grouped events.  In 
the course of the event tree or fault tree analysis, if it becomes apparent that any of the events in 
the group affects the system response in a markedly different manner than the remaining events, 
then these could then be treated separately.  That is, large LOCA, small LOCA, and HTS leak 
events are required to be treated separately, because of entirely different plant responses.   

The definitions of the various LOCA events are based on possible leakage/discharge rates and 
the capabilities of mitigating systems.  Thus, a break of any size in the HTS, whether in a header, 
a feeder or any other pipe, will fall into one of three categories.  Location is very important (e.g., 
a feeder stagnation break versus the same-size break in the header). 

In some cases, because of the unique nature of the IE, there is no other event in this group, and 
then this event needs to be treated explicitly (e.g., the spurious opening of a pressuriser relief 
valve). 

Table 4-1 indicates the reduction of the list of initial events (125) to the final list of bounding 
events (59) that includes shutdown events.  This process essentially consists of the grouping of a 
number of events with similar plant responses into a single, bounding and higher-level event.  
The justification for the grouping is described in the same table. 
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4.2.3.3.2 Common-Cause Events 

Common cause events are assessed with respect to the plant capability for safe shutdown, decay 
heat removal and the containment of radioactivity for common cause events such as earthquakes.  
The assessment of seismic, internal fire and internal flood events is described in the respective 
Sections in this report for the generic CANDU 6 and CANDU 9.  Figure 4-12 identifies these 
events.   

Sometimes, there are site-specific hazards to be addressed such as severe winds, aircraft crashes 
and external flooding.  In other cases, an assessment of hazards can be found in safety analyses 
such as from missiles due to turbine break-up.  These events are not assessed in this report. 

4.2.3.3.3 Very Low Frequency Initiating Events 

Very low frequency initiating events are assessed qualitatively with respect to the features of the 
plant design or operation.  Precautions can be taken during the design, in order to ensure that the 
failure frequency of these events is very low.  The events that are discussed in this chapter are 
basically structural failures of pressure vessels.  These events appear throughout Figures 4-1 to 
4-11.   

Failures of major equipment such as a turbine or SG can be recognized early in the design 
process; hence, special precautions can be taken during the design to ensure that these failures 
will not occur, or that early detection is possible.   

4.2.4 Consistency Check for the Initiating Events Identified 

In order to ensure the completeness of the events identified for the PSA, a comparison of these 
events is made with the IEs that are identified for evaluation in the CNSC Consultative 
Document C-6, Rev. 0 [4-7], safety report and the site specific licensing basis document.   

4.2.5 Initiating Event Frequency Derivation 

The initiating event frequencies for full power operation are listed in Table 4-2.  For internal 
events, the CANDU operating experience is based on significant event reports from Canadian 
reactors up to December 1989.  Generally, frequencies of initiating events are derived from fault 
tree analysis and secondly from operating experience if no fault trees are developed. 

4.2.5.1 Loss of Regulation - Reactor at Power (IE-LOR) 

A loss of regulation is “an occurrence of the loss of control of reactor power, causing a power 
excursion with the potential for a significant release of radioactivity from the failed fuel, if not 
terminated by the safety systems”. 

A core power excursion can occur only if reactivity is not controlled.  For the purpose of this 
study, the power excursion or the loss of regulation is assumed to be in an increasing direction, 
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as opposed to a decreasing direction.  A loss of regulation will initiate shutdown system action 
either by regional overpower, log rate, or high heat transport pressure trips. 

The following are major contributors to a loss of regulation for a CANDU reactor: 

a) Control computer(s) failures; 

b) Power measurement failure; 

c) Liquid zone control system failure; 

d) Control rod failure; 

e) Moderator poison addition failures, and  

f) Man-machine interface failures. 

The label for this event is IE-LOR. 

The frequency of this event is calculated from CANDU operating experience using the 
Chi-square approximation, and is based on eleven occurrences over a period of 140 reactor-years 
(i.e., up to December 1989).   

The IE frequency for the loss of regulation (IE-LOR) event is 7.98×10-2 occurrences/year, with 
an error factor or uncertainty of 2. 

4.2.5.2 Heat Transport Leaks - Reactor at Power  

HTS leaks are divided into the following four categories, which are discussed below: 

a) HTS leaks not involving containment bypass;  

b) HTS leaks involving containment bypass (into RCW);  

c) SG tube rupture, and  

d) Pressure tube/end-fitting leaks into the annulus gas system.   

4.2.5.2.1 Heat Transport System Leaks Not Involving Containment Bypass 
(IE-LKC1) 

This event is defined as a small leak of HTS D2O inside the reactor containment, while the 
reactor is operating.  The frequency of this event is calculated from CANDU operating 
experience using the Chi-square approximation. 

The IE frequency for heat transport leaks not involving containment bypass (IE-LKC1) is 
8.17×10-2 occurrences/year, with an error factor of 2. 

4.2.5.2.2 Heat Transport Leaks Involving Containment Bypass (IE-LKHX) 

This event is defined as a small leak of HTS D2O into the RCW system, while the reactor is 
operating.  The RCW system penetrates the containment, thus providing a path outside 
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containment for any leaked D2O.  A D2O leak could occur, for example, through the degasser 
condenser cooler or the HTS purification heat exchanger.   

The frequency of this event is calculated from CANDU operating experience using the 
Chi-square approximation. 

The IE frequency for heat transport leaks involving containment bypass (IE-LKHX) is 3.2×10-2 
occurrences/year, with an error factor or uncertainty of 2.0. 

4.2.5.2.3 Steam Generator Single Tube Rupture (IE-SGTR)  

This event is defined as a single tube rupture in one of the steam generators.  The frequency of 
this event is calculated from CANDU operating experience.   

The IE frequency for the steam generator single tube rupture event (IE-SGTR) is 1.0×10-3 
occurrences/year, with an error factor of 10. 

4.2.5.2.4 Pressure Tube/End-Fitting Leaks into the Annulus Gas System 
(IE-LKAG) 

This event is defined as a pressure tube/end-fitting leak into the annulus gas system.  The annular 
space between the pressure tube and the calandria tube is filled with helium.   

The frequency of this event is calculated from CANDU operating experience using the 
Chi-square approximation. 

The IE frequency for a pressure tube/end-fitting leak into the annulus gas system (IE-LKAG) is 
1.35×10-2 occurrences/year, with an error factor or uncertainty of 3. 

4.2.5.3 Large Loss of Coolant Accidents 

4.2.5.3.1 Large LOCA - Large Diameter Pipe Break Not Involving Containment 
Bypass (IE-LL1) 

This event is defined as a break in the HTS large diameter piping (headers), which results in a 
discharge that is greater than a rupture of the largest feeder.  The frequency of this event is 
calculated from CANDU operating experience. 

The IE frequency for the large LOCA (IE-LL1) event is 2.0×10-4 occurrences/year, with an error 
factor of 10. 
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4.2.5.3.2 Interfacing LOCA - Containment Bypass Due to Blowback from HTS to 
MPECC (IE-LL2)  

This event is defined as a large LOCA from the HTS to the medium pressure piping of the ECCS 
outside containment.  Therefore, only the MPECC line of the three operating stages of the ECCS 
is considered as the blowback line from the HTS system.   

The IE frequency for the interfacing LOCA (IE-LL2) event is derived by fault tree analysis and 
is 6.1×10-10 occurrences/year, with an error factor of 23. 

4.2.5.4 Small LOCAs 

A small LOCA event results in a loss of HTS inventory, which is within the largest size feeder 
break discharge, but is beyond the make-up capacity of the D2O feed pumps.  The small LOCA 
events are listed and discussed below. 

4.2.5.4.1 Small LOCA (IE-SL) 

This event is a defined as a 2.5% RIH feeder break.  The frequency of this event is calculated 
from CANDU operating experience.   

The IE frequency for the IE-SL event is 2.0×10-3 occurrences/year, with an error factor of 10. 

4.2.5.4.2 Multiple Steam Generator Tube Rupture (IE-BMTR)  

This event is defined as a simultaneous failure of 10 SG tubes.  The frequency of this event is 
calculated from CANDU operating experience.   

The IE frequency for the IE-BMTR event is 1.0×10-5 occurrences/year, with an error factor or 
uncertainty of 10. 

4.2.5.4.3 Pressure Tube Rupture (IE-PTR) 

This event is a rupture of one pressure tube, and will cause discharge into the annulus gas 
system.  There is a potential that a pressure tube rupture may cause damage to the calandria tube.  
The frequency of this event is calculated from CANDU operating experience.   

The IE frequency for the IE-PTR event is 8.46×10-3 occurrences/year, with an error factor of 10. 

4.2.5.4.4 Feeder Break - Inlet/Outlet Guillotine Break (IE-FBIO) 

Guillotine breaks and very small breaks in the inlet/outlet feeders, which do not cause flow 
stagnation, are considered feeder inlet/outlet breaks.  The frequency of this event is calculated 
from CANDU operating experience. 

The IE frequency for the IE-FBIO event is 2.0×10-3 occurrences/year, with an error factor of 10. 
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4.2.5.4.5 Feeder Break - Feeder Stagnation Break (IE-FBS) 

A feeder stagnation break is a specific type of small LOCA, in which a break of a certain size in 
an inlet feeder results in flow stagnation, due to the balance of the pressure of the break on the 
upstream side and the reverse driving pressure between the break and the downstream end.  This 
stagnation may lead to rapid fuel heat up and fuel damage, and failure of the fuel channel.   

The frequency of the feeder stagnation break event is calculated from CANDU operating 
experience.  The IE frequency for the IE-FBS event is 2.0×10-4 occurrences/year, with an error 
factor of 10. 

4.2.5.4.6 Pressure Tube/Calandria Tube Rupture (IE-PCTR) 

The sequence of events following a pressure tube rupture is influenced greatly by whether or not 
the surrounding calandria tube remains intact.  If the calandria tube ruptures in response to the 
transient conditions, then primary coolant would be discharged into the calandria.  For this 
reason, a calandria tube rupture is not considered to occur on its own.  A calandria tube rupture is 
a consequence of a pressure tube rupture.  In this case, the HTS inventory is released into the 
moderator.  It is assumed that a pressure tube/calandria tube rupture frequency is 10% of that of a 
pressure tube rupture. 

The IE frequency for the IE-PCTR event is 8.46×10-4 occurrences/year, with an error factor of 
10. 

4.2.5.4.7 End-Fitting Break Outside Annulus Gas System (IE-EFB1) 

An end-fitting break outside the annulus gas system can occur following a mechanical failure of 
the end fitting, or following end-fitting failures that are induced by the FM.  The frequency of 
this event is calculated from CANDU operating experience.   

The IE frequency for the IE-EFB1 event is 1.0×10-3 occurrences/year, with an error factor of 10. 

4.2.5.4.8 Loss of Gland Seal Cooling to All HT Pumps (IE-GSC) 

This event is defined as the loss of gland seal cooling to all HT pumps, including the back-up 
gland seal flow.  The frequency of this event is calculated by fault tree analysis. 

The IE frequency for the IE-GSC event is 1.38×10-5 occurrences/year, with an error factor of 3. 

4.2.5.4.9 Break In Piping Upstream of Pressurizer Relief Valves/Steam Bleed Valves 
(IE-PRLB) 

The piping that is upstream of the pressuriser relief/steam bleed valves is 2″ in general.  In the 
event of a guillotine break in one or more of these pipes, the discharge rate would be in the range 
of a small LOCA.   
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The frequency of this event is calculated by fault tree analysis. 

The IE frequency for the IE-PRLB event is 2.33×10-4 occurrences/year, with an error factor of 3. 

4.2.5.4.10 End Fitting/Lattice Tube Failure (IE-EFB2) 

Lattice tube failure is considered to be improbable following an end-fitting failure. 

The lattice tube is not expected to fail in normal service.  It is not a pressure-retaining 
component.  The external surface is exposed to the end shield cooling water; the inside surface is 
exposed only to the annulus gas system pressure.  Only during certain types of postulated 
accidents will the lattice tube be internally exposed to a pressure that is higher than the annulus 
gas system pressure. 

No IE frequency was derived.   

4.2.5.4.11 Pressurizer Relief/Steam Bleed Valves Fail Open (IE-PRVO) 

Pressurizer relief/steam bleed valves failing open will lead to a small LOCA via the degasser 
condenser.  The discharge rate following this failure of one or more of the pressurizer 
relief/steam bleed valves is in the range of a small LOCA.  The frequency of this event is 
calculated by fault tree analysis.   

The IE frequency for the IE-PRVO event is 2.28×10-1 occurrences/year, with an error factor of 3. 

4.2.5.4.12 Heat Transport Liquid Relief Valves Fail Open (IE-LRVO) 

Heat transport liquid relief valves 3332-PV3, -PV4, -PV12 and -PV13 provide overpressure 
protection for the HTS.  The discharge rate following one or more of the liquid relief valves 
failing open is in the range of a small LOCA.  The frequency of this event is calculated by fault 
tree analysis. 

The IE frequency for the IE-LRVO event is 1.38×10-2 occurrences/year, with an error factor of 3. 

4.2.5.4.13 Channel Flow Blockage (IE-CFB) 

A single channel flow blockage event may result in a consequential rupture of a pressure tube.  
The frequency of this event is calculated from CANDU operating experience.   

The IE frequency for the IE-CFB is 2.0×10-3 occurrences/year, with an error factor of 10. 

4.2.5.4.14 HTS Heat Exchanger Multiple Tube Rupture (IE-HHXM) 

This event is defined as a HTS heat exchanger multiple tube rupture that results in a loss of 
heavy water (D2O) from the HTS into the RCW system while the reactor is operating.  The RCW 
system penetrates the containment; thus providing a path outside the containment for any leaked 
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D2O.  A D2O leak could occur, for example, through the degasser condenser cooler or the HTS 
purification heat exchanger.  The frequency of this event is calculated from CANDU operating 
experience.   

The IE frequency for the IE-HHXM event is 1×10-5 occurrences/year, with an error factor of 3. 

4.2.5.5 Heat Transport System Pumped Flow Events 

4.2.5.5.1 Total Loss of HTS Pumped Flow (IE-HPFT) 

A total loss of the HTS pumped flow is defined in this analysis as the failure of all four HTS 
pumps due to pump or motor faults, or switchgear or trip logic failure.  The loss of Class IV 
power and loss of service water are included in the fault tree analysis. 

The frequency of this event is calculated by fault tree analysis. 

The IE frequency for the IE-HPFT event is 8.71×10-2 occurrences/year, with an error factor of 3.   

4.2.5.5.2 Partial Loss of Pumped Flow (IE-HPFP) 

A partial loss of HTS pumped flow is defined as the failure of one HTS pump in any HTS loop 
due to a heat transport pump trip, pump seizure, pump shaft failure, or a heat transport pump trip 
in each HTS loop.  The frequency of this event is calculated by fault tree analysis. 

The IE frequency for the IE-HPFP is 5.62×10-1 occurrences/year, with an error factor of 3. 

4.2.5.6 Feed Water System Failures 

4.2.5.6.1 Loss of Feed Water Supply to Steam Generators Due to Pump/Valve 
Failures (IE-FWPV) 

The IE is a “loss of feed water”, which includes the contribution of the following events: 

• a total loss of three main feed water pump trains (including valves), and  

• the closure of feed water regulating valves to all SGs.  A partial loss of the main feed water, 
such as the loss of feed water supply to one SG, is not considered in this analysis. 

The frequency of this event is calculated by fault tree analysis.   

The IE frequency for the IE-FWPV event is 1.3×10-1 occurrences/year, with an error factor of 3.   
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4.2.5.6.2 Asymmetric Feed Water Line Break - Outside RB Downstream of Feed 
Water Regulation Station (IE-FWB1) 

This event defines an asymmetric feed water line break outside the RB and downstream of the 
feed water regulation station.  The frequency of this event is calculated from pipe failure rate 
data.   

The IE frequency for the IE-FWB1 event is 7.1×10-4 occurrences/year, with an error factor of 3.   

4.2.5.6.3 Asymmetric Feed Water Line Break - Inside RB Upstream of SG Check 
Valve (IE-FWB2) 

This event is defined as an asymmetric feed water line break inside the RB and upstream of the 
SG check valve.  The frequency of this event is calculated from pipe failure rate data.   

The IE frequency for the IE-FWB2 event is 8.6×10-5 occurrences/year, with an error factor of 3.   

4.2.5.6.4 Asymmetric Feed Water Line Break - Inside RB Downstream of SG Check 
Valve (IE-FWB3) 

This event is defined as an asymmetric feed water line break inside the RB and downstream of 
the SG check valve.  The frequency of this event is calculated from pipe failure rate data.   

The IE frequency for the IE-FWB3 event is 6.5×10-5 occurrences/year, with an error factor of 3.   

4.2.5.6.5 Symmetric Feed Water Line Break - Outside RB Upstream of Feed Water 
Regulation Station (IE-FWB4) 

This event is defined as a symmetric feed water line break outside the RB and upstream of the 
feed water regulation station.  The frequency of this event is calculated from CANDU operating 
experience.   

The IE frequency for the IE-FWB4 event is 2.2×10-3 occurrences/year, with an error factor of 3.   

4.2.5.7 Steam Generator Blowdown Line Breaks 

4.2.5.7.1 Asymmetric Steam Generator Line Break - Inside RB (IE-FWB5) 

This event is defined as an asymmetric SG line break inside the RB.  The frequency of this event 
is calculated from pipe failure rate data.   

The IE frequency for the IE-FWB5 event is 2.1×10-4 occurrences/year, with an error factor of 3.   
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4.2.5.7.2 Symmetric Steam Generator Blowdown Line Break - Inside RB 
(IE-FWB6) 

This event is defined as a symmetric SG line break inside the RB.  The frequency of this event is 
calculated from pipe failure rate data.   

The IE frequency for the IE-FWB6 event is 9.6×10-5 occurrences/year, with an error factor of 3.   

4.2.5.7.3 Symmetric Steam Generator Blowdown Line Break - Outside RB 
(IE-FWB7) 

This event is defined as a symmetric SG blowdown line break outside the RB.  The frequency of 
this event is calculated from pipe failure rate data.   

The IE frequency for the IE-FWB7 event is 4.3×10-4 occurrences/year, with an error factor of 3.   

4.2.5.8 Condensate System Failures 

The condensate system transfers the condensed turbine exhaust steam from the condenser hot 
well to the deaerator, as a source of water supply for the feed water system.  The system 
commences at the condenser hot well outlets, from which the condensate extraction pumps take 
their suction, and from which the pump discharge flows through the main turbine gland steam 
condenser to a set of deaerator level control valves.  From these level control valves, the 
condensate flows through two parallel banks of low-pressure feed water heaters to the deaerator.  
There are two 100% capacity main condensate extraction pumps (on Class IV power) and an 
auxiliary condensate extraction pump (on Class III power).  Failure of the deaerator level control, 
condensate pump(s), associated piping or multiple tube ruptures in the low-pressure heaters will 
result in failure of the condensate supply to the deaerator.   

Condensate system failures consist of four IEs, which are described below. 

4.2.5.8.1 Loss of Condensate Flow to Deaerator (IE-LOCD) 

This event is defined as an interruption of condensate flow due to failures of the condensate 
system, which causes the level in the deaerator to fall to the reactor setback level.  This IE can be 
caused by deaerator level control failures, condensate line breaks, a loss of condensate flow 
(main and auxiliary pumps fail), or a condenser level control failure. 

The frequency of this event is calculated from CANDU operating experience.   

The IE frequency for the IE-LOCD event is 6.55×10-2 occurrences/year, with an error factor of 2.   

4.2.5.8.2 Loss of Condenser Vacuum (IE-LOCV) 

This event is defined as a group of contributors to the loss of condenser vacuum.  Failure of the 
air extraction system, condenser circulating water (CCW) system, screen wash system and 
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multiple condenser tube rupture can lead to a loss of condenser vacuum.  Depending on the 
degree of condenser vacuum deterioration, this will lead to turbine unloading or a turbine trip, in 
order to prevent condenser over–pressurization, as well as the closure of the condenser steam 
dump valves (CSDVs).  If the turbine fails to trip, then the condenser rupture discs will burst, 
leading to a steam/water environment in the powerhouse.  The turbine trip-IE is less serious than 
the loss of condenser vacuum event, in that the CSDVs are still operable and the reactor can 
continue to operate at a power level of about 55% (poison prevent mode). 

The frequency of this event is calculated from CANDU operating experience  

The IE frequency for the IE-LOCV event is 5.12×10-2 occurrences/year, with an error factor of 2.   

4.2.5.8.3 Loss of Condenser Vacuum - Large Condenser Cooling Water Line Break 
(IE-CCWL) 

The CCW system supplies cooling water to the condensers in the TB.  Seawater is drawn via the 
pump house, pumped through the condensers and returned to the sea via the CCW discharge 
duct.  The two CCW pumps have a combined capacity of 36,000 L/s (570,000 US gpm) at a 
developed head of 9.5 m (31.2’).  Both pumps normally operate continuously.  Failures of 
piping, fittings, welds, gaskets or expansion joints will cause a leak from the system, leading to a 
flooding of the TB. 

A large break is considered to be in the range of 200,000 US gpm.  The initiating frequency is 
taken as 10% of a small CCW line break (IE-CCWS).   

The IE frequency for the IE-CCWL event is 1.62×10-4 occurrences/year, with an error factor of 
13.   

4.2.5.8.4 Loss of Condenser Vacuum - Small Condenser Cooling Water Line Break 
(IE-CCWS) 

A small break in the CCW system is considered to be in the range up to 64,000 US gpm.  The 
frequency of this event is calculated from CANDU operating experience.   

The IE frequency for the IE-CCWS event is 1.62×10-3 occurrences/year, with an error factor of 
13.   

4.2.5.9 Main Steam System 

4.2.5.9.1 Main Steam Isolation Valves Spurious Closure (IE-MSIV) 

This event is defined as an inadvertent closure of a main steam isolation valve.   

The frequency of this event is calculated by fault tree analysis.   

The IE frequency for the IE-MSIV event is 3.6×10-3 occurrences/year, with an error factor of 3.   
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4.2.5.9.2 Main Steam Line Break Inside Reactor Building (IE-MSL1) 

A main steam line break inside the RB is defined as a break in one of the main steam lines that 
connects a SG to the balance header, in the portion that is inside the RB. 

The frequency of this event is calculated from pipe failure rate data.   

The IE frequency for the IE-MSL1 event is 4.48×10-5 occurrences/year, with an error factor of 3.   

4.2.5.9.3 Main Steam Line Break Inside Turbine Building (IE-MSL2) 

An MSLB outside containment is defined as a break in the steam balance header, with an area of 
100% of the double cross-sectional header area.  There is a potential for TB flooding. 

The frequency of this event is calculated from pipe failure rate data.   

The IE frequency for the IE-MSL2 event is 2.92×10-3 occurrences/year, with an error factor of 3.   

4.2.5.9.4 Small Main Steam Line Failures Causing Low Deaerator Level (IE-MSL3) 

This event is defined as a group of contributors of small steam line failures that result in low 
deaerator and condenser hot well levels.  The spurious opening of any one of sixteen MSSVs, or 
an extraction steam line failure that results in low deaerator pressure can lead to a small steam 
line failure event, which results in low deaerator and hot well levels. 

As a result of extraction steam line failures that cause low deaerator pressure or spurious MSSV 
opening events, the level in the deaerator falls from the normal operating level to the reactor 
setback level. 

These events assume that the leak exceeds the make-up capacity to the reserve feed water storage 
tank, but does not exceed the capacity of the feed water regulating valves.  Consequently, the 
level in the reserve feed water storage tank, and subsequently in the hot well, drops.  The main 
condensate extraction pumps trip and the auxiliary condensate extraction pump starts.   

The frequency of this event is calculated by fault tree analysis.   

The IE frequency for the IE-MSL3 event is 2.0×10-1 occurrences/year, with an error factor of 3.   

4.2.5.10 Moderator System 

4.2.5.10.1 Total Loss of Moderator Heat Sink (IE-MCTL) 

This event is defined as a total loss of the moderator heat sink.  The frequency of this event is 
calculated by fault tree analysis. 

The IE frequency for the IE-MCTL event is 3.0×10-2 occurrences/year, with an error factor of 3.   
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4.2.5.10.2 Partial Loss of Moderator Heat Sink (IE-MCPL) 

This event is defined as a partial loss of the moderator heat sink (loss of one heat exchanger).  
The frequency of this event is calculated by fault tree analysis. 

The IE frequency for the IE-MCPL event is 9.60×10-2 occurrences/year, with an error factor of 3.   

4.2.5.10.3 Calandria Inlet/Outlet Pipe Break Outside Shield Tank (IE-CIOB) 

This event is defined as a calandria inlet/outlet pipe break outside the shield tank.  The frequency 
of this event is calculated from pipe failure rate data.   

The IE frequency for the IE-CIOB event is 2.0×10-4 occurrences/year, with an error factor of 3.   

4.2.5.10.4 Moderator Pipe Break Inside Shield Tank (IE-MLBI) 

This event is defined as a moderator pipe break inside the shield tank.  The frequency of this 
event is calculated from pipe failure rate data.   

The IE frequency for the IE-MLBI event is 4.80×10-5 occurrences/year, with an error factor of 3.   

4.2.5.10.5 Moderator Heat Exchanger Single Tube Rupture (IE-MHXS) 

This event is defined as a moderator heat exchanger single tube rupture. 

The frequency of this event is calculated from CANDU operating experience.   

The IE frequency for the IE-MHXS event is 2.0×10-3 occurrences/year, with an error factor of 3.   

4.2.5.10.6 Moderator Heat Exchanger Multiple Tube Rupture (IE-MHXM) 

This event is defined as a moderator heat exchanger multiple tube rupture.  The frequency of this 
event is calculated from CANDU operating experience.   

The IE frequency for the IE-MHXM event is 5.0×10-5 occurrences/year, with an error factor of 
10.   

4.2.5.10.7 Calandria Tube Leak (IE-CTLK) 

This event is included under IE-LKAG (section 4.2.5.4).  A calandria tube leak differs from a 
pressure tube leak/end-fitting leak into the annulus gas system, in that moderator D2O leaks into 
the annulus gas system (not D2O HTS).  Low moderator head tank alarms occur, as opposed to 
HTS low D2O storage tank level alarms. 
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4.2.5.10.8 Loss of Moderator Cover Gas System Deuterium Control (IE-MCGD) 

This event is defined as a loss of moderator cover gas system deuterium control.  The frequency 
of this event is calculated by fault tree analysis. 

The IE frequency for the IE-MCGD event is 4.05×10-2 occurrences/year, with an error factor of 
3.   

4.2.5.10.9 Loss of Moderator Cover Gas System Pressure Control (IE-MCGP) 

As discussed in Table 4-1, no analysis is needed for this event.  Therefore, no IE frequency is 
calculated. 

4.2.5.11 End Shield Cooling System 

4.2.5.11.1 Total Loss of End Shield Heat Sink (IE-ESCH) 

This event is defined as a total loss of the end shield heat sink.  The frequency of this event is 
calculated by fault tree analysis. 

The IE frequency for the IE-ESCH event is 1.1×10-1 occurrences/year, with an error factor of 3.   

4.2.5.11.2 Loss of End Shield Cooling Flow (IE-ESCF) 

This event is defined as a total loss of the end shield cooling flow.  The frequency of this event is 
calculated by fault tree analysis. 

The IE frequency for the IE-ESCF event is 4.5×10-2 occurrences/year, with an error factor of 3. 

4.2.5.11.3 End Shield Cooling Pipe Breaks (IE-ESCB) 

This event is defined as end shield cooling pipe breaks.  The frequency of this event is calculated 
from pipe failure rate data. 

The IE frequency for the IE-ESCB event is 4.20×10-4 occurrences/year, with an error factor of 
10.   

4.2.5.12 Fuel Handling System 

Eight grouped events have been identified for the fuel handling system, and are listed below with 
their failure frequencies.   
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4.2.5.12.1 Fuelling Machine Induced LOCA (IE-FMIL) 

The FM-induced LOCA grouped event has been subdivided into the following four events: 

a) FM-induced LOCA with no fuel ejection (IE-FMNFE).   

Failure frequency = 5.3×10-5 failures/year determined by fault tree analysis, with an error 
factor of 3. 

b) FM-induced LOCA with fuel ejection (IE-FMFE). 

Failure frequency = 3.5×10-5 failures/year determined by fault tree analysis, with an error 
factor of 3. 

c) FM-induced end-fitting failures (IE-FMEFF). 

Failure frequency = 8.8×10-4 failures/year determined by fault tree analysis, with an error 
factor of 3. 

d) FM D2O system failures (IE-FMD2O).   

Failure frequency = 2.06 failures/year determined by fault tree analysis, with an error factor 
of 3. 

The IE frequency for the combined IE-FMIL event determined by fault tree analysis is 2.06 
occurrences/year, with an error factor or uncertainty of 3. 

4.2.5.12.2 FM Failures Causing Mechanical Damage to Fuel – FM on Reactor 
(IE-FMFD) 

This event is defined as a fuel bundle being crushed “on reactor” due to FM mechanical failures. 

The failure frequency is 2.27×10-2 failures/year determined by operating experience, with an 
uncertainty factor of 2. 

4.2.5.12.3 Loss of Fuel Cooling in Fuelling Machine - FM off Reactor (IE-FMFC)  

The above grouped event consists of the following two IEs, which are combined into one: 

a) A loss of FM D2O circulation.  This event can cause a loss of cooling to the FM when 
off-reactor. 

b) A loss of FM D2O inventory due to FM snout mechanical failure. 

The frequency of the IE-FMFC IE is 7.96×10-2 failures/year determined by operating experience, 
with an uncertainty factor of 2. 

4.2.5.12.4 Spent Fuel Transfer System Failures (IE-SFTS) 

These failures apply to mechanical damage to irradiated fuel while in the spent fuel transfer port.   
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The frequency of the IE-SFTS IE is 2.98×10-2 failures/year determined by operating experience, 
with an uncertainty factor of 2. 

4.2.5.13 Mechanical Damage to Irradiated Fuel During Storage (IE-FDDS) 

The frequency of the IE-FDDS IE is 8.46×10-3 failures/year determined by operating experience, 
with an uncertainty factor of 4. 

4.2.5.13.1 Mechanical Damage to Fuel During Transfer to Spent Fuel Storage Bay 
(IE-FDDT) 

The above event has been subdivided into the following two IEs, with their individual failure 
frequencies being shown below: 

a) The failure of the spent fuel transfer standby cooling (spray) system (fuel stuck on elevator). 

The fuel can be stuck in the port or on the elevator without cooling, thereby causing fuel 
damage.   

The failure frequency is 2.27×10-2 failures/year determined by operating experience, with an 
uncertainty factor of 2.5. 

b) Mechanical damage to fuel during transfer to the spent fuel storage bay. 

The fuel could be damaged while on the elevators or during the underwater transfer on 
conveyors, due to mechanical malfunctions of the transport systems. 

The failure frequency is 7.25×10-2 failures/year determined by operating experience, with an 
uncertainty factor of 2. 

The IE frequency of the IE-FDDT event is 1.05×10-1 failures/year, with an uncertainty of 2.5. 

4.2.5.13.2 Loss of Spent Fuel Storage Bay Heat Sink (IE-SFBH) 

This event deals with the loss of inventory, cooling or flow to the spent fuel bay cooling and 
purification system. 

The IE frequency of the IE-SFBH event is 4.18×10-2 failures/year determined by fault tree 
analysis, with an error factor of 3. 

The above failure frequency is conservative and is based on the most severe design requirements 
specified for the system.  In addition, there is ample time for operator recovery actions. 

4.2.5.13.3 Loss of Spent Fuel Storage Bay Ventilation System  

The Loss of Spent Fuel Storage Bay Ventilation event is treated as a contribution to the “loss of 
HVAC to plant and electrical equipment” event, and is covered in the HVAC reliability analysis.   
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4.2.5.14 Loss of Instrument Air - Reactor Operating (IE-IA) 

This event is defined as a total loss of instrument air with the reactor operating at full power.  
The frequency of this event is calculated by fault tree analysis. 

The IE frequency for the IE-IA event is 1.4×10-1 occurrences/year, with an error factor of 3.   

4.2.5.15 Loss of Service Water - Reactor Operating (IE-SW) 

This event is defined as a total loss of service water with the reactor operating at full power.  The 
frequency of this event is calculated by fault tree analysis. 

The IE frequency for the IE-SW event is 8.45×10-2 occurrences/year, with an error factor of 3.   

4.2.5.16 Loss of Class IV Power - Reactor Operating (IE-CL4) 

This event is defined as a total loss of off-site power (grid and switchyard), with the reactor 
operating at full power.  The frequency of this event is calculated from operating experience. 

The IE frequency for the IE-CL4 event is 6.60×10-2 occurrences/year, with an error factor of 3.   

4.2.5.17 Partial Loss of Class II Power (IE-CL2P) 

This event is defined as a partial loss of Class II power.  The frequency of this event is calculated 
by fault tree analysis. 

The IE frequency for the IE-CL2P event is 1.09×10-8 occurrences/year, with an error factor of 3.  
This is a highly unlikely event.   

4.2.5.18 Partial Loss of Class I Power (IE-CL1P) 

This event is defined as a partial loss of Class I power.  The frequency of this event is calculated 
by fault tree analysis. 

The IE frequency for the IE-CL1P event is 1.44×10-12 occurrences/year, with an error factor of 3.  
This is a highly unlikely event.   

4.2.5.19 Loss of Digital Control Computers (IE-DCC) 

This event is defined as a failure of both plant control computers due to a failure of the 
computers themselves and/or a loss of the 120 Vac supply to the DCCs.  The frequency of this 
event is calculated from operating experience. 

The IE frequency for the IE-DCC event is 3.5×10-1 occurrences/year, with an error factor of 2.   
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4.2.5.20 General Transient (IE-T) 

The general transient covers events in which an unplanned reactor trip has occurred.  Events such 
as spurious service water load shedding, inadvertent RB douse and spurious HTS loop isolation 
would alert the operator to shut down the reactor and initiate corrective actions.  These three 
events are covered by the general transient event. 

For the general transient event, there may be a need to cool down the HTS, and to go to 
shutdown cooling operation to repair any equipment that has failed.  If the feed water condensate 
train is available, then the plant can remain at the zero power hot state for about 40 hours.  For 
the purpose of this PSA, this outcome is considered as a success state.  Some components in the 
turbine and pump house can be repaired while the plant is at the zero power hot state.  Otherwise, 
the HTS is required to be cooled down. 

The frequency of this event is calculated from CANDU operating experience. 

The IE frequency for the IE-T event is 2.8 occurrences/year, with an error factor of 5.6. 

4.2.5.21 Heat Transport Pressure Control 

4.2.5.21.1 Heat Transport Pressure Control Failure - Low (IE-HPCL) 

This event is defined by a group of failures that result in low HTS pressure, such as spurious 
action of the pressurizer spray, and the loss of D2O feed.  The event frequency is derived by fault 
tree analysis. 

The IE frequency of the IE-HPCL event is 1.05×10-2 occurrences/year, with an error factor of 3.   

4.2.5.21.2 Heat Transport Pressure Control Failure - High (IE-HPCH) 

This event is defined by a group of failures that result in high HTS pressure, such as pressurizer 
heaters energized spuriously, and D2O bleed valves/downstream pneumatic valve fails closed 
and feed valves fail open.  The plant response to this event is similar to the loss of Class IV 
power.   

Fault tree analysis is used to derive the IE frequency.  The IE frequency for these events, which 
cause high HTS pressure, is an order of magnitude less than that for the loss of Class IV power 
event.  In addition, more systems can be credited, compared to a loss of Class IV power event.  
For these reasons, no event tree is analysed. 

The IE frequency for the IE-HPCH event is 7.6×10-3 occurrences/year, with an error factor of 3.   
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4.3 Event Tree Development 

4.3.1 Introduction 

The purpose of an ET is to determine the plant response to an IE and to identify the mitigating 
systems and necessary operator actions that are required to bring the plant to some final state 
following any accident sequence.  In association with the mitigating systems’ fault trees, it is 
used to perform ASQ, in order to derive the frequency of the endpoint or final state of a 
particular accident sequence. 

The endpoint or final state of an event tree sequence is a plant success state, where fuel cooling 
is maintained with no radiation release into containment, or a plant damage state, with a radiation 
release into containment.  The event tree also addresses combinations of IEs followed by 
mitigating system failures.  Event trees with no support systems are modelled in this analysis 
(support system fault trees are integrated during the accident sequence quantification process). 

The event trees, together with the fault tree analysis, are subsequently used in ASQ to derive 
frequencies for the PDSs. The PDS defines the release of activity into containment. 

In this analysis, emergency core cooling is credited for make-up and decay heat removal for 
transient (non-LOCA) events for sequences involving a total loss of heat sinks.  These sequences 
result in a loss of heat removal at high heat transport system pressure which may lead to a few 
pressure tube failures.  This failure is in the range of the small LOCA (in-core) event and 
therefore ECC can be credited as a mitigating system.  If ECC heat exchangers are unavailable 
then the moderator heat removal function is credited.  If ECC and service water is available then 
the sequence is assigned PDS4.  IF ECC is successful in providing makeup only, and service 
water fails (no removal of decay heat) then the sequences is assigned PDS2.  IF ECC fails, a 
consequential loss of moderator is expected and the sequence is assigned PDS1. 

Three typical event trees are described in this section:  (1) small LOCA, (2) SG tube rupture, and 
(3) a transient event, namely, loss of Class IV electrical power.  The event trees and sequence of 
events described in the sub-sections below are for a typical CANDU 6 design. 

A desktop computer-based event tree program called ETA-II is used to produce the event trees 
[4-3]. 

4.3.2. Small LOCA Event Tree 

All LOCA events that result in the loss of inventory, which is within the range of the largest-size 
feeder break discharge but beyond the make-up capacity of the D2O feed pumps, can be 
classified as small LOCA events.  The upper limit of the small break discharge range is a five 
percent reactor inlet header break, which is about 900 kg/s.  Thus, LOCA events those discharges 
anywhere between 55 kg/s - 900 kg/s are considered in this section. 

Furthermore, the distinction between large and small breaks is based on the manner in which the 
break is detected and the reactor is subsequently shutdown.  Small breaks are defined as those for 
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which the RRS is able to compensate for the reactivity increase due to core voiding.  Therefore, 
reactor power does not rise rapidly, and shutdown occurs automatically on process (rather than 
neutronic) trips.  These trips include high reactor building pressure, low HTS pressure, 
pressurizer low level, primary heat transport (HT) low flow (SDS1) and low core differential 
pressure (SDS2). 

In this section, small out-of-core breaks in the large diameter piping that discharge directly into 
the containment are analysed. 

4.3.2.1 Initiating Event 

A small out-of-core break in the large diameter piping of the HTS in the range of 0.3 - 5% of the 
reactor inlet header (RIH), with discharge at the rate of 55 kg/s - 900 kg/s constitutes a small 
LOCA.  A typical break size that is considered for event tree analysis is 2.5% RIH, with a 
discharge rate of 460 kg/s.  The IE label for a small break in the large diameter piping of the 
HTS is IE-SL. 

4.3.2.2 Event Sequence 

The sequence of event and event timing details are taken from safety analyses and they apply to 
a typical CANDU 6 design. 

A gradual loss of inventory from the primary circuit will cause depressurization and a reduction 
in the overall circuit flow.  The first indication of the event in the MCR is “D2O storage tank 
level low” at 1.86 minutes, regardless of the size of the LOCA.  There is a simultaneous fall in 
the pressuriser level from time zero of the event, as the break discharge exceeds the capacity of 
the D2O feed pumps and pressuriser heaters. 

A small break causes an increase in reactivity.  However, the reactivity control system responds 
on a timely basis and has sufficient negative reactivity to compensate for this increase.  Hence, 
reactor power stays constant.  Nevertheless, fuel cooling eventually deteriorates so that reactor 
shutdown is necessary.  Although the RB “pressure high” signals trigger SDS1 and SDS2 at 6 
and 7 seconds, respectively, these trips are not credited.  Low HT pressure on SDS1 and SDS2 is 
credited in the event tree analysis. 

The RB pressure signal that is set at 3.45 kPa(g) will start containment isolation, and will provide 
a conditioning signal for ECC injection and SG crash cooldown.  Once the RB pressure reaches 
14 kPa(g), dousing will be initiated.  However, dousing will be limited to one or two cycles. 

Following a reactor trip, the pressure and temperature of the primary coolant will drop quickly.  
Consequently, the rate of heat transfer to the SGs will fall. 

When the pressure in the reactor headers decreases to 5.5 MPa (a), the two loops will be isolated 
from each other, from the purification system, from the pressurizer and from the heavy water 
feed and bleed circuit.  The low heat transport pressure signal, accompanied by the high RB 
pressure-conditioning signal, constitutes the LOCA signal, which occurs for a 2.5% RIH break at 
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about 92 seconds.  This signal initiates automatic high-pressure emergency core coolant 
(HPECC) injection to the broken loop and the crash cooldown of the SGs within 122 seconds.  
However, the intact loop pressure is maintained above 4.14 MPa (a), and accordingly, HPI will 
not occur to the intact loop.  At about 300 seconds into the IE, all heat transport pumps stop on 
low HT pressure, and pressures equalise in both loops.  HPI continues in both loops, and lasts for 
a total period of about 890 seconds. 

The switchover from high to medium pressure injection will occur either when the ECC pump 
exerts a pressure that is greater than that imposed by the HPI system, or when the level in the 
high-pressure water tanks has fallen to the setpoint for the closure of the HPI valves.  MPI occurs 
to both loops at 894 seconds, and lasts for a total period of at least 40 minutes.  As the water in 
the dousing tank nears depletion, automatic switchover to low-pressure recovery injection will be 
initiated.  The coolant that is recovered from the sump is cooled by either of the recovery heat 
exchangers, and is re-injected into the primary circuit by the ECC pumps, in order to provide 
long-term makeup. 

For small breaks, ECC provides makeup to the broken loop in the long term, and to the intact 
loop, if required.  Thus, the ECC heat exchangers do not require RCW cooling for small breaks.  
ECC pump heat is assumed to be removed by local air coolers.  SGs provide decay heat removal 
for both intact and broken loops.  Upon the failure of ECC, the moderator is required to act as a 
heat sink for the broken loop, given that the HT loops are successful isolated from each other 
(CANDU 6). 

4.3.2.3 Event Tree 

The event headers that are used in the event tree are explained below (see Figure A-6). 

IE-SL:  Small Loss-of-Coolant Accident (Small LOCA) 

IE-SL represents the small loss of coolant accident IE.  A small break, especially an out-of-core 
break in the large diameter piping of the HT circuit that discharges coolant directly into 
containment, constitutes a small LOCA. 

RS:  Reactor Shutdown 

Following a small LOCA, a reactor shutdown will be initiated by SDS1/SDS2 on process trip 
parameters.  However, reactor setback/stepback may be initiated via the RRS on neutronic 
parameters, prior to shutdown occurring via SDS1 or SDS2. 

LI:  HT Loop Isolation 

Following a small LOCA and reactor shutdown, the HTS depressurizes.  Once the HTS pressure 
reaches 5.5 MPa (a), the intact and broken loops are isolated, due to the closure of heat transport 
loop isolation valves 3331-MV13 and -MV22 (feed and bleed system), 3335-MV1, -MV2, -MV3 
and -MV4 (purification system) and 3332-MV1 and -MV2 (pressuriser).  The main purpose of 
loop isolation is to conserve inventory in the intact loop. 
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CC:  Crash Cooldown of Steam Generators 

For small breaks, depressurisation is very slow.  The crash cooldown of SGs is an important 
function for small breaks, allowing for the injection of ECC.  The crash cooldown function opens 
up the required number of MSSVs, in order to depressurise the secondary side of the SGs.  HT 
pressure, in turn, follows the secondary pressure.  The crash cooldown of the SGs thus enables 
the fast depressurisation of the HT, in order to allow the timely injection of ECC for small 
breaks. 

ECC-D:  Emergency Core Cooling Signal and Equipment (HP/MP/LP Phase) 

Following a small LOCA, ECC injection occurs to the broken loop only, upon the initiation of 
the LOCA signal.  The LOCA signal, in addition to initiating the injection of ECC into the 
broken loop, also initiates the crash cooldown of the SGs.  This event represents the successful 
operation of high-pressure, medium-pressure, and the start of low-pressure ECC. 

ECC-LT:  Long Term ECC Working 

ECC has successfully started, and the ECC is required to function for its 3-month mission in the 
low-pressure ECC (LPECC) mode. 

FW:  Feed Water 

For small breaks, SGs provide decay heat removal for both intact and broken loops.  For the SGs 
to function as a heat sink, a continuous supply of feed water should be available. 

OEWS:  Operation Action to Start EWS 

Upon the total loss of feed water (main and auxiliary), operator action is required to initiate SG 
make-up from the EWS system. 

EWS: Start Emergency Water Supply 

Upon total loss of feedwater steam generator make-up is from the EWS system.  

MHS:  Moderator Heat Sink 

Following a small LOCA, ECC is initiated automatically, in order to function as a fully capable 
heat sink.  However, should a failure of ECC occur, the moderator is required to function as a 
heat sink for pressure tubes that contact the calandria tubes. 

4.3.3 Heat Transport Leaks Outside Containment 

The following IEs are considered for heat transport leaks outside containment: 

a) SG tube rupture/leaks, 

b) HT/RCW heat exchanger tube leaks, and 
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c) leaks that bypass containment, where crimping is the means to isolate the leak (see 
Section 4.3.3.3). 

Following a SG tube rupture/leak, the HT leaks into the feed water, and subsequently, the main 
steam.  For HT/RCW heat exchanger tube leaks, the HT leaks into the RCW.  There are two 
spectrometers that are provided to detect these leaks, one monitors the leakage of heavy water 
into main steam, and the other monitors the leakage of the HT into the RCW. 

The IE label for SG tube rupture/leaks is SGTR; for HT/RCW heat exchanger tube leaks, the 
label is LKHX. 

4.3.3.1 Event Sequence 

For SG tube rupture/leaks, the first indication of the event in the MCR is the “D2O in H2O (main 
steam)” alarm, whereas, for the heat exchanger tube leaks, the corresponding alarm will be “D2O 
in H2O (RCW)”. 

In either case, the above alarm will be accompanied by the absence of evidence of leakage into 
containment. 

A complete rupture of a SG tube would discharge heat transport inventory at the rate of about 
8 kg/s.  Therefore, a maximum discharge rate of 8 kg/s is assumed for the above IEs, for the 
purpose of examining plant response. 

For a HT leak rate of 8 kg/s for the above IEs, the D2O storage tank low-level alarm is estimated 
to initiate at 17 minutes, and the tank is estimated to empty at 58 minutes.  The pressuriser level 
starts to fall at 60 minutes.  Therefore, the operator has ample time and can be credited to take all 
the necessary actions within 30 minutes.  The necessary actions are as follows: 

a) Based on the leak of heavy water into main steam (or HT into RCW) alarm, identify the 
corresponding IE. 

b) Initiate reactor setback via the RRS. 

c) Isolate the affected SG/heat exchanger through a remote manual action from the control 
room. 

d) Initiate the controlled depressurisation and cooldown of the HTS.  Early action by the 
operator ensures that there is adequate inventory in the D2O storage tank and pressuriser for 
heat transport cooldown. 

e) Maintain Class IV power or Class III power via the DGs, in order to supply power to the 
equipment that is required for HTS cooldown. 

If the operator fails to take corrective actions, then ECC initiates automatically.  However, 
recirculation of the ECC is not possible in the long term, because ECC bypasses containment for 
these IEs. 
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4.3.3.2 Event Tree 

The SGTR event is more severe; when cooling down the HT, the opening of the CSDVs or 
atmospheric steam discharge valves (ASDVs) can release a small amount to atmosphere, 
whereas for the LKHX event, the release is into a closed-loop RCW system. 

IE-SGTR - Single Steam Generator Tube Rupture  

For the above ET, SGTR represents a rupture of 8 kg/sec. into the shell side of one of the SGs. 

OMRS1 - Operator Start Makeup (Isolate Bleed, and Start D2O Supply) and Shut Down Reactor 

Following the SG tube rupture, the operator is required to isolate the HT bleed, start D2O supply 
make-up to HT, and shut down the reactor within 30 minutes. 

MKUP1 - Bleed Isolated and D2O Supply Works 

HT bleed valves are closed, but the D2O supply to D2O feed pump suction works. 

RS - Reactor Shutdown (Manual/Auto) 

Following the SGTR event, the operator has time to initiate a reactor shutdown manually.  If the 
operator fails to shut down the reactor, then automatic shutdown will occur via low pressuriser 
levels. 

ECC-D - Dormant ECC Works 

Following the SGTR event, and if the operator fails to provide HT make-up, then a LOCA signal 
will occur (low HT pressure and HT low pressure sustained), thus starting HP and MP operation.  
Note that LPECC will not be effective, because there is no water in the reactor-building 
basement, which is why there is no ECC-LT in this event tree.   

See Section 4.3.2.3 for the description of headers LI, CC, FW, OEWS, EWS, MHS. 

4.3.3.3 Leak By-Passing Containment Where Crimping Isolates the Leak  

The failure at any location of any small pipe that is connected to the reactor main coolant system, 
where crimping is the accepted method of isolation, is one of the events in the CNSC 
Consultative Document C-6 Rev. 0 [4-7] for which the Class 1 reference dose limit must be met.  
There are only two systems that need to be considered for such a failure:  the heat transport D2O 
sampling system, and SDS2 (instrument lines for HT pressure measurements).   

Note that there are also instrument lines for other systems that are connected, directly or 
indirectly, to the HTS, e.g., SDS1, the HT purification system, and the SDCS.  However, the 
instruments (pressure transmitters) are located inside the containment; only the instrument 
signals are transmitted to the control room.  Hence, these lines are not considered, since they do 
not penetrate the containment. 
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The HT sampling lines exit the containment and enter the D2O vapour recovery room in the 
service building.  They then penetrate a service building internal wall to enter the D2O sampling 
room, where the heavy water sampling cabinets are located.  There are ten D2O sampling lines, 
for which crimping is credited as the isolation method, although there is a normally closed 
isolation valve on each line, located outside the RB.  The fluid in these lines is sub-cooled, since 
these lines are connected to the HT purification, gland seal cooling and HT D2O collection 
systems, and the D2O recovery tank.  Furthermore, the HT D2O collection systems and D2O 
recovery tank are operated at atmospheric pressure.  In addition to the crimping lines, there are 
another four D2O sampling lines, for which an automatic isolation valve inside the RB, and a 
manual valve outside the RB for each line provide the containment isolation. 

The SDS2 HT pressure measurement lines exit the containment and enter the EWS valve room  
in the service building, after which they penetrate a service building internal wall to enter the 
SDS2 instrument rooms.  There are 30 SDS2 HT pressure measurement lines, for which 
crimping is credited as the isolation method; the process isolation valves are located at the 
instrument panels in the SDS2 instrument rooms. 

4.3.4 Loss of Class IV Electrical Power Event Tree 

A total loss of Class IV power is defined as the loss of power to both 13.8 kV Class IV buses.  
This can be caused by the following occurrences: 

• the loss of the grid (two 345 kV lines), followed by a turbine generator trip; 

• a turbine generator trip, followed by the loss of the grid; 

• a reactor trip and the loss of the grid; and 

• the failure of both Class IV buses. 

Following the loss of the 345 kV lines and a turbine generator trip, the heat transport pumps and 
main feed water pumps trip.   

4.3.4.1 Event Sequence 

4.3.4.1.1 Reactor Trips 

Following a loss of Class IV power, the reactor power and reactor outlet header (ROH) pressure 
increase.  The RRS steps back the reactor to zero power within two seconds, when the ROH 
pressure reaches 10.34 MPa (a).  The ROH pressure continues to increase until SDS1 trips the 
reactor at 10.55 MPa (a), about three seconds into the event.  If SDS1 fails, then SDS2 trips the 
reactor within five seconds.   

4.3.4.1.2 Support Systems 

Upon a loss of Class IV power, the service water supplies, i.e., RSW and RCW, are interrupted.  
This interruption causes a low water pressure signal, which initiates load shedding of some RSW 
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and RCW loads, since only a reduced amount of cooling water is available on Class III power.  
Cooling is lost to the degasser condenser heat exchanger 3332-HX1 and vent condenser 
3332-CD2, due to service water load shedding.  Both the degasser condenser and vent condenser 
are expected to isolate upon high discharge temperature.   

All essential service water loads are supplied with cooling water, when Class III power is 
established following a loss of Class IV. 

Both instrument air compressors trip on a loss of Class IV power, but are automatically restarted 
within three minutes by the load sequencers, when Class III power is established.  Air receivers 
(storage tanks) that are located downstream of the compressors have sufficient storage capacity 
to supply the normal system demand for five minutes.  This ensures that the instrument air 
system can supply the turbine and service building requirements until Class III power is 
established.  The RB has its own storage tanks with a five-minute supply.  In addition, some 
devices, e.g., MSSVs, are equipped with local air tanks, which can supply air for up to one hour. 

4.3.4.1.3 Primary Heat Transport System 

Upon a loss of Class IV power, the four HT pumps trip, resulting in reduced primary coolant 
flow, and the main feed water (MFW) pumps trip, causing reduced heat removal from the 
coolant.  The temperature and pressure of the coolant increase rapidly.  When the ROH pressure 
reaches 10.03 MPa (a), the pressuriser steam bleed valves (PSBVs) open and discharge hot 
coolant to the degasser condenser, in an attempt to maintain coolant pressure control.  However, 
this is not sufficient to stop the increase in coolant pressure and the liquid relief valves (LRVs) 
and the pressuriser relief valves (PRVs) subsequently open at 10.34 MPa (a) and 10.95 MPa (a), 
respectively, relieving the HT system pressure. 

If one or more LRVs fail to re-close, then the degasser condenser is pressurised, and an 
equilibrium pressure with the HT system is achieved in about 10 seconds, provided that SDS1 
trips the reactor, and that the degasser condenser is isolated. 

If SDS1 fails to shut down the reactor, then SDS2 will trip the reactor at 11.72 MPa (a).  If SDS1 
functions, then the ROH pressure transient peaks below the degasser condenser relief valve 
setpoint, and the valves do not open.  However, if SDS1 does not operate and SDS2 is credited, 
then the pressure in the degasser condenser rises above the relief valve setpoint, and the relief 
valves open, discharging coolant on to the FM vault floor. 

A loss of coolant can occur via the degasser condenser to the D2O storage tank, or via the 
degasser condenser relief valves to containment.  If one or more LRVs fail to re-close following 
a HT system pressure transient, combined with a failure of the degasser condenser to isolate and 
its relief valves to re-close, then the rate of loss of coolant is beyond the capability of the D2O 
make-up system. 

Coolant can also be lost from the HT system if, following the ROH overpressure transient, the 
PSBVs open initially, but then fail to re-close once the transient is relieved.  In this case, 
inventory is transferred from the pressuriser to the degasser condenser, and the pressuriser is 



CONTROLLED 91-03660-AR-002   Page 4-37 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

slowly depressurised.  Heavy water (D2O) from the HT system flows into the pressuriser and the 
bleed control valves open to control the pressuriser level, thus creating another leakage path from 
the HT system to the D2O storage tank.  The event is terminated automatically when the HT 
system loops isolate upon low HT system pressure.  The operator can also terminate the event, 
by isolating the pressuriser, and by switching to solid mode control before the loops isolate.  
Under solid mode pressure control, the operator automatically maintains the HT system pressure 
at a pre-selected setpoint.   

It should be noted that for all the different ways of reactor shutdown following a total loss of 
Class IV power, some coolant is transferred from the HT system to the degasser condenser.  This 
transfer of HT inventory does not affect the thermosyphoning capability of the HT system. 

4.3.4.1.4 Heat Sinks 

Upon a loss of Class IV power, if all subsequent automatic actions are successful, then the core 
decay heat is transferred, via the HTS coolant in the thermosyphoning mode (i.e., by natural 
circulation), to the SGs.  The pressure in the SGs rises, due to a reduction in steam flow to the 
turbine, which is caused by the turbine trip.  Steam is discharged to the atmosphere via the 
ASDVs, and eventually, via the MSSVs.  Inventory in the SGs can provide decay heat removal 
for about one hour, and inventory in the deaerator can provide an additional six hours of decay 
heat removal.  The auxiliary feed water pump is working. 

The primary heat sink following a loss of Class IV power is the SGs, with the secondary side at 
near normal pressure and temperature conditions.  Feed water is temporarily interrupted when 
the MFW pumps trip, but is restored when Class III power is established and the auxiliary feed 
water pump (AFW) is operating.   

If high-pressure feed water (from the AFW) is not available, then decay heat can be transferred 
from the coolant to the service water via the SDCS, functioning in the abnormal mode.  The 
SDCS is only effective if the HT system is full.  This assumes that the D2O feed pump starts 
when Class III power is established, and it provides make-up to the HT system to compensate for 
shrinkage.  Operator action is required to initiate shutdown cooling. 

If high-pressure feed water is lost (MFW and AFW) and the operator fails to take corrective 
action, then the secondary side of the SGs will be automatically depressurised via the MSSVs, 
upon a low SG level signal (auto-depressurisation).  Low-pressure make-up (LPMU) from the 
dousing tank is then available to the SGs for over 24 hours.   

4.3.4.2 Event Tree 

The headings of the ET for the total loss of Class IV power (IE-CL4) are shown below: 

RS:  Reactor Shutdown 

The reactor can be shutdown by SDS1 or SDS2 by 

• SDS1:  High HT System Pressure 
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• SDS2:  High HT System Pressure 

For the RRS, “high HT system pressure” is a stepback parameter, but the RRS is not effective for 
the fresh fuel. 

CLPRV:  Consequential LOCA 

Following the loss of Class IV power, the HT pumps and MFW pumps trip, decreasing the heat 
removal from the HT system.  As the HT system pressure increases, the PSBVs reach their 
setpoint at 10.03 MPa (a) and they open.  Subsequently, the LRVs and PRVs open at 10.34 MPa 
(a) and 10.95 MPa (a), respectively, in order to relieve the HT system pressure. 

Once the reactor trips, the HT system (HTS) pressure decreases and LRVs, PRVs and PSBVs are 
expected to re-close.  If any pressure relief valve fails to close, and the degasser condenser is not 
isolated, then the HTS inventory will be lost via the D2O storage tank 3333-TK1. 

SGPR:  Steam Generator Pressure Relief Fails 

For the SG pressure relief, there are twelve CSDVs, four ASDVs and sixteen MSSVs.  The 
CSDVs and ASDVs open under the control of the Boiler Pressure Control (BPC) (also known as 
SG pressure control) program.  Each MSSV is a spring-loaded relief valve, which opens at about 
5.01 to 5.14 MPa(g), depending on the setpoint pressure.  Each MSSV has an additional 
operating mechanism, i.e., a solenoid-operated, pneumatic actuator for automatic 
(auto-depressurisation) or manual control by the operator from the MCR.  The probability that 
the SG pressure will not be relieved is very low.  This sequence will not be developed further. 

R60E4:  Class IV Power Restored in One Hour 

Upon the loss of Class III and Class IV power, the grid may be restored within one hour. 

OEP:  Operator 

Once the grid is restored, the operator can restore power to the plant. 

AFW:  Loss of Auxiliary Feed Water Supply 

Following the loss of Class IV power, the MFW pumps trip.  If the even Class III bus is restored 
via the even standby DG, then the AFW pump will start automatically.  If only the odd Class III 
bus is restored, then the operator may interconnect both Class III buses and start the AFW pump. 

ESC:  End Shield Cooling 

If end-shield cooling is lost, then HTS cooldown must be initiated.  Otherwise, end-shield 
integrity may be challenged. 

OBPCC:  Operator Initiates BPC Cooldown 

Once feed water is restored, the operator initiates HTS cooldown.  If the condensate system is 
working, then the plant can remain stable as long as feed water is available, and operator action 
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may not be required.  If the condensate system does not work, then the operator initiates the BPC 
cooldown and transfers the operation to the normal shutdown cooling operation. 

In the case of a loss of end-shield cooling, the operator will initiate the HTS cooldown to prevent 
end-shield tubesheet deformation.  In this ETA, it is simply and conservatively assumed that the 
operator has to initiate the HTS cooldown within four hours after the loss of end-shield cooling. 

CND:  Condensate System 

As long as the condensate system supplies water to the deaerator, the feed water pump can 
supply feed water to the SGs, and the plant remains stable.  In the case of a loss of Class IV 
power, the condenser becomes unavailable and the main condensate extraction pumps are 
tripped.  The auxiliary condensate extraction pump can be used to supply water from the 
condenser hot well to the deaerator, if the odd Class III bus is restored.  The water in the 
condenser hot well can be made up automatically from the feed water reserve tank and two 
demineralised water tanks.  These tanks will have a sufficient inventory for 24 hours of decay 
heat removal, if the inventory is combined with the initial inventory of the deaerator and 
condenser hot well. 

OSDC and SDC:  Shutdown Cooling System 

Two modes of shutdown cooling (SDC) are considered.  One mode is the normal SDC mode, 
which occurs after the BPC cooldown is complete.  The operator must initiate SDC.  The other 
mode is the abnormal SDC mode, which can be used in the case where feed water is unavailable.  
This mode requires the use of two SDC pumps.  If only one Class III bus is restored, then the 
abnormal mode of SDC operation cannot be used, since only one SDC pump is available.  In this 
case, the interconnection of both Class III buses is required.   

OEWS and EWS:  Emergency Water Supply for SGs 

When both feedwater and SDC systems are unavailable, emergency SG makeup from the 
emergency water supply can be used.  In the short term, SG makeup is supplied by gravity from 
the dousing tank.  In the long term, two motor driven pumps, in emergency water supply pump 
house (powered by emergency power supply), supply cooling water from onsite water reservoir.   

Emergency SG makeup can be supplied from the dousing tank when SG pressure becomes 
345 kPa(g), by opening 3461-PV7/107 and PV41/141.   

The steam generator depressurization can be done by opening MSSVs, which are opened either 
by auto depressurization or by manual.  To open MSSVs manually, hand switches, one for each 
group of MSSV (16) are provided on the emergency core cooling (ECC) control panel in the 
main control room.  Additional hand switches, one for each group of MSSV, are provided in the 
SCA to open manually when required.   

Auto Depressurization of SGs quickly reduce SG pressure so that SG makeup water is possible 
by gravity feed from dousing tank via 3461-PV7/107 and PV41/141.  When SGs remain below 
low level setpoint (-2.6 m) for 20 minutes and the FW header pressure is below 4.93 MPa(g), 
8 MSSVs would open automatically and SG pressure decreases rapidly.   
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3461-PV7/107 and PV41/141 will open automatically when the SGs is depressurized to 
345 kPa(g) in more than one SG, if the valves have not been blocked, provided the reactor 
building pressure is also below 3.45 kPa(g).   

A manual Normal-Override two position switch 63461-HS-1H is located on 66110-PL1 panel in 
the main control room.  In its Override mode, 63461-PV7/107 and PV41/141 are kept closed.  
This is provided for preventing the inadvertent opening of these valves during the normal 
start-up and cooldown.  If the 3461-PV7/107 and PV41/141 have been blocked, the operator has 
to turn the hand switch 63461-HS-1H to Normal position and reset the system in the main 
control room.  Hand switches 63461-HS-7 and HS-41 are located on EWS panel in the secondary 
control area (SCA) to control 3461-PV7/107 and PV41/141 manually.  The operator will control 
steam generator level by controlling 3461-PV7/107 and PV41/141 manually, which can be done 
in the SCA.   

EWS valves 3461-PV7/107 and PV41/141 would be blocked by the operator during the SDC 
operation (after opening SDC valves), based on the operating procedures.  In the case of the 
EWS valves blocked, if the auto depressurization occurs, SG depressurization would be initiated 
by the auto depressurization signal.  But, dousing tank water would not be injected because 
3461-PV7/107 and PV41/141 have been blocked.   

If the feedwater supply continues, the operator is expected to initiate the BPCC cooldown.  Then, 
EWS valves would be blocked.  In the case that the BPCC cooldown is complete, but condensate 
system is not operable and shutdown-cooling operation fails, the operator is expected to initiate 
the EWS (steam generator makeup from the dousing tank) manually (case EWS1).  If BPCC 
cooldown is completed, i.e., feedwater supply succeeds, SG pressure remains at about 
345 kPa(g), which is near EWS injection pressure.  For this case, further SG depressurization can 
be accomplished by opening any steam dump valves such as MSSVs, ASDVs or CSDVs.  In the 
case that feedwater system is working, but the condensate system is not operable and the 
operator does nothing, the feedwater supply stops eventually and the EWS would be initiated 
automatically (case EWS3).   

When feedwater fails, the operator is expected to initiate the abnormal mode of shutdown 
cooling operation.  If the abnormal mode of shutdown cooling operation fails, then the operator 
is expected to initiate the EWS.  If the operator recognizes the situation, the EWS would be 
initiated manually or automatically (case EWS1).  If the operator does nothing, the EWS might 
be initiated automatically if the EWS valves are not blocked (case EWS3).  The EWS valves 
may have been blocked for the following sequence: 

- Shutdown cooling operation starts and runs for a while, so the operator blocks the EWS 
valves, but the shutdown cooling operation fails to run.   

If dousing tank water is nearly depleted, the operator will initiate pumped EWS for the long-term 
decay heat removal.  The dousing tank has at least 24 hours (for about 3 days) of inventory for 
decay heat removal.   
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4.3.4.3 Assumptions 

4.3.4.3.1 Modelling Assumptions 

a) The sequence for the loss of inventory due to the failure of an LRV or PRV to re-close, and 
the failure of degasser condenser isolation, is expected to be a low frequency event and not 
need to be modelled in this event sequence. 

b) If the ASDVs, CSDVs, and MSSVs do not open, then the steam cannot be relieved, so the 
SG pressure continues to increase.  The failure of all steam relief valves to open may result in 
a break in the main steam line, but the probability of this is expected to be very low.  The 
sequence does not need to be developed further. 

c) Only the CSDVs and ASDVs are considered for steam relief during the BPC cooldown 
operation.  In a real situation, there is another means for steam removal, i.e., the MSSVs.  If 
the CSDVs and ASDVs are not available, then the operator opens the MSSVs from the MCR 
to control SG pressure.  If the MSSVs are modelled in the event tree, then it will make the 
event tree very complex.  In any case, the effect on the PDS frequency is expected to be very 
small, because the unavailability of the AFW train is expected to be much higher than the 
unavailability of the steam removal function, even though the MSSVs are not credited. 

4.3.4.3.2 System Assumptions 

a) Following the loss of feed water, if the LRVs and PRVs fail to open, then the HTS pressure 
rises.  However, this rise is not expected to challenge the integrity of the HTS.  The sequence 
does not need to be developed further. 

b) If both heat transport pumps are not operable within a HTS loop, then thermosyphoning 
capability is credited only when both SGs in the loop act as the heat sink. 

c) The dousing tank has sufficient inventory for more than 24 hours of decay heat removal. 

4.3.4.3.3 Operational Assumptions 

EWS valves 3461-PV7 and PV41 are assumed to be blocked by the operator for the following 
cases: 

• before starting the BPC cooldown, when BPC cooldown is required, or 

• after the SDC valves are opened and service water flow to the SDC heat exchangers is 
established, when SDC operation is required. 

For the sequence in which the AFW fails, the possibility that the EWS valves are blocked is 
considered in the fault tree analysis.  The EWS valves can be blocked for the following 
sequence:  the AFW starts successfully, the operator blocks the EWS valves and initiates BPC 
cooldown, and the AFW fails subsequently. 
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4.4 System Reliability Analysis 

Systems were modelled to the component level, including process, control and instrumentation 
equipment.  System modelling included the use of running and starting failure rates, and test 
intervals.  The functional modularisation technique was used, because of the detailed fault trees.  
This technique reduced the evaluation time for the large fault tree models and the cutset results.  
Fault trees (the majority of which were modularised) were developed for twenty-five mitigating 
systems (front-line and support systems).  Six of these systems were support systems - 
instrument, service water, and Class I, II, III and IV power.  By merging the support systems 
with front-line systems, fault trees were generated with over 1900 intermediate gates and 2600 
basic events for some systems.  Some sequences were identical except for the IE; these were 
solved once only and were pro-rated for the various IE frequencies.  Sensitivity, uncertainty, and 
importance analyses were performed using the Data Systems & Solutions (DS&S) CAFTA 
evaluation software.  In addition, a number of programs were developed in-house to assist in the 
ASQ and recovery analysis.  A 24 hour mission time was used in this analysis for most systems.  
The mission time for ECC was 1 month (see Appendix C). 

A generic CANDU reliability database was used for the calculation of frequencies and 
probabilities of component failures.   

In some cases, post-IE operator actions were modelled in the fault trees.  Some examples include 
(1) interconnecting the Class III odd and even 4.16 kV buses to restore AFW to the SGs, (2) 
moving transfer switches to 480 V Class III power, and (3) manually transferring from the unit 
service transformer (UST) to the system service transformer (SST). 

Fault trees are not presented in this analysis, since they are very detailed and consist of large 
amounts of documentation. 

For the GPSA, the desktop computer-based package of fault tree analysis codes called CAFTA 
[4-4] is used to construct, evaluate and quantify the fault trees.  A companion code to CAFTA, 
called SAILPLOT, is used to draw the fault trees [4-5].  CSRAM is used to calculate the IE 
frequencies. 

4.5 Accident Sequence Quantification 

4.5.1 Overview 

Accident sequence quantification is the process of quantifying the endpoint frequency of the 
plant success or damage states, and of determining the minimal cutsets.  A minimal cutset is a 
combination of faults that represents the minimum number of basic faults that are necessary for 
the event to occur.   

The objective is to merge the fault trees for all the decision branch points that lead to the accident 
sequence under study.  The frequency estimate for the sequence takes into account any modelled 
failures that are common between systems.  ASQ yields an estimate of the frequency of releases 
into containment for individual accident sequences, by solving the ET top logic and system fault 
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trees.  Frequencies of cutsets that result in SCD are summed to obtain the overall or summed 
CDF of the plant. 

ASQ is performed on ETs.  For some cases, the plant response to different IEs was the same; 
therefore, only one ET was developed and quantified.  The other remaining IEs (with some plant 
responses) were pro-rated.  In other cases, IEs were grouped as one event and solved. 

ETs were solved by merging the fault trees for the various front-line mitigating systems, and in 
turn, by merging these systems with their associated support systems fault trees. 

Recovery analysis was performed for all accident sequences that had frequencies greater than 
1.0×10-9 events /year, for plant damage states PDS1 and PDS2. 

4.5.2 Methodology 

4.5.2.1 General 

The objective of ASQ is to provide an evaluation of the impact and contribution of individual 
accident sequences to the frequency of PDSs.  This objective will be met by the straightforward 
solution of the ET top logic and system fault trees.   

The first step in the quantification process is to link together the many logic models that make up 
an accident sequence.  These include the front-line systems, support systems, top logic, sequence 
logic and flag logic.  Once these logic models are linked and flags are set to ‘TRUE’ or 
‘FALSE’, the models are formatted for the cutset generation code.  After the cutsets are 
generated, they are processed, in order to remove mutually exclusive events and cutsets that 
violate success criteria of the accident sequence.   

The PRAQUANT code and CAFTA code are used for ASQ.  The ET is constructed using 
ETA-II, and each system fault tree is developed using the CAFTA fault tree editor.  The 
supporting logic for each accident sequence that is generated in the ET is also constructed for the 
fault tree format using the CAFTA fault tree editor.  Once all the fault trees are generated, they 
are all merged into one large fault tree using the fault tree editor.  The CAFTA fault tree editor 
generates an input file for the cutset generator, for each accident sequence.  The cutsets for each 
accident sequence are generated using the CAFTA cutset generator.  The cutsets of success logic 
and mutually exclusive events are deleted by using the PRAQUANT code [4-6].   

Before accident sequence cutsets can be generated, several preliminary tasks must be performed.  
Each of these tasks is described below.   

Generate and Review Front-Line System Cut Sets.  The front-line system models, along with the 
required support system logic, should be evaluated and cutsets should be ranked by probability.  
Although the probability data may contain conservative values, they should not contain many 
failed events.  Once the cutsets are generated, they need to be reviewed by the system analyst.  In 
addition to checking the model probability, the analyst needs to review the support system 
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interface, identify mutually exclusive events, and identify and define any flags that are included 
in the model.   

Build Accident Sequence Logic Files.  The sequences that are to be evaluated will need to be 
coded into fault tree logic.  The failure branches and the IE are “AND”ed, and the success 
branches are “OR”ed.  In order to “AND” the failure branches, the logic loop between the 
supporting systems should be solved.   

During the process of converting from the ETs, some changes are made, to make them consistent 
with the fault tree systems.  In some cases, flags were added, e.g., to the RRS, to toggle setback 
and stepback.  In other cases, logic was added to join systems together, e.g., SDS1, SDS2 and 
RRS were “ANDED” together to create the reactor shutdown (RS) condition.   

When all the fault trees were completed and the circular logic was solved, these files were 
merged together into one large file (.CAF), with associated files (.BE and .GT).  These files were 
the basis for solving the various ASQ sequences.  All the mitigating systems that are needed to 
perform the ASQ calculations are found in these files.   

The success branch logic is used to remove cutsets that violate the success criteria of the 
sequence.  Only those success systems that have events in common with failed systems need to 
be included in the success sequence logic.  The determinations of the sequences that are to be 
evaluated, along with the logic for these sequences, comprise the accident sequence and system 
analysis tasks.   

Build Flag File.  Some of the system models may contain flags that will be set to true or false, 
depending on the IE(s) and/or sequence(s) that are being quantified.  The flags are similar to 
conditioning events, and can be toggled on or off (by setting the flag to ‘TRUE’ {1} or ‘FALSE’ 
{0}) during the integration process.  The purpose of the flags is to modify the existing mitigating 
fault trees to suit specific accident sequences.  Depending on the IE and the plant response, 
certain equipment may not be available.  Therefore, this equipment cannot be credited in the 
particular accident sequence, whereas in other sequences it can be credited.   

To illustrate this functionality, a basic event A can be credited, according to the flag state, as in 
the following example: 

a) A OR flag  = A (if flag is set to ‘FALSE’, then flag disappears) or  
 = ‘TRUE’ {1} (if flag is set to ‘TRUE’, then A disappears). 

b) A AND flag = A (if flag is set to ‘TRUE’) or 
  = ‘FALSE’ {0} (if flag is set to ‘FALSE’).   

For each ET that is analysed, there will be a file, which includes all the flags that are pertinent to 
that ET.  The flags will be set to true or false in the file, depending on the accident sequences.  
Each ET will have its own flag filename, if it is different than the standard case (the standard 
case will have a default with appropriate flags).   

Build Mutually Exclusive Events File.  Two events that cannot occur simultaneously may often 
appear in an accident sequence cutset.  For example, IEs are assumed to be mutually exclusive, 
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as well as maintenance events on separate trains of the same system.  These cutsets could be 
removed through the use of NOT logic, but this introduces a significant amount of additional 
work on the part of the cutset generation codes.  It is easier and less time-consuming to remove 
these cutsets from the cutset results, by using the mutually exclusive event files.  The 
PRAQUANT code provides the function to delete the mutually exclusive events from the 
generated cutset.   

Since it is expected that the frequencies of sequences that cause the “beyond design basis status” 
are 1.0×10-6/year or less, the truncation limit of 1.0×10-10 is selected for ASQ.  This limit is used 
for all sequences, in order to ensure that all significant contributors to the sequence are included 
in the generated cutsets, but on the other hand, to limit the number of cutsets to a manageable 
number.  After the minimum number of cutsets for the sequences that result in the PDS are 
obtained, recovery analysis is performed. 

Plant damage frequencies and their probability distributions are then evaluated in the uncertainty 
analysis, using the recovered minimal cutsets. 

4.5.2.2 Logic Loops 

Logic loops exist among supporting system fault trees, due to the circular logic feedback 
mechanism.  Any such logic loops should be identified and removed in the support system fault 
tree development, since it is not possible to quantify Boolean expressions that contain logic 
loops.  The method adopted to break the logic loops among the support system fault trees is 
similar to that documented in NUREG/CR-2728 [4-2]. 

4.5.2.3 Recovery Analysis 

Recovery analysis is performed on all cutsets with a frequency greater than 1×10-9 events/year 
(see Table C-3 in Appendix C). 

4.6 Results and Discussion 

The system reliability analysis of the EWS is presented in Appendix B.  The fault tree analysis 
included the evaluation of CCF with the Unified Partial Method as described in [4-1].  Several 
other systems were also evaluated with CCF as part of the GPSA.  The dominant accident 
sequences for CANDU 6 internal events analysis are presented in Appendix C. 

The sequence frequency estimates were obtained by reviewing the accident sequence cutsets 
from experience with previous PSA studies.  These estimates should be taken as conservative 
and approximate only.  In some cases, the frequencies will be further reduced by additional 
recovery analysis.   

Further thermalhydraulic and stress analysis needs to be performed for the CANDU 6 system, in 
order to demonstrate that more than 8 hours of operator action time is available for recovery 
from end-shield cooling failure events.  This additional available recovery time would allow a 
very high operator recovery action reliability, and would result in about a 10% optimized SCDF. 
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The following additional insight has been gained from the preliminary internal events 
assessment: 

• For loss of Class IV power, loss of SG and upon the failure of AFW, it may be possible to 
credit the interconnection of the Class III buses to start SDC in the abnormal mode.  The 
procedure in this scenario addresses the required control room response to a failure to start 
either or both standby generators.  If only SG 02 is unavailable and the motor driven 
auxiliary feedwater pump is required, bus interconnection is identified to provide a power 
supply to bus F from bus E.  If feedwater is unavailable, bus interconnection is necessary to 
provide power to buses E and F prior to introducing shutdown cooling.  The addition of the 
interconnection logic to the SDC fault tree would provide a small ASQ benefit. 

4.7 CANDU 6 Internal Events Summary 

This preliminary assessment addresses the impact of the following on the internal event results: 

• redundancy to the Steam Generators, 

• recovery from end-shield cooling system failures, 

• addition of CCF to selected  specific systems, and  

• post-accident operator execution errors. 
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Table 4-1 
Grouping of PSA Events 

Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Increase in heat generation due to 
loss of reactivity control (Reactor 
Operating) 
Logic diagram, Figure 3. 

1 
 

2 
 

3 

Draining of all liquid zones. 
 
Bulk flux measurement fails. 
 
Withdrawal of all adjuster rods. 

• Events #1, 2 and 3 are contributors to a 
bulk loss of regulation and can thus be 
grouped into a single event called Bulk 
Core Power Excursion. 

• Bulk Core Power Excursion 
(reactor operating at full power)** 
(1) 

 4 
 

5 
 

6 

Local flux measurement fails. 
 
Withdrawal of some adjuster rods. 
 
Draining of some liquid zones. 

• Events #4, 5 and 6 can be grouped into a 
single event called Regional Core Power 
Excursion. 
Frequency is calculated from CANDU 
operating experience 

• Regional Core Power Excursion 
(reactor operating at full power)** 
(2) 

The above events are grouped into a 
single event called Loss of Regulation.  
Event tree analysis is performed for 
Loss of Regulation with Reactor 
Operating At Full Power and Loss of 
Regulation with Reactor Shutdown. 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Inventory Control 
Failures (Reactor Operating) 
Logic diagram, Figures 4 & 5. 

7 
 
 

8 
 
 

9 
 
 

10 
 

Single SG tube rupture/ SG tube 
leaks 
 
HTS leaks into re-circulating cooling 
water. 
 
Pressure tube leaks causing annulus 
gas pressurisation 
 
End-fitting leaks (inside/outside of 
the annulus gas system). 

• Events #7 through 14 can be grouped into 
a single event called HTS Leaks.  For 
these events, the loss of inventory can be 
made up by the D2O feed pumps.  This 
assumes that the rupture is not in the 
interfacing piping with the D2O feed 
system.  Frequency quantification of the 
leak events is established by operating 
experience/judgement. 

• HTS Leaks: 
• Leaks not involving containment 

bypass ** (3a) 
• Leaks involving containment 

bypass (HTS leaks into RCW)** 
(3b) 
 

 11 
 

12 
 

13 
 
 

14 

Heat transport pump seal failures. 
 
Instrument tube rupture. 
 
Rupture in HTS piping interfacing 
with feed/bleed/ purification systems.
 
HTS leaks. 

• SG tube rupture/leaks event #7 frequency 
is assessed based on PRA studies carried 
out in the US/ Canada.  Frequency of the 
leak event is generally established based 
on plant operating experience.  A separate 
ET analysis will be carried out to analyse 
plant response following this event.  This 
will help in examining the containment 
bypass consequences and adequacy of the 
steam isolation system. 

• Following end-fitting leaks outside of 
annulus gas system, discharge goes 
directly into containment.  Thus, this 
event can be grouped into (3a) 

• SG tube rupture** (3c1) 
• SG tube leaks** (3c2) 
• Pressure tube/end-fitting leaks into 

the annulus gas system*** (3d) 
•  

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Inventory Control 
Failures (Reactor Operating) 
Logic diagram, Figures 4 & 5 
(cont’d) 

15 
 
 

16 

Blowback from HTS into MPECC 
system 
 
Breaks in large piping (headers) 

• Events #15 and 16 are contributors to the 
Large LOCA.  This is intended to include 
all breaks, which results in a discharge 
that is greater than the rupture of the 
largest feeder. 

• Large LOCA: 
• Large LOCA (Blowback from 

HTS to MPECC)* (4a) 
This is a containment bypass event.  
ET analysis is not required since the 
frequency of the interfacing LOCA is 
very low (< 10-6 events per year). 
 
• Large LOCA** (4b) 

(not involving containment 
bypass) 

 17 
 

18 
 

19 
 

Multiple SG tube rupture 
 
Pressure tube rupture 
 
Breaks in small piping (feeders) 
 

• All LOCA events that result in the loss of 
inventory—within the largest size feeder 
break discharge but beyond the make-up 
capacity of the D2O feed pumps—can be 
classified as small LOCA events.  This 
classification will include events #17 
through 24. 

• Small LOCA. 
• Multiple SG tube rupture** (5a) 
 
This is a containment bypass event.  
ET analysis is required, as the 
expected frequency of this event is 
>10-6 events per year. 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 



CONTROLLED 91-03660-AR-002   Page 4-50 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Inventory Control 
Failures (Reactor Operating) 
Logic diagram, Figures 4 & 5 
(cont’d) 

20 Pressure tube and calandria tube 
rupture 

• Multiple SG tube rupture event #17 
frequency is assessed based on 
Darlington PSA. 

• Pressure tube rupture** (5b) 
• Feeder break (inlet/outlet 

guillotine break)** (5c1)  
• Feeder stagnation break ** (5c2) 

   • Pressure tube rupture event #18 will 
cause discharge only into the annulus gas 
system.  However, pressure tube rupture 
event has a potential to damage the 
calandria tube. 

Separate ET analyses will be carried 
out to assess consequences following 
feeder break and feeder stagnation 
break events. 

   • In general, the plant response following a 
break in the feeder event #19 is very 
similar to that resulting from a small 
break in either the RIH or ROH.  In other 
words, the plant response is similar to a 
break anywhere in the HTS resulting in a 
discharge into the containment. 

• Pressure tube and calandria tube 
rupture** (5d) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Inventory Control 
Failures (Reactor Operating) 
Logic diagram, Figures 4 & 5 
(cont’d) 

20 
cont’d 

 • However, for a particular range of inlet 
feeder break sizes, the fuel in the 
downstream channel can be significantly 
affected.  Stagnation breaks have a 
potential to rupture pressure tubes and 
calandria tubes.  Thus, plant response 
following a feeder stagnation break is 
different, and this event needs to be 
examined separately.  For purpose of 
analysis, it is assumed that pressure tube 
and calandria tube ruptures following 
feeder stagnation break. 

• Pressure tube rupture combined with 
calandria tube rupture event #20 is a 
scenario involving HTS discharging into 
the moderator.   

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Inventory Control 
Failures (Reactor Operating) 
Logic diagram, Figures 4 & 5 
(cont’d) 

21 
 

End-fitting break  • Following an end-fitting failure, affected 
channel becomes empty, which is a 
substantial diverter of ECC flow.  
Consequences of this event may be a lot 
more serious than a feeder size break.  
Thus, a separate ET analysis is required 
to predict plant response following this 
event. 

• End-fitting break (outside the 
annulus gas system)** (5e) 

 22 Loss of coolant due to failure of FM 
on Reactor (for subset events, see 
logic diagram Figure 10) 

• The same results for event #21can be 
applied to event #22, for which the 
maximum discharge will be less than or 
same as for the end-fitting failure event.  
Thus, no separate ET analysis is required 
for event #22, and is considered bounded 
by event #21. 

• Loss of coolant due to failure of 
FM on reactor (FM-induced 
end-fitting break event #92)* (5f) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Inventory Control 
Failures (Reactor Operating) 
Logic diagram, Figures 4 & 5 
(cont’d) 

23 Loss of gland seal cooling to all heat 
transport pumps 

• On loss of gland seal cooling to all heat 
transport pumps, glands are cooled by 
heavy water ejected from within the 
pumps.   

• The back-up gland seal flow provided by 
the HTS pumps is sufficient for seal 
cooling, as long as RCW is available for 
cooling of this gland flow.  Pumps can 
run indefinitely under these conditions.  It 
is recommended, however, that they be 
shut down after 24 hours to safeguard 
against impure coolant getting into the 
seals.  Therefore, this event does not 
require detailed assessment. 

• From point of view of HTS response, the 
consequences of this event can be derived 
from feeder break event #5c1. 

• Loss of gland seal cooling to all 
heat transport pumps* (5g) 

(Contributions due to loss of D2O feed 
and RCW will be added) 
• End-state frequency of this event 

can be derived from grouped event 
#5c1. 

   • Effects of loss of RCW on the heat 
transport pumps are considered separately 
under support system failures.  However, 
effects of loss of gland seal cooling flow 
and RCW will be examined in detail in a 
PSA study, if the combined frequency is 
> 10-6 per year. 

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Inventory Control 
Failures (Reactor Operating) 
Logic diagram, Figures 4 & 5 
(cont’d) 

24 Break in the piping upstream of 
pressuriser relief valves/steam bleed 
valves 

• A separate ET analysis is required for 
event #24; break in the piping upstream 
of pressuriser relief valves/steam bleed 
valves.  Plant response for this event is 
different from the other leak events.  
Initially, the steam discharge will lead to 
depressurisation of the pressurizer, until 
the pressuriser pressure reaches the 
saturation pressure corresponding to the 
HTS temperature. 

• Break in piping upstream of 
pressuriser relief valves/steam 
bleed valves** (5h) 

    The event will terminate if loop isolation 
occurs following a reactor trip.  To 
determine what trips the reactor, a 
separate trip coverage analysis is 
necessary for this event. 

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Pressure Control 
Failures - Low (Reactor 
Operating) 
Logic diagram, Figures 4 
 

25 
 
 
 

26 
 
 
 
 
 
 
 

27 
 

28 
 
 
 

29 
 

30 

Pressuriser relief valves fail open. 
 
 
 
Pressuriser steam bleed valves fail 
open. 
 
 
 
 
 
 
Heat transport LRVs fail open. 
 
D2O feed valves fail closed and bleed 
valves fail open. 
 
 
Pressuriser spray on spuriously. 
 
Loss of D2O feed. 

• ET analysis for events #25 and 27 will be 
carried out since these events have a 
potential to cause a LOCA with different 
plant responses. 

• No separate ET analysis is required to be 
carried out for event #26.  ET analysis for 
event 26 will be the same as for #25. 
 
Frequency quantification of event #25 
will be carried out by fault tree analysis.  
Contribution of event #26 will be added 
to this fault tree. 

 
 
• Events #28 through 30 can be grouped 

into a single event called HTS Pressure 
Control Failure Low. 
 
Frequency quantification of event –called 
HTS Pressure Control Failure Low, by 
fault tree analysis will include 
contributions from events #28 through 
30. 

• Pressuriser Relief/Steam Bleed 
Valves Fail Open**   (6) 
 

 
 
 
 
 
 
 
 
• Heat Transport Liquid Relief 

Valves Fail Open**   (7) 
 
 
 
• HTS Pressure Control Failure 

Low* (8) 
 

(Separate ET analysis is not required.  
End state frequencies of this event will 
be derived from the analysis results of 
grouped event #6 or 7). 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Heat Transport Pressure Control 
Failure - High (Reactor 
Operating) Logic diagram,  
Figure 4 (cont’d) 

31 
 

32 
 
 
 

33 

Pressuriser heaters on spuriously. 
 
D2O bleed valves/downstream 
pneumatic valve fails closed and feed 
valves fail open. 
 
Standby D2O feed pump starts 
spuriously. 

• Events #31 through 33 can be grouped 
into a single event called HTS Pressure 
Control Failure - High.  Plant response 
for this event is similar to that of a loss of 
Class IV power event.  These events are 
contributors to high HTS pressure only if 
the steam bleed and D2O feed and bleed 
valves, respectively, fail to control 
pressure. 

 Frequency quantification of this event by 
fault tree analysis will include 
contributions from failure of the Heat 
Transport Control program and events 
#31 through 33. 

• HTS Pressure Control Failure - 
High *(9) 

• Separate ET analysis is not 
required for this event.  (End state 
frequency can be derived from the 
analysis results of loss of Class IV 
power, grouped event (55). 

Heat Transport Control Flow 
Impairments (Reactor Operating) 
Logic diagram Figure 6 

34 
 

35 
 

36 
 
 

37 
 
 
 

38 

Minor flow blockage. 
 
Severe flow blockage. 
 
Partial loss of pumped flow (one heat 
transport pump trips). 
 
Partial loss of pumped flow (bearing 
seizure/failure of all seals in one heat 
transport pump). 
 
Total loss of pumped flow. 

• Bounding consequences of events #34 
and 35 are the same as grouped event 
#5c2, i.e., a pressure tube and calandria 
tube rupture due to feeder stagnation 
break. 

• Partial loss of pumped flow events #36 
and 37 can be grouped together into one 
event for purposes of ET analysis. 

• Total loss of pumped flow (event #38) 
can typically be due to loss of Class IV 
power/loss of service water. 

• Partial loss of pumped flow (one 
heat transport pump trips/bearing 
seizure/seal failures)** (10) 

• Total Loss of Pumped Flow** (11) 
 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Impairment of SG Heat Sink 
(Reactor Operating) 
Logic diagram, Figure 7 
 
Loss of Feed Water 

39 
 
 

40 
 
 

41 
 
 

42 
 
 
 
 

43 
 
 

Main and auxiliary feed water pumps 
fail. 
 
SG level control valves failure.  
(Feedwater regulating valves fail) 
 
Feed water line break inside RB 
(potential for RB flooding). 
 
Feed water line breaks outside RB, 
i.e., inside TB (potential for TB 
flooding in FW pump area) and 
inside Column L to N. 
 
Feed water line break outside RB, 
i.e., inside TB (potential for TB 
flooding) and outside Column L to N.

• Events #39 through 44 are contributors to 
loss of feed water flow.  However, they 
can be divided into the following 
sub-categories to the right: 
 

• Events #39 and 40 lead to total loss of 
feed water to all SGs. 

• Loss Of Feed Water Due To 
Failure Of Pumps/valves ** (12) 

Boiler level control program is dual 
computer controlled.  Contributions 
from event #60e will be added to the 
above event to obtain the frequency of 
loss of feed water. 
• Loss of Feed Water Due to 

Feedwater Line Breaks Upstream 
of SG Check Valve in the RB 
(Potential for RB flooding)** (13) 

• Loss of Feed Water Due to Feed 
Water Line Breaks Downstream of 
SG Check Valve in the RB 
(potential for RB flooding)** (14) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Initial List of 
Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Impairment of SG Heat Sink 
(Reactor Operating) 
Logic diagram, Figure 7 (cont’d) 
 
Loss of Feed Water (cont’d) 

44 Boiler blowdown line break 
(potential for RB and SB Flooding). 
 

• Events #41 through 43 for feed water line 
breaks inside and outside RB, the 
following subcategories will be 
considered: 

- Feed water line breaks upstream of SG 
check valve in the RB (potential for RB 
flooding). 

- Feed water line breaks downstream of SG 
check valve in the RB (potential for RB 
flooding). 

 
- Feed water line breaks outside RB, 

downstream of feed water regulating 
station.   

 
- Feed water line breaks outside RB, 

upstream of feed water regulating station 
(potential for TB flooding).   

 

• Loss of feed water due to feed 
water line breaks outside the RB, 
downstream of feed water 
regulating station**  (15/16) 

• Loss of Feed Water Due to Feed 
Water Line Breaks Outside the RB 
Upstream of Feedwater Regulating 
Station ** (17/18) 

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Impairment of SG Heat Sink 
(Reactor Operating) 
Logic diagram, Figure 7 (cont’d) 
 
Loss of Feed Water (cont’d) 

44 
Cont’d 

 • Feed water line breaks downstream of 
feed water regulating valves (and inside 
RB) result in loss of feed water to a single 
boiler due to a Feed line Break Valve 
Closure Rule of BLC program (opening 
of feed water regulating valves of the 
affected boiler is limited, in order to 
prevent MBFP trip).  Only symmetric 
breaks lead to total loss of feed water.  
Asymmetric breaks can become total loss 
of feed water, if valve closure rule fails. 

 For feed water line breaks downstream of 
SG check valve, the event becomes a 
high-energy steam discharge into 
containment after the inventory in the 
affected SG is depleted.  Before manual 
action is credited, steam environment 
could have caused additional problems 
for SDC and SG levels. 

 For feed line breaks upstream of SG 
check valve inside the RB, a limited 
quantity of feed water will be discharged 
into the RB if SG check valve holds off 
blowback, and feed line break valve 
closure rule acts. 

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Impairment of SG Heat Sink 
(Reactor Operating) 
Logic diagram, Figure 7 (cont’d) 
 
Loss of Feed Water (cont’d) 

44 
Cont’d 

 • Break outside RB downstream of feed 
water regulating station is only a loss of 
feed water to a single SG if feed line 
break valve closure rule acts, and check 
valve closes on differential pressure. 

• Break outside the RB upstream of feed 
water regulating station will result in loss 
of feed water to all SGs. 

 All of the above four cases need to be 
examined separately in terms of high 
energy into containment, RB or TB 
flooding, reliability of feed water 
regulating valve closure, and check valve 
closure. 

• The boiler blowdown line break (event 
#44) can be subdivided into two 
categories: 

- Boiler blowdown line break inside RB 
(potential for RB flooding). 

 
 

- Boiler blowdown line break outside RB 
(potential for SB flooding). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Loss of Feed Water Due to Boiler 

Blowdown Line Break Inside RB 
(Potential for RB flooding)** (19) 

• Loss of Feed Water Due to Boiler 
Blowdown Line Break Outside RB 
(Potential for SB flooding)** (20) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Diagrams 
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Impairment of SG Heat Sink 
(Reactor Operating) 
Logic diagram, Figure 7 (cont’d) 
 
Loss of Condensate 

45 
 

46 
 
 

47 
 
 

48 
 

Deaerator level control failure (low).
 
Condensate line breaks (potential for 
TB flooding). 
 
Loss of condensate flow (main and 
auxiliary pumps fail). 
 
Condenser level control failure. 
 

• Events #45 through 48 lead to loss of 
condensate flow to deaerator.  A fall in 
the deaerator inventory results in reactor 
setback.  Main and auxiliary feed water 
pumps trip eventually on low and 
low-low deaerator levels.  Thus, these 
four events can be grouped into a single 
event called Loss of Condensate Flow To 
Deaerator.  Consequences of deaerator 
level control failure (high) are a loss of a 
limited amount of condensate inventory 
via the deaerator relief valve. 

• Loss Of Condensate Flow to 
Deaerator** (21) 

SG pressurisation 49 
 
 

50 
 

51 
 
 

52 

Loss of CCW system flow (pump 
failure). 
 
Failure of air extraction system. 
 
CCW system line breaks (potential 
for TB flooding). 
 
CCW system flow blockage by 
screens. 
 

• Events #49 through 52 are contributors to 
the loss of condenser vacuum.  Failure of 
air extraction system/CCW 
system/condenser tube rupture can lead to 
loss of condenser vacuum. 

• Loss Of Condenser Vacuum** 
(22) 

The frequency of this event is derived 
from operating experience. 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events Top Event from Logic 

Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Impairment of SG Heat Sink 
(Reactor Operating) 
Logic diagram, Figure 7 (cont’d) 
 
SG pressurisation 
(Cont’d) 

53 Turbine generator trip and CSDVs 
closed. 

It should be noted that the loss of condenser 
vacuum is not grouped with the T/G trip 
event.  It is felt that a separate ET analysis is 
needed for the loss of condenser vacuum as 
discussed below: 
On loss of condenser vacuum, T/G trip is 
required to prevent condenser 
over-pressurization.  The resulting stepback 
to 60% reactor power will lead to the lifting 
of the MSSV’s, since the CSDV’s are tripped 
closed on loss of condenser vacuum. 

 

   This condition will lead to rapid depletion of 
feed water inventory, until the reactor trips 
on low SG level.  A detailed event tree 
analysis will be carried out to examine the 
plant response to reactor trip functions, and 
provision of heat sink. 

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Diagrams 
 Description 

Rationale for Event Grouping Grouped Event Requiring Detailed 
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Impairment of SG Heat Sink 
(Reactor Operating) 
Logic diagram, Figure 7 (cont’d) 
 
SG pressurisation 
(Cont’d) 

54 
 
 
 
 

55 
 

Turbine stop valves 
(TSV’s)/Governor control valves 
(GCV’s) close.  (Turbine trip with 
CSDVs available). 
 
Reheat/Intercept valve closure. 

• Events #54 through 56 can be grouped 
into a single event called SG 
pressurization. 

• Closing of a GCV or TSV does not create 
a major transient of overpressure.  
Balance of the three valves act very fast, 
and almost near full load can be produced 
with the remaining three valves 
functional.  However, a spurious signal 
(e.g., spurious T/G trip) resulting in 
closure of all TSVs/GCVs will cause the 
over-pressurization of main steam lines.  
This is compensated by reactor operation 
in the poison prevent mode/MSSVs and 
boiler pressure control (BPC) program.  If 
T/G trip occurs and CSDVs are 
unavailable, then this event is bounded by 
the loss of condenser vacuum (grouped 
event #22). 

• Reheat steam flow is much less than the 
flow through a single GCV, thus the 
overpressure transient following the 
spurious closure of a reheat stop valve is 
minor. 

• Main steam isolation valve(s) 
spurious closure**   (23) 

 
A separate ET analysis is required as 
spurious closure of main steam 
isolation valve(s) will have entirely 
different consequences, compared to 
the failed closing of TSV(s). 

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Diagrams 
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Rationale for Event Grouping Grouped Event Requiring Detailed 
PSA Work 

Impairment of SG Heat Sink 
(Reactor Operating) 
Logic diagram, Figure 7 (cont’d) 
 
SG Depressurisation 
 

56 
 
 
 

57 
 

58 
 

59 
 

60 
 
 

61 
 

62 
 
 

63 

Main steam isolation valves spurious 
closure. 
 
 
Spurious CSDV/ASDV opening. 
 
Excessive governor valve opening. 
 
Deaerator pressure control failure. 
 
Extraction steam line failure resulting 
in low deaerator pressure. 
 
Spurious MSSV opening. 
 
Main steam line break inside RB 
(potential for RB flooding). 
 
Main steam line break inside TB 
(potential for TB flooding). 

• However, following spurious closure of 
main steam isolation valve(s), analysis is 
required to determine which parameter 
will trip the reactor. 

• The main consequences of events #57, 
58, and #61 through 64 is 
depressurisation of the SGs.  These 
events can be grouped into a single event 
called SG Depressurisation with the 
following sub-categories: 

• Spurious opening of a CSDV or ASDV 
will be compensated by the turbine 
unloading and reactor power increase, 
within the maximum that is permitted by 
the action of BPC. 

• An excessive GCV opening will be 
compensated by the closing of other 
GCVs.  A spurious signal opening more 
than one ASDV/CSDV will be addressed 
by the loss of BPC program (as a part of 
dual computer failures); see grouped 
event #60d. 

 

 
 
 
• Main Steam Line Break Inside RB 

(potential for RB flooding)** (24) 
• Main Steam Line Break Inside TB 

(potential for TB flooding)** (25) 
• Small Steam Line failure/events 

resulting in low deaerator and hot 
well levels.  ** (26) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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IEs leading to increase in heat 
generation due to loss of 
reactivity control (Reactor 
Shutdown) 
 
Logic diagram, Figure 2 

 
 
 
 
 
 
 
 
 

 
64 

 
 
 
 

65 
 
 

66 

 
 
 
 
 
 
 
 
 
 
Excess Feed Water Flow 
 
 
 
 
Inadvertent reactivity excursion due 
to poison removal. 
 
Loss of regulation due to failure of 
flux measurement/draining liquid 
zones/withdrawal of adjuster rods. 

• Main steam line break inside RB 
(potential for RB flooding). 

• Main steam line break inside TB 
(potential for TB flooding). 

• Events #61 and 62 can be classified under 
small steam line failure/events.  The 
extraction steam line failure event can be 
considered bounded by a small main 
steam line break event.  The extraction 
steam line failure event in certain 
locations will affect condenser vacuum. 

• Excess feed water flow has a potential to 
flood the steam line, and could cause 
main steam line break.  Therefore, this is 
grouped under grouped event #24. 

 
• Events #65 and 66 can be grouped into a 

single event called Loss Of Regulation 
during Shutdown. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Loss of Regulation during 

Shutdown.  (27) 
Frequency of loss of regulation (LOR) 
at shutdown will be estimated based 
on CANDU operating experience.  An 
ET will be constructed to estimate the 
end state frequency of LOR during 
shutdown following failures of SDS1 
and SDS2. 
 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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IEs leading to loss of decay heat 
removal function. 
(Reactor Shutdown) 
Logic diagram, Figure 8 

67 
 

68 
 
 

69 

Failure of SDC pumps. 
 
Failure of SDC HXS (plugging of 
one side of HX). 
 
Failure of HTS/SDC piping 
(potential for RB flooding) 

• Events #67, 68 and 69 are contributors to 
loss of SDC system when HTS is cold, 
depressurised and full, and HTS is 
drained to header level states. 

 With the HTS full and, SGs are available 
as back-up heat sinks. 

• Loss of HTS inventory due to pipe 
and SDC pump seals failures with 
reactor shutdown, HTS cold, 
depressurised and full.  ** (28) 

• Loss Of SDCS due to SDC pumps, 
heat exchangers with reactor 
shutdown and pressurised.  (29) 

   • ET analysis for HTS cold, pressurised 
and full case, event #69, need not be 
carried out, because of the very short 
duration of the plant states during which 
these events could occur.  Besides, failure 
of the SDC system during this short 
mission is not a major concern, since the 
SG heat sink is available as a backup. 

• For the HTS cold, depressurised and full 
case, SGs could be under maintenance.  
Thus, Loss of SDC failures due to pumps, 
heat exchangers and piping, events #67, 
68 and 69 will be considered for HTS 
cold, full and depressurised, and drained 
to header level cases. 

• HTS drained to header level.  ** 
(29a) 

 
• HTS cold, depressurised and full.  

** (29b) 
 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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IEs leading to loss of decay heat 
removal function Logic diagram, 
Figure 8 (cont’d) 

69 
Cont’d 

 • During an annual outage, typically HTS 
is full and depressurised or drained to the 
header level.  Only during warm-up or 
cooldown is the system pressurised.  The 
duration of such operations is very short 
(about 6 hours).  During a part of this 
time, the SDCS will likely be operating in 
heat transport pump mode before 
switching over to the SDC pump mode at 
177°C or 149°C.  For the rest of the 
outage period (typically 3 weeks for the 
HTS full and depressurised state or one 
week for system drained state), the SDCS 
essentially maintains the coolant 
temperature at 54°C or 38°C, 
respectively. 

 

Logic diagram, Figure 2 70 
 
 

71 

Failures during short mission of SDC 
system in the HT pump mode. 
 
Failures during warm-up from ≤54°C 
to 260°C or cooldown from 260°C to 
54°C (includes solid mode operation 
of the HTS). 

• ET analysis for the HTS cold, pressurised 
and full case and events #70 and 71 need 
not be carried out, because of the very 
short duration of the plant states during 
which these events could occur.  In 
addition, failure of the SDCS during this 
short mission is not a major concern, 
since SG heat sink is available as a 
back-up. 

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing release of 
radionuclides from moderator 
cover gas and end shield cooling 
systems 
Logic diagram, Figure 9  

72 
 
 
 

73 

Total loss of moderator flow. 
 
 
 
Total loss of moderator cooling (via 
both heat exchangers). 

• Events #72 and 73 can be grouped into a 
single event called Total Loss Of 
Moderator Heat Sink. 

• Total Loss Of Moderator Heat 
Sink.  ** (30) 
 

 74 Partial loss of moderator cooling (via 
one heat exchanger). 

• Consequence of event #74 is a partial loss 
of moderator cooling. 

• Partial Loss Of Moderator 
Cooling.  ** (31) 
 

 75 Moderator pipe break outside the 
calandria vault (potential for RB 
flooding). 

• Event #75 requires separate analysis for 
moderator inlet and outlet pipe breaks. 
 

 Calandria inlet pipes are located 
somewhere near the middle of the 
calandria vessel.  Hence, consequences of 
this event are limited to draining of nearly 
50% inventory from the calandria vessel 
with loss of moderator circulation. 

• Calandria Inlet/Outlet Pipe Break 
Outside the calandria vault** 
(potential for RB flooding) (32) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Logic diagram, Figure 9 (cont’d) 
 

75 
Cont’d 

  In the event of calandria outlet pipe 
break, the calandria vessel will be 
completely drained, as these outlet pipes 
are located at the bottom.  Thus, calandria 
outlet pipe break scenario is more severe 
than the inlet pipe break scenario.  
Therefore, a separate ET analysis is 
required to be carried out for the 
calandria outlet pipe break scenario, in 
order to assess the consequences of 
draining the entire moderator inventory, 
and the time available to the operator to 
carry out the necessary actions. 

 

 76 Moderator inlet/outlet line breaks 
within the calandria vault. 

• This event #76 is unique in that there is a 
large economic penalty due to mixing 
H2O/D2O.  This will inherently lead to a 
reactor shutdown, since RRS cannot 
compensate for the large increase in 
negative reactivity due to H2O/D2O 
mixing.  Subsequent moderator level 
increase is expected, due to higher static 
head of the shield cooling system 
expansion tank, as compared to the 
moderator system. 
A separate, detailed ET analysis is not 
required to assess consequences 
following the event #76. 

• Moderator Pipe Break Inside 
Calandria Vault* (33) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Radionuclides from Moderator 
Cover Gas and End Shield 
Cooling Systems 
Logic diagram, Figure 9 (cont’d) 
 

77 Moderator drain line break outside 
the calandria vault. 

• Separate ET analysis need not be carried 
out for event #77 to assess the 
consequences of draining of the 
moderator inventory.  This case is 
bounded by event #75 and grouped event 
#32 for moderator outlet pipe break 
outside the calandria vault. 

• Moderator Drain line Break 
Outside The Calandria Vault. * 
(34) 

 78 Moderator system pipe leaks. • Separate ET analysis for moderator 
system leaks (event #78) need not be 
carried out.  If the operator takes 
corrective action in restoring make-up, 
then the consequences are limited to a 
slow release of tritium.  The frequency of 
this end state will thus be equal to the IE 
frequency.  If operator fails to restore 
make-up (operator credit 10-3), then 
depending on the leak location the 
consequences of the leak will be same as 
for events #75, 76 and 77. 

• Moderator System Pipe Leaks (35) 
 
There is no frequency 
quantification for this event.  The 
operator has a significant amount 
of time to take action (greater than 
one hour); therefore, no further 
analysis is conducted. 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing release of 
Radionuclides from Moderator 
Cover Gas and End Shield 
Cooling Systems 
Logic diagram, Figure 9 (cont’d) 
 

79 Moderator heat exchanger single tube 
rupture (leaks into recirculated 
cooling water). 

• A separate ET analysis is required to be 
carried out for this event #79. 
 
Consequences of this event are similar to 
moderator system pipe break outside the 
calandria vault (event #75) in terms of 
moderator inventory loss.  Radioactive 
release is contained within the closed 
loop RCW system for heat exchanger 
tube rupture. 

• Moderator Heat Exchanger Single 
Tube Rupture.  ** (36) 
 
Separate ET analysis is required to 
assess consequences. 
 
Frequency derivation for 
moderator heat exchanger single 
tube rupture will be established 
based on plant operating 
experience. 

 80 Moderator heat exchanger multiple 
tube(s) rupture. 

• Although this event #80 is similar to the 
moderator drain line/outlet line break 
(outside calandria vault) scenario, the 
severity of this event depends on the 
number of tubes that are ruptured.  A 
simultaneous rupture of ten tubes is 
assumed for the purpose of discussions.  
Thus, system response will be entirely 
different from that of a single tube 
rupture event #79.  A separate ET 
analysis is required to be carried out 
because the IE frequency is judged to be 
>10-6 events per year. 

• Moderator Heat Exchanger 
Multiple Tube Rupture.  ** (37) 
 

 Separate ET analysis is required 
for this event because the 
frequency of simultaneous failure 
of a number of ten tubes is judged 
to be >10-6 events per year.  
Frequency derivation of the above 
event is established based on the 
Darlington Probabilistic Safety 
Evaluation (DPSE) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Logic diagram, Figure 9 (cont’d) 
 

81 Failure of piping of interfacing 
systems - moderator purification, 
D2O supply/sample, liquid poison 
addition systems, etc.   

• No separate ET analysis is required for 
this event #81.  This event is no more 
severe than moderator outlet pipe breaks 
(outside calandria vault) event #75, in 
terms of plant response. 

• Failure Of Piping Of Interfacing 
Systems (moderator purification, 
D2O supply/sample liquid poison 
addition systems)* (38) 

 

 82 Calandria tube leaks, causing annulus 
gas pressurisation. 

• This event #82 has different plant 
response than pressure tube 
leaks/end-fitting leaks into the annulus 
gas system.  For calandria tube leaks, the 
moderator leaks into the annulus gas 
system.  For pressure tube/end-fitting 
leaks, HTS inventory is lost. 

• Calandria Tube Leaks (39) 
• Frequency quantification of the 

above event can be established by 
operating experience.  This 
contribution will be added to the 
pressure tube/end-fitting leak 
frequency grouped event #3d to 
obtain overall frequency of leaks 
into the annulus gas system. 

 83 Losses of moderator cover gas 
deuterium control. 

• ET analysis is performed for event #83. • Loss Of Moderator Cover Gas 
Deuterium Control.  ** (40) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing release of 
Radionuclides from Moderator 
Cover Gas and End Shield 
Cooling Systems 
Logic diagram, Figure 9 (cont’d) 
 

84 Losses of moderator cover gas 
pressure control. 

• The cover gas pressure control system is 
such that a failure of the control system 
itself does not create a low-pressure 
condition, beyond lowering of cover gas 
pressure to atmospheric, which does not 
constitute a safety concern during normal 
operation.   

 
In case of pressure increase, moderator 
rupture discs provide back-up relief over 
the cover gas relief valves. 
 
Therefore, an ET analysis for event #84 
need not be carried out. 

• Loss of Moderator Cover Gas 
Pressure Control (41) 

No analysis is needed for this event.  
Therefore, event frequency need 
not be calculated. 

 85 
 
 
 
 

86 

Total loss of end shield cooling flow.
 
 
 
 
Total loss of end shield cooling heat 
sink (loss of heat exchangers). 

• The consequence of event #85 is bulk 
boiling in the end shields, and that of 
event #86 is loss of cooling to the end 
shields. 
 
The two events #85 and 86 can thus be 
grouped into a single event called Total 
Loss Of Shield Cooling Heat Sink. 

• Total Loss of End Shield Cooling 
Flow.  ** (42a) 

 
 
• Total Loss Of End Shield Cooling 

Heat Sink.  **  (42b) 

 87 End shield cooling system pipe 
breaks. 

• A break in the end shield cooling system 
piping (event #87) is the calandria 
vault-draining scenario. 

• Shield Cooling System Pipe 
Breaks.  ** (43) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Logic diagram, Figure 9 (cont’d) 
 

87 
Cont’d 

  Analysis carried out indicates that 
operator action is required within 60 
minutes of reactor setback on low 
end-shield level, following loss of 
end-shield coolant.  Otherwise, 
unacceptable end-shield deformation will 
occur.  This could lead to breach of the 
HTS pressure boundary.   

 For loss of end-shield cooling flow event 
#85, analysis shows that bulk boiling 
occurs in the end shields at about 4 hours.  
Thus, a separate ET analysis is required 
to examine plant response following this 
event. 

 

 88 End-shield cooling system leaks. • Separate ET analysis for the end-shield 
cooling leak need not be performed. 

• Shield Cooling System Pipe 
Leaks*** (44) 
 
This event is a slow moving event, 
for which the operator has ample 
time to take action.  No analysis is 
required; therefore, event 
frequency is not quantified. 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing release of 
Radionuclides from fuel handling 
system 
Logic diagram, Figure 10 
 
FM Failures - On-Reactor 

89 
 

 
90 

 
 
 

91 
 
 
 

92 
 
 

93 
 
 
 

94 
 
 
 

95  

FM backing off reactor (fuel channel) 
without closure plug being replaced. 
 
FM backing off reactor (fuel channel) 
without shield and closure plugs 
being replaced. 
 
FM-induced end-fitting leaks (inside 
annulus gas system) 
 
  
FM-induced end-fitting breaks 
(outside annulus gas system). 
 
Inadvertent movement of FM bridge 
or FM bridge tilt (when FM is 
on-reactor). 
 
FM D2O circulation failures 
 
 
 
Fuel bundle crushed on reactor 

• Events #89 through 93 can be grouped 
into the single event called Fuelling 
Machine Failures during On-Reactor 
Operation, and can be divided into 
following sub-categories: 

• Event #89 can cause LOCA (no fuel 
ejection) and event #90 can cause fuel 
ejection into the containment (in addition 
to causing LOCA). 

• Events #89 through 93 can be grouped 
into a single event called FM-induced 
LOCA. 

• Events #91 through 93 are also 
contributors to FM-induced end-fitting 
failures.  FM-induced end-fitting failures 
(leaks/breaks) are contributors to grouped 
event #5e. 

 
• A failure of the FM D2O supply system 

piping and equipment can result in a loss 
of coolant inventory from the HT system 
at the D2O storage tank.   

• Event #95 can occur due to FM 
mechanical failures.  ET analysis need 
not be done since it does not affect other 
fuel bundles. 

• FM-Induced LOCA 
(on-reactor)** (45) 

• The above event is sub-divided 
into the following events: 

•  FM-induced LOCA with no 
fuel ejection* (45a) 

• The ET for event #45a is the 
same as the small LOCA ET. 

• FM-induced LOCA with fuel 
ejection* (45b) 

• The ET for event #45a is the 
same as that for the end-fitting 
break. 

• FM-induced end-fitting failures 
(no fuel ejection)* (45c)  

• FM D2O system failures* (45d) 
• FM Failures Causing Mechanical 

Damage To Fuel (FM 
on-reactor)+ (46) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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96 
 

97 
 
 
 

98 

FM D2O system failures 
 
Loss of FM D2O inventory due to 
fuelling machine snout mechanical 
failure. 
 
FM-induced end-fitting failures 

• Events #96 to 98 are contributors to the 
Loss of cooling to fuel in FM (FM 
off-reactor). 

 On loss of the first FM D2O supply pump 
(circulating D2O in the FM), the second 
pump can be started. 

• Loss of fuel cooling in FM (FM 
off-reactor)* (47a) 

• Loss of FM D2O inventory (FM 
off-reactor)* (47b) 

• FM induced end fitting failures 
(FM off-reactor)* (47c) 

A separate ET analysis need not be 
carried out for the above event.  IEs 
relate directly to fuel damage in the 
FM, i.e., outside the core and 
off-reactor operation.  This frequency 
will thus be a direct input to the 
containment ET. 

 99 
 
 

100 

Mechanical damage to spent fuel 
transfer port. 
 
Mechanical damage to fuel in the 
spent fuel transfer port. 

• Event #99 is not considered.  The events 
of interest are related to fuel damage 
only. 

• Event #100 is an event called Spent Fuel 
Transfer System Failures. 

• Spent Fuel Transfer System 
Failures* (48) 
 

A separate ET analysis need not be 
carried out.  IE relates directly to fuel 
damage.  This frequency will thus be a 
direct input to the containment ET. 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing release of 
Radionuclides from fuel handling 
system 
Logic diagram, Figure 10 (cont’d) 

101 
 
 
 

102 
 

103 
 
 

104 
 
 

105 
 
 

106 
 

107 

Failure of spent fuel transfer standby 
cooling (spray) system (fuel stuck on 
elevator). 
 
Mechanical damage to fuel during 
storage. 
Mechanical damage to fuel during 
transfer to spent fuel storage bay. 
 
Loss of spent fuel storage bay 
inventory. 
 
Loss of spent fuel storage bay flow. 
 
 
Loss of spent fuel storage bay 
cooling. 
Loss of spent fuel storage bay 
ventilation system. 

• Events #101 and 103 can be grouped into 
a single event called Mechanical Damage 
to Fuel During Transfer to Spent Fuel 
Storage bay. 
 

 
 
 
 
• Events #104, 105 and 106 can be grouped 

into a single event called Loss of Spent 
Fuel Storage Bay Heat Sink.  
Consequence of these events is the loss of 
storage bay heat sink. 

•  
Based on measured tritium levels in the 
spent fuel bay (SFB) at CANDU 6 plants, 
the loss of SFB ventilation is estimated to 
result in about 1 mR/h of activity in the 
air (assuming saturated conditions in air 
at a temperature of 27°C).  This activity 
is very small and need not be a concern 
with regards to personnel access to that 
area.  Also, for the same stations, the I131 
concentration in air is very low. 

• Mechanical Damage To Fuel 
During Storage* (49) 

• Mechanical Damage to Fuel 
During Transfer to Spent Fuel 
Storage Bay* (50) 

 
 
 
 
• Loss of Storage Bay Heat Sink* 

(51) 
 
 
 
 
Loss of Spent Fuel Storage Bay 
Ventilation System (52) 

(ET analyses for grouped events #49 
through 51 need not be carried out.  
These IEs relate directly to fuel 
damage and will cause releases to the 
environment). 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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  It is recognized that the release of 
radionuclides from FM failures 
off-reactor and spent fuel storage bay 
system failures are not very significant 
and may not result in consequences 
that endanger public safety.  However, 
fault tree analysis is required to 
predict frequency of release following 
these events. 

Events causing failure of support 
systems 
Logic diagram, Figure 11 

108 
 
 

109 

Loss of instrument air-flow (failure 
of compressors). 
 
Instrument air-line rupture. 

• Events #108 and 109 can be grouped into 
a single event called Total Loss of 
Instrument Air.  (In addition to reactor 
operating state, shutdown state will also 
be considered.) Frequency quantification 
and ET analysis will be carried out for 
both of the states separately. 

• Total Loss Of Instrument Air** 
(Reactor Operating at full power) 
(53a) 
 

• Total Loss Of Instrument Air** 
(Reactor Shutdown) (53b) 

 110 
 
 
 

111 

RCW system pipe breaks (potential 
for RB, TB and SB flooding). 
 
 
Loss of RCW system flow. 

• The consequences of events #110 through 
113 are a loss of RCW flow to the station 
loads. 
 
These four events can thus be grouped 
into a single event called Total Loss of 
Service Water.  (In addition to reactor 
operating state, the shutdown state will 
also be considered.) 

• Total Loss Of Service Water** 
(Reactor operating at full power) 
(54a)  

• Total Loss Of Service Water** 
(Reactor shutdown - HTS cold, 
depressurized, and full) (54b) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing failure of support 
systems 
Logic diagram, Figure 11 (cont’d) 

112 
 
 
 

113 
 
 
 

114 
 

115 
 

Loss of RSW system flow (loss of 
pumps, blockage of travelling water 
screens, strainers, etc). 
 
RSW pipe breaks/failure of 
expansion bellows (potential for TB 
and SB flooding). 
 
Loss of grids (500 kV and 220 kV). 
 
Loss of station and unit service 
transformers. 

 
 
 
 
 
 
 
• Events #114 through 117 are contributors 

to the event Total Loss of Class IV Power 
(both 11 kV buses); this will be examined 
for reactor operating and shutdown states.

Total Loss Of Service Water** 
(Reactor shutdown - HTS cold, 
depressurized, and full) (54c) 
 
 
 
 
 

• Total Loss Of Class IV Power (to 
both 11 kV buses - Reactor 
operating at full power)** (55a) 
 

• Total Loss Of Class IV Power (to 
both 11 kV buses - Reactor 
shutdown - HTS cold, 
depressurized and full)** (55b) 
 

• Total Loss Of Class IV Power (to 
both 11 kV buses - Reactor 
shutdown - HTS drained to 
headers)** (55c) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing failure of support 
systems 
Logic diagram, Figure 11 (cont’d) 
 

116 
 

117 
 
 
 
 
 
 
 
 

118 
 

119 
 
 
 
 
 

Reactor/TG trip and failure of SST. 
 
Loss of switchyard. 
 
 
 
 
 
 
 
 
Partial loss of Class IV power. 
 
Partial loss of Class III power. 
 
 

• No separate detailed ET analysis required 
for the reactor or turbine generator trip 
events.  These events are bounded by the 
general transient event, which will be 
addressed by ET analysis. 

 
 
 
 
 
 
• A partial loss of Class IV power (event 

#118) need not be analysed, since a total 
loss of Class IV power event is analysed 
(grouped event 55), and is considered to 
be bounding.  Also, a partial loss of 
Class III power (event #119) need not be 
separately analysed, since grouped event 
55 addresses this event by questioning 
whether or not various Class III buses are 
available.   

• Reactor Trip  (56) 
 

• Turbine Generator Tri (57) 

 120 Partial loss of 120 Vac Class II 
power to a bus. 

• Partial loss of 120 Vac Class II to a bus 
means the loss of 120 Vac supply to one 
or two of the three buses. 

 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing failure of support 
systems 
Logic diagram, Figure 11 (cont’d) 

121 
 
 
 
 
 
 
 
 

122 

Partial loss of Class II power 
(120Vac). 
 
 
 
 
 
 
Partial loss of Class I power. 

• Partial loss of Class II power (120 Vac) 
means loss of 120 Vac supply to all three 
buses. 

• The bounding case event #121 is a 
contributor to the dual computer failure 
fault tree. 

 
 
• Separate fault tree analysis is required for 

this event #122. 

• Partial Loss Of Class II Power* 
(120 Vac).  (58) 

 
 
 
 
 
 
• Partial Loss of Class I Power* (59) 

 
 

123 Failure of chilled water supply to air 
conditioning unit that cools DCCs. 
 

• Events #123 through 126 can individually 
lead to failure of both computers.  
Stalling of the computer(s) can occur due 
to hardware failures. 

• Failures of Digital Control 
Computers (other than 120 Vac 
supply)** (60)  

•  Reactor control failure (60a) 
 124 

 
One computer stalls and control 
function(s) fail on the other: 
- Reactor control 
- Moderator temp. control 
- Heat transport control (pressure 
and inventory) 
- Boiler pressure control 
- Boiler level control 
- (Control programs/functions) 

  

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Events causing failure of support 
systems 
Logic diagram, Figure 11 (cont’d) 
 

125 
 
 
 
 
 
 
 
 
 

126 
 
 

 
127 

 

Functional failure(s) of both 
computers 
- Reactor control 
- Moderator temp.  control 
- Heat transport control (pressure  
  and inventory) 
- Boiler pressure control 
- Boiler level control 
- (Control programs/functions) 
 
One computer stalls and the other 
fails to take over. 
 
 
Loss of HVAC to plant electricals 
and equipment. 

• Event #121 is modelled as a separate fault 
for dual computer failures.  All of the 
other events #123 through 125 can be 
grouped into a single event called 
Failures of Digital Control Computers 
(other than 120 Vac power supply). 

 
 
 
 
• Instruments and control components 

malfunction following loss of ventilation 
and air conditioning. 

 There is no ET for the quantification of 
HVAC failures.  HVAC failures do not 
trip reactor, except for the MCR 
equipment, and this contribution is 
already taken into account in DCC failure 
frequency. 

• Moderator temperature control 
failure (60b). 

• Heat transport control failure 
(60c). 

• Boiler pressure control failure 
(60d). 

• Boiler level control failure (60e). 
DCC is a support system to the 
front-line systems, and has been 
modelled in the front-line system fault 
trees. 
 
 

• Loss of HVAC to plant 
electricals/equipment+ (61) 

• Loss of HVAC in control room - 
reactor operating (61a1) 

• Loss of HVAC in turbine building 
- reactor operating (61a2) 

• Loss of HVAC in control room - 
reactor shutdown (61b1) 

• Loss of HVAC in turbine building 
- reactor shutdown (61a2) 

*  PSA work scope - Event frequency quantification by fault tree analysis. 
**  PSA work scope - Event frequency quantification by fault tree analysis or operating experience + detailed ET analysis. 
*** PSA work scope - Event frequency quantification by fault tree analysis + ET analysis results derived from other events with similar plant response. 
+  PSA work scope - Event frequency to be estimated from CANDU operating experience. 
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Table 4-2 
Initiating Events Frequency Database 

IE
Label

Description EF Dis
t

Freq.
(f/yr)

IE-BMTR SMALL LOCA - MULTIPLE STEAM GENERATOR TUBE RUPTURE - IE 10 L 1.00E-05
IE-C4S1 TOTAL LOSS OF CLASS IV POWER - REACTOR SHUTDOWN - HTS COLD/DEPRESS/FULL 3 L 5.61E-03
IE-C4S2 TOTAL LOSS OF CLASS IV POWER - REACTOR SHUTDOWN - HTS DRAINED TO HEADERS 3 L 1.81E-03
IE-CCWL LOSS OF CONDENSER VACUUM - LARGE CCW PIPE BREAK - 200K USGPM 13 L 1.62E-04
IE-CCWS LOSS OF CONDENSER VACUUM - SMALL CCW PIPE BREAK - 64K USGPM 13 L 1.62E-03
IE-CFB CHANNEL FLOW BLOCKAGE 10 L 2.00E-03
IE-CIOB CALANDRIA INLET/OUTLET PIPE BREAK OUTSIDE SHIELD TANK 3 L 2.00E-04
IE-CL1P PARTIAL LOSS OF CLASS 1 (48 VDC) POWER 3 L 1.44E-12
IE-CL2P PARTIAL LOSS OF CLASS II (120 VAC) POWER 3 L 1.09E-08
IE-CL4 TOTAL LOSS OF CLASS IV POWER - REACTOR OPERATING 3 L 6.60E-02
IE-DCC DUAL COMPUTER CONTROL FAILURE 2 L 3.50E-01
IE-EFB1 SMALL LOCA - END FITTING BREAK OUTSIDE ANNULUS GAS SYSTEM 10 L 1.00E-03
IE-EFB2 SMALL LOCA - END FITTING/LATTICE TUBE FAILURE 10 L 1.00E-04
IE-ESCH TOTAL LOSS OF END SHIELD COOLING HEAT SINK 3 L 1.10E-01
IE-ESCF TOTAL LOSS OF END SHIELD COOLING FLOW 3 L 4.50E-02
IE-ESCB END SHIELD COOLING SYSTEM PIPE BREAKS 10 L 4.20E-04
IE-FBIO FEEDER BREAK - INLET/OUTLET GUILLOTINE BREAK 10 L 2.00E-03
IE-FBS FEEDER STAGNATION BREAK 10 L 2.00E-04
IE-FDDS MECHANICAL DAMAGE TO FUEL DURING STORAGE 4 L 8.46E-03
IE-FDDT MECHANICAL DAMAGE TO FUEL DURING TRANSFER TO SFSB 2.5 L 1.05E-01
IE-FMD2O FUELLING MACHINE D2O SYSTEM FAILURES 3 L 2.06E+00
IE-FMEFF FUELLING MACHINE INDUCED END FITTING FAILURE 3 L 8.80E-04
IE-FMFC LOSS OF COOLING TO FUEL IN FUELLING MACHINE - FM OFF REACTOR 2 L 7.96E-02
IE-FMFD FM FAILURES CAUSING MECH DAMAGE TO FUEL - FM ON REACTOR 2 L 2.27E-02
IE-FMFE FUELLING MACHINE INDUCED LOCA - WITH FUEL EJECTION 3 L 3.50E-05
IE-FMIL FUELLING MACHINE INDUCED LOCA - FM ON REACTOR 3 L 2.06E+00
IE-FMNFE FUELLING MACHINE INDUCED LOCA - NO FUEL EJECTION 3 L 5.30E-05
IE-FWB1 ASYMMETRIC FW LINE BREAK - OUTSIDE RB DWNSTRM OF FW REG STN 3 L 7.10E-04
IE-FWB2 ASYMMETRIC FW LINE BREAK - INSIDE RB UPSTRM OF SG CHECK VALVE 3 L 8.60E-05
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IE
Label

Description EF Dis
t

Freq.
(f/yr)

IE-FWB3 ASYMMETRIC FW LINE BREAK - INSIDE RB DWNSTRM OF SG CHECK VALVE 3 L 6.50E-05
IE-FWB4 SYMMETRIC FW LINE BREAK - OUTSIDE RB UPSTREAM OF FW REG STN 3 L 2.20E-03
IE-FWB5 ASYMMETRIC SG BLOWDOWN LINE BREAK INSIDE RB 3 L 2.10E-04
IE-FWB6 SYMMETRIC STEAM GENERATOR BLOWDOWN LINE BREAK INSIDE REACTOR BUILDING 3 L 9.60E-05
IE-FWB7 SYMMETRIC STEAM GENERATOR BLOWDOWN LINE BREAK OUTSIDE REACTOR BUILDING 3 L 4.30E-04
IE-FWPV LOSS OF FEEDWATER SUPPLY TO SGs DUE TO FAILURE OF PUMPS/VALVES 3 L 1.30E-01
IE-GSC SMALL LOCA - LOSS OF GLAND SEAL COOLING TO ALL HT PUMPS 3 L 1.38E-05
IE-HHXM SMALL LOCA - HTS HEAT EXCHANGER MULTIPLE TUBE LEAK/RUPTURE 3 L 1.00E-05
IE-HPCH HTS PRESSURE CONTROL FAILURE - HIGH 3 L 7.60E-03
IE-HPCL HTS PRESSURE CONTROL FAILURE - LOW 3 L 1.05E-02
IE-HPFP PARTIAL LOSS OF HTS PUMPED FLOW (HT PUMP TRIP,BEARING/SEAL FAILURE) 3 L 5.62E-01
IE-HPFT TOTAL LOSS OF HEAT TRANSPORT SYSTEM (HTS) PUMPED FLOW 3 L 8.71E-02
IE-IA TOTAL LOSS OF INSTRUMENT AIR - REACTOR OPERATING AT FULL POWER 3 L 1.40E-01
IE-LKAG HTS LEAK - PT/EF LEAK INTO ANNULUS GAS SYSTEM 3 L 1.35E-02
IE-LKC1 HTS LEAK - WITHIN OPERATING D2O FEED PUMP CAPACITY 2 L 8.17E-02
IE-LKHX HTS LEAK - HEAT EXCHANGER SINGLE TUBE RUPTURE INTO RCW 2 L 3.20E-02
IE-LKRS HTS LEAK - REACTOR SHUTDOWN / HTS COLD, DEPRESSURIZED, FULL 3 L 1.35E-02
IE-LL1 LARGE LOCA - LARGE DIAMETER PIPE BREAK NOT INVOLVING CONTAINMENT BYPASS ) 10 L 2.00E-04
IE-LL2 INTERFACING LOCA - CONTAINMENT BYPASS DUE TO BLOWBACK FROM HT TO MPECC 23 L 6.07E-10
IE-LOCD LOSS OF CONDENSATE FLOW TO DEAERATOR 2 L 6.55E-02
IE-LOCV LOSS OF CONDENER VACCUUM 2 L 5.12E-02
IE-LOR LOSS OF REGULATION WITH REACTOR OPERATING - CORE POWER EXCURSION 2 L 7.98E-02
IE-LORS LOSS OF REGULATION WITH REACTOR SHUTDOWN - CORE POWER EXCURSION 13 L 1.64E-03
IE-LRVO HEAT TRANSPORT LRVs FAIL OPEN - ONE OR MORE OF 3332-PV3, PV4, PV12, PV13 3 L 1.38E-02
IE-MCGD LOSS OF MODERATOR COVER GAS DEUTERIUM CONTROL 3 L 4.05E-02
IE-MCPL PARTIAL LOSS OF MODERATOR COOLING 3 L 9.60E-02
IE-MCTL TOTAL LOSS OF MODERATOR COOLING 3 L 3.03E-02
IE-MHXM MODERATOR HEAT EXCHANGER MULTIPLE TUBE RUPTURE 10 L 5.00E-05
IE-MHXS MODERATOR HEAT EXCHANGER SINGLE TUBE RUPTURE 3 L 2.00E-03
IE-MLBI MODERATOR PIPE BREAK INSIDE SHIELD TANK 3 L 4.80E-05
IE-MSIV MAIN STEAM ISOLATION VALVE SPURIOUS CLOSURE 3 L 3.60E-03
IE-MSL1 MAIN STEAM LINE BREAK INSIDE REACTOR BUILDING 3 L 4.48E-05
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IE
Label

Description EF Dis
t

Freq.
(f/yr)

IE-MSL2 MAIN STEAM LINE BREAK INSIDE TURBINE BUILDING 3 L 2.92E-03
IE-MSL3 SMALL MAIN STEAM LINE FAILURES CAUSING LOW DEAERATOR LEVEL 3 L 2.00E-01
IE-PCTR PRESSURE TUBE AND CALANDRIA TUBE RUPTURE 10 L 8.46E-04
IE-PRLB SMALL LOCA - PIPE BREAK UPSTRM PRESS RELIEF/STEAM BLEED VALVES 3 L 2.33E-04
IE-PRVO PRESSURIZER RELIEF/STEAM BLEED VALVES FAIL OPEN 3 L 2.28E-01
IE-PTR SMALL LOCA - PRESSURE TUBE RUPTURE 10 L 8.46E-03
IE-SDC1 LOSS OF SDC - REACTOR SHUTDOWN AND HTS DRAINED TO HEADER LEVEL 3 L 1.57E-03
IE-SDC2 LOSS OF SDC - REACTOR SHUTDOWN AND HTS FULL AND DEPRESSURIZED 3 L 3.43E-03
IE-SFBH LOSS OF SPENT FUEL BAY HEAT SINK 3 L 4.18E-02
IE-SFTS SPENT FUEL TRANSFER SYSTEM FAILURES 2 L 2.98E-02
IE-SGTR HEAT TRANSPORT SYSTEM LEAK - STEAM GENERATOR TUBE RUPTURE 10 L 1.00E-03
IE-SL SMALL LOCA (2.5% RIH BREAK) 10 L 2.00E-03
IE-SW TOTAL LOSS OF SERVICE WATER - REACTOR OPERATING AT FULL POWER 3 L 8.45E-02
IE-SWS1 LOSS OF SERVICE WATER - REACTOR SHUTDOWN - HTS COLD/DEPRESS/FULL 5 L 7.18E-03
IE-T GENERAL TRANSIENT 5.6 L 2.80E+00
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Table 4-3 
Plant Damage States 

PDS Definition Type of Accident Typical Events In Plant  
Damage States 

0 Early (Rapid) Loss of Core Structural 
Integrity 

Severe Core Damage Fast Reactivity Increase (Severe Power Excursion) + Failure to 
Shutdown Reactor   

1 Late Loss of Core Structural Integrity at 
High PHT Pressure 

Severe Core Damage  Loss of Feedwater + Loss of SDC + Loss of EWS + Loss of 
ECC + Consequential Loss of Moderator at High PHT System 
Pressure 

2 Late Loss of Core Structural Integrity at 
Low PHT Pressure 

Severe Core Damage Loss of Feedwater + Loss of SDC + Loss of EWS + Loss of 
Moderator due to Loss of Service Water at Low PHT System 
Pressure.  (ECC provides make-up but is not available as a heat 
sink since service water is lost). 
Another example is LOCA + Loss of ECC + Loss of Moderator 
as a Heat Sink at Low PHT System Pressure.  

3 LOCA + LOECC with Moderator 
Required within Fifteen (15) Minutes 

Severe Accident LOCA + LOECC with Moderator Required as a Heat Sink 
within Fifteen (15) Minutes Following Reactor Trip 

4 LOCA + LOECC with Moderator 
Required after Fifteen (15) Minutes 

Severe Accident LOCA + LOECC with Moderator Required as a Heat Sink 
After Fifteen (15) Minutes Following a Reactor Trip 

5 Large LOCA with Early Flow Stagnation Limited Fuel Damage Large LOCA with Successful Initiation of ECC System  
6 Single Channel LOCA with Containment 

Overpressure 
Limited Fuel Damage Stagnation Feeder Break 

7 Single Channel LOCA with No 
Containment Overpressure (In-Core 
LOCA) 

Limited Fuel Damage 1. In-Core LOCA and Fuel Ejection.  
2. Flow Blockage in Channel. 

8 Loss of Cooling to Fuelling Machine Limited Fuel Damage  
9 LOCA with No Significant Fuel Failures No Significant Fuel Damage Small LOCA with Successful Initiation of ECC System  

10 Deuterium Deflagration (D2 > 4%) in 
Cover Gas and/or Release of Moderator 
into Containment (Fuel Cooling is 
Maintained) 

 1 Draining of Moderator into Containment with D2 > 4% in 
Cover Gas and Presence of Ignition Source. 
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Figure 4-1  Normal Locations of Radionuclides 
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Figure 4-2  Initiating Events That Cause the Release of Radionuclides from the HTS 
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Figure 4-3  Initiating Events That Cause an Increase in Heat Generation Due to Loss of Reactivity Control 



CONTROLLED 91-03660-AR-002   Page 4-90 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

 
 
 
 
 
 
 

Figure 4-4  Events That Cause the Loss of Heat Transport Inventory and Pressure Control 
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Figure 4-5  Events That Cause the Loss of Heat Transport Inventory Inside RB 
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Figure 4-6  Heat Transport Coolant Flow Impairment Events 
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Figure 4-7  Steam Generator Heat Sink Impairment Events 
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Figure 4-8  Shutdown Cooling System Operation Failure Events 
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Figure 4-9  Events That Cause the Release of Radionuclides from Moderator, Cover Gas and End Shield Cooling System 
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Figure 4-10  Events That Cause the Release of Radionuclides from the Fuel Handling System 
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Figure 4-11  Events That Cause the Failure of Support Systems 
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Figure 4-12  Common Cause Events That Have the Potential to Cause a Release of Radionuclides 
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Figure 4-13  Systematic Review of Plant Design for Initiating Events – Event Identification Process 
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5. CANDU 6 SEISMIC EVENTS ANALYSIS 

5.1 Introduction  

The purpose of this analysis is to conduct a preliminary evaluation of the generic CANDU 6 
design’s response and vulnerability to seismic events, using Probabilistic Safety Assessment 
techniques.     

Earthquakes are external events that are typically analysed in NPP PSAs.  In this case, the event 
is external in the sense that it originates from a source outside the plant.  This is in contrast to 
internal events, which are caused by random failures of plant equipment, operator errors or 
combinations thereof.  Seismic events are of particular concern, because they are “common 
cause” initiators.  In other words, the event itself can cause failures of redundant components, 
and can thereby reduce the number of mitigating systems that are available to bring the plant to a 
safe, stable state.   

The evaluation criteria for this portion of the analysis performed is the severe core damage 
frequency (SCDF).  The analysis is intended to be generic to the greatest extent possible, but 
necessarily has some plant-specific features.  A two-unit site is the basis for the generic CANDU 
6 design.   

There are several inputs to a seismic PSA evaluation, and the determination of the seismic SCDF 
follows a number of steps, as described below (see also Figure 5-1).  The seismic PSA 
methodology, as described in [5-1], is used.  The seismic SCDF is determined by carrying out 
the following main steps: 

1. Determination of seismic hazard.   

The seismic hazard is presented as a curve or curves that represent the frequency at which 
earthquakes of various magnitudes are expected at the site being evaluated.  As such, the 
seismic SCDF is a location-specific estimate of risk.  The earthquake magnitude is typically 
defined in terms of the peak ground acceleration, or “g” level.   

2. Determination of component fragilities.   

The mitigating systems, which may be credited to operate following an unplanned reactor 
shutdown, are examined to determine the components that may be made unavailable due to a 
seismic event.  Unavailability may be caused by anchorage or functional failures of the 
components themselves, or the collapse of a surrounding or supporting structure.  A plant 
walk-down, generic experience and expert judgement can eliminate many components and 
structures from consideration, as their relative contribution to the seismic risk will be 
negligible.  Other components and structures require an assessment of their seismic fragility, 
in order to determine whether they should be included in the quantitative PSA models or 
screened out from further analysis.   

The seismic fragility of a component or structure is presented as a series of curves that 
represent the failure probability as a function of the peak ground acceleration.  A single 
fragility curve expresses the randomness of the phenomena, i.e., not all earthquakes having 
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the same peak ground acceleration have the same duration or ground motion characteristics.  
When uncertainty is taken into account, the fragility becomes a series of curves, since the 
adequacy of the analyst’s failure model and the accuracy of the physical parameters used in 
the fragility calculations are uncertain.  Therefore, the fragility becomes a set of curves, each 
expressing a different confidence level.   

Quantitative screening is usually performed on the basis of the high confidence of low 
probability of failure (HCLPF) ground acceleration value for a component or structure.  At 
this value, there is 95% confidence that the failure probability is 5%.  If this is sufficiently 
above the DBE “g” level, then it can be stated with some confidence that the item will not 
contribute significantly to risk over the range of earthquake levels that are considered in the 
detailed analysis.   

A sample set of fragility curves is shown in Figure 5-2.  The fragility is expressed in terms of 
the median capacity (Am), which is the best estimate failure acceleration, and the variables βR 
and βU, which represent randomness and uncertainty, respectively.  The HCLPF value is also 
highlighted.   

After screening out the high seismic capacity items, the remaining components and structures 
are retained for evaluation in the PSA model.   

3. Development of main seismic event tree.   

A main or primary seismic ET is developed to show the combinations of seismic-induced 
failures that leave the plant in a variety of distinct states of damage following the earthquake.  
Generally, the status of systems that are expected to survive an earthquake (i.e., the 
seismically qualified systems) are questioned first in the seismic ET.  If these systems are 
failed, then it is highly improbable that “weaker”, non-qualified equipment is available to 
mitigate the accident.  Therefore, the failure of all of the seismically qualified equipment is 
modelled as leading directly to core damage.  If this equipment is not failed, then the status 
of each of the non-qualified systems is questioned, in turn.   

4. Development of Boolean equations.   

Each top event in the seismic ET represents a combination of component or structural 
failures that can cause that event.  This information is recorded in the form of Boolean 
equations, which indicate the various “ANDs” and “ORs” (e.g., TOP = COMPONENT1 
AND COMPONENT2 OR STRUCTURE1).  The systems analyst must determine the 
appropriate combinations.  Each component or structure must have its own supporting 
fragility curves that are used for quantification.   

Each sequence in the seismic ET represents a combination of successes and failures of the 
top events that lead to the various ET end states.  Again, the analyst must combine the top 
event Boolean equations as appropriate, in order to obtain the Boolean equation for a given 
sequence.   

5. Development of conditional core damage probability (CCDP).   

For seismic sequences that do not lead directly to core damage, there is a probability that the 
available mitigating systems will not be available due to other, random causes; this 
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probability is the CCDP.  The CCDP is a sequence-specific quantity, although it may be 
identical for sufficiently similar seismic sequences.  The CCDP may be determined by 
constructing ETs that model the unreliabilities of the various systems (due to random 
failures), as well as operator actions that are credited to mitigate the event.  These ETs are 
sometimes referred to as “secondary seismic ETs”.  They have much in common with the 
internal ETs, although the system models and success criteria may be somewhat different.  
The secondary sequences, which do not lead to a plant success state, are quantified and 
summed to determine the CCDP value.  This value either appears as the final top event in the 
primary seismic ET, or it can be separately multiplied by the frequency of each sequence.  
Rather than a Boolean equation, this event is represented by a simple probability value for 
each seismic sequence.   

6. Quantification.   

The seismic fragility curves are combined in accordance with the rules given by the sequence 
Boolean equations to produce a sequence level fragility (the failure probability as a function 
of “g” level).  This distribution is then convoluted with the seismic hazard curve (earthquake 
frequency vs. “g” level), in order to obtain the frequency for that sequence.  In concert with 
the CCDP, the summed SCDF for all sequences may then be obtained.   

ASQ has been performed using the EQESRA computer code developed by EQE International 
[5-2].  The program EXPRESS of EQE [5-3] automatically converts the Boolean algebra into 
the correct format for EQESRA.  The event trees are developed using the ETA-II software 
program [5-4].   

5.2 Seismic Hazard Analysis 

The seismic hazard curves that are used in this study are shown in Figure 5-3.  Two curves are 
shown, one for a site that has a DBE level of 0.25 g (hazard curve 1) and another for a site that 
has a DBE level of 0.2g (hazard curve 2).  Of particular interest, are the differing shapes of the 
curves, because this influences the results for SCDF.  The hazard curve 1 has a higher frequency 
for milder earthquakes, but a much lower frequency for stronger earthquakes than hazard curve 
2.  Based on these curves, it can be stated that, given an identical seismic design, the reliability of 
seismically qualified equipment will be relatively more important for hazard curve 1 than hazard 
curve 2.  This statement is based on the observation that low magnitude earthquakes, which these 
components are expected to survive, dominate the hazard for this curve.  In contrast, one may 
qualitatively conclude that if hazard curve 2 is applied, then higher magnitude earthquakes, 
which can fail seismically qualified equipment, are also likely to contribute to SCDF.   

These conclusions are based on the assumption that the curves are an accurate representation of 
the mean hazard at the sites.  There is considerable uncertainty as to the frequency of large 
earthquakes (i.e., those with peak ground acceleration greater than 0.2g), due to their rarity of 
occurrence.   

The EQESRA computer code calculates the uncertainties associated with the analysis.   



CONTROLLED 91-03660-AR-002   Page 5-4 

 Rev.  0 

 

91-03660-AR-002 2002/07/05 

5.3 Mitigating Systems for Seismic Events 

The main mitigating systems for seismic events in the generic CANDU 6 station are the 
seismically qualified Group 2 systems, the Emergency Power Supply and the Emergency Water 
Supply.  These systems are functionally available following earthquakes that cause the loss of 
the normal Group 1 decay heat removal systems.  In order to mitigate small losses of coolant 
following an earthquake, portions of the ECCS are also seismically qualified.  A description of 
the features of each system is given in Section 2.   

5.4 Equipment and Structure Seismic Capacity 

It is clear that if the seismic capacity of PSA-credited equipment is increased, then there will be a 
reduction in SCDF.  This observation also extends to structures, which may fail and damage 
PSA-credited equipment.  Of particular importance are the Group 2 systems.  The seismic failure 
of these systems is assumed to lead directly to core damage.  Therefore, there is a need to ensure, 
at the time of design, that all components and structures in these systems meet a minimum 
HCLPF value (see the definition in Section 5.1).  Presumably, some structures and components 
will be of such robust design that they may be screened from the seismic PSA model.  For the 
purposes of this analysis, it is suggested that the Group 2 equipment capacities have a minimum 
HCLPF value of 0.5g.  The exception is the EPS DGs, for which the current value of 0.35g is 
deemed to be the best attainable value.   

For earthquakes having low peak ground acceleration, there is additional benefit that can be 
derived from ensuring that the Group 1 equipment meets a minimum seismic design level.  In 
most cases, it is expected that the Balance of Plant (BOP) equipment that is designed to meet the 
National Building Code of Canada should fulfil this requirement.  However, it is suggested that 
for the purposes of this study, critical PSA-credited equipment in the BOP should have a 
minimum HCLPF value of 0.14g.  This would include such equipment as the Group 1 Class I 
batteries, Class III 4.16kV/480V transformers, and Class III switchgear.  The value of 0.14g is 
assigned to ensure that the BOP components failure is not critical.   

5.5 Seismic Event Tree Development 

A sample main seismic ET for a CANDU 6 plant is shown in Figure E-1 in Appendix E.  A 
description of each heading is provided in Appendix D.   

This study has focused only on the risk-dominant sequences in this ET, as determined by 
experience from running the EQESRA computer code with the component fragility data that are 
available for CANDU 6 components.  The sequences that are considered are SRWFW (loss of 
service water and feed water), SCL1 (loss of Group 1 Class I power), SCL3 (loss of Class III 
power), SCL3CL1 (loss of Group I Class I and Class III power), SG1 (loss of Group 1 systems), 
SG2 (loss of Group 2 systems), SCDL (small LOCA) and SCDLG2 (small LOCA and loss of 
Group 2 systems).  Referring to the second last column in Figure E-1, “Sequence Description”, 
can identify these sequences.   
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5.6 Conditional Core Damage Probability Evaluation 

Sample secondary seismic ETs are shown in Figures E-2 and E-3 in Appendix E.  ETs of this 
type are used to evaluate the CCDP for sequences, for which there are losses of Group 1 
equipment, and only Group 2 systems are credited to bring the plant to a safe state.  A base case 
mission time of 72 hours is selected for these systems, with some sensitivity evaluation of a 
24-hour mission time.   

In Figure E-2, the event sequence that is assumed involves a loss of all sources of Group 1 
power, either immediate or within one hour of plant shutdown, as the Group 1 Class I batteries 
are discharged.  The consequential opening of the LRVs and the need to prevent loss of coolant 
through the pressure and inventory control system by isolating the HTS pressure boundary is 
addressed by the first two headings in the ET.  Random failure events that lead to a sizeable loss 
of coolant (i.e., an initial discharge on the order of hundreds of kilograms per second) are 
modelled as leading directly to core damage, due to inadequate time for the operator to respond.  
Smaller leaks can be mitigated by operator initiated ECCS, which is modelled in a separate 
LOCA ET.   

For the non-LOCA case (as well as the LOCA case), the operators are assumed to proceed to the 
SCA and start the EPS system.  If auto-depressurisation has worked successfully, then the EPS 
does not need to be immediately started by the operators, because the boiler heat sink is 
automatically established.  The auto-depressurisation is seismically qualified.   As time 
progresses, human redundancy can be credited, as well as recovery from the initial shock of the 
event.   

EPS is needed to provide power, for the operator to monitor the SG level measurement and to 
provide power to EWS.  Based on the above the minimum requirement for the operator to start 
EPS is 1 hour.   

Having started the EPS, the operators must control the SG level.  The time window for regulating 
the SGs flow has been calculated at 3.5 hours, which is an estimate of the latest time by which 
the operators must act, so that there is enough water inventory remaining to remove decay heat 
for a 72 hour period.   

If the level is not controlled and the dousing tank is drained, then the operators may still use the 
EWS pumps.  If the EPS fails, then the proposed redundant diesel pumps can be used to supply 
water to the SGs.  These pumps are represented in the sample ET (see Figure E-2) by the heading 
“firewater”, as it was originally envisaged that they might also be used for this role.   

In the LOCA case (see Figure E-3), there is some probability that the ECCS will be unavailable 
due to seismic failure.  The first ET heading “SEIS-ECC” represents this possibility.  The 
various stages of ECC must be activated, if available.  For the case shown, high-pressure ECC is 
assumed to be automatically initiated.  The operator must diagnose the event and actuate the 
medium-pressure phase, and must also start the EPS.  Since the dousing tank supplies water, it is 
assumed that the EPS can be started a few hours after the event.  Finally, the operators must 
switch to long-term, pumped ECC, with decay heat removal through the boilers and/or ECC heat 
exchangers cooled by the EWS.   
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The ETs are evaluated with an entry probability of one.  System unavailabilities have been 
derived, for the most part, by fault tree analysis, and in some cases by engineering judgment.  
Human error probabilities (HEPs) are based on the GPSA methodology for HRA, including the 
relevant scaling factors for seismic events.  The event sequences that terminate in SCD are 
summed to obtain the CCDP.   

5.7 Analysis Assumptions 

A number of analysis assumptions have been made with respect to the plant response, necessary 
operator actions, mitigating system capabilities, and component fragilities.  These assumptions 
are summarized in Table 5-1.   

5.8 Results and Discussion 

A variety of cases have been analysed to assess the base design, including the sensitivity of the 
results to mission time, the hazard curve and the number of on-site EPS DGs.   

The base case evaluation is for a dual-unit generic CANDU 6 station that is located at a hazard 
curve 1 site, with design features as described in Section 2.  The mission time is assumed to be 
72 hours.  Table 5-2 lists the estimated SCDF for the base case, as well as the dominant 
contributors to SCDF.  The base case sensitivity to mission time and the number of on-site, 
seismically qualified DGs is also shown.  It should be noted that many of the sequence cutsets 
that involve failures of EPS system components also include operator failure to recover by 
performing bus interconnections.  No effort has been made to separate these individual 
contributions.   

The results indicate that for all the cases considered, seismic failures of the Group 2 systems are 
not a dominant contributor, based on hazard curve 1.  Operator failures become relatively more 
important for a 24-hour mission time, because they are insensitive to the mission period.  The 
availability of four seismically qualified DGs with a bus interconnect reduces the SCDF value by 
a factor of 4 from the two-DG case.   

Table 5-2 also demonstrates the effect of the seismic hazard curve on the results.  The base case 
hazard curve 1 site results are presented, together with the results from hazard curve 2.   

This table illustrates the marked difference in the results for the two seismic hazards.  Using 
hazard curve 2, the base case SCDF increases from 1.32×10-5/yr to 5.27×10-5/yr.  This increase 
can be attributed to a number of factors, which become apparent when one looks at the 
breakdown of the SCDF by contributor.  First, seismic failures of the Group 2 systems and ECC 
have a greater impact for this hazard curve.  The frequency of earthquakes above the DBE level 
is much higher than for hazard curve 1; therefore, there is a greater frequency of loss of Group 2 
systems.  Second, operator performance has been modelled as a function of earthquake intensity.  
Again, the higher frequency of larger magnitude earthquakes that is implied by hazard curve 2 
means that human performance would be worsened, since actions will be required from the SCA.   
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This study of the generic CANDU 6 SCDF has resulted in a better understanding of the dominant 
contributors to seismic risk.  In terms of absolute value, the SCDF for identical plants that are 
located at sites modelled by hazard curve 1 versus 2 differs by a factor of four, assuming that the 
mean hazard curves that were used are the best estimates that are available.  There is also a large 
degree of variability in the results, depending on the mission time and the number of EPS DGs at 
the site.   

5.9 Seismic Events Analysis Summary 

This preliminary analysis has shown that the dominant contributors to the severe seismic core 
damage frequency for hazard curve 1 with a two-unit site will be on the order of 1×10-5/yr.   

The contribution of failure modes is greatly affected by the hazard curve, which determines 
whether the random failure of components or the seismic capacity of equipment is a significant 
contributor.   

Because of the large uncertainties in the seismic hazard input, a PSA-based seismic margin 
assessment may be considered as an alternate method.   

5.10 References 
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Altos, California, Proprietary.   
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Table 5-1 
Seismic Analysis Assumptions 

Seismic Design Assumptions 
Emergency water supply system building screened from analysis (HCLPF value > 0.55g). 
Turbine building collapse/internal wall failure screened from analysis (HCLPF value > 0.55g). 
EPS PL70/PL89 480V AC, other EPS component HCLPF values > 0.5g. 
BOP component HCLPF values are 0.14g as a minimum. 
Diesel AWF pump HCLPF values of 0.43g. 
Automated HPECC logic assumed to be screened out, as well as power supply (EPS). 
Maximum credible seismically -induced LOCA discharge is equivalent to single channel failure.   

Plant Response 
Auto-depressurisation occurs 40 minutes following the event. 
Loss of Class IV and Class III power does not lead to a heat transport pump seal LOCA. 
Thermosiphoning is established in intact HTS without any D2O feed or ECC make-up, with LRVs open but 
degasser-condenser bottled up. 
Dousing tank will drain in about 10 hours if flow to SGs is unregulated. 
SGs dry out in about 2 hours on failure of automatic feed from dousing tank. 

Mitigating System Capability 
Seismically qualified UPS capacity is 1 hour. 
Seismically qualified communications link between the two-reactor unit SCAs is not dependent on EPS, and is 
available for a minimum of 4 hours. 
Unit 1 to unit 2 480V EPS interconnect exists; one EPS DG is capable of supplying the post-seismic event loads of 
two reactor units. 
ECCS is capable of mitigating a single channel failure with injection to only two outlet headers. 
ECCS is not capable of mitigating multiple channel failures following a loss of boiler heat sink. 
Dousing tank connection to HTS provides adequate make-up following high-pressure ECC (MPECC) after a small 
LOCA. 

Operator Actions 
Operator redundancy for automated systems is credited, if procedure requires these actions (e.g., opening MSSVs). 
Seismic procedures will be developed to reflect necessary operator actions.  These include 
• procedure for inter-unit cross-tie of EPS systems, 

• procedure for starting diesel pumps, and 

• procedure for starting EPS when UPS is not available (beyond 1 hour capacity). 
Operators may start EPS under blackout conditions using emergency lighting. 
Field actions cannot be credited for earthquakes above 0.2g. 
Offsite power cannot be recovered for at least 72 hours after the event. 
Seismic failures of Group 2 components are not recoverable. 



CONTROLLED 91-03660-AR-002   Page 5-9 

 Rev.  0 

 

91-03660-AR-002 2002/07/05 

Table 5-2 
SCDF for Base Case plus Sensitivity Cases 

Description SCDF 
(yr-1) 

Operator - 
System 

Initiation %

Random Equipment 
+ Operator 

Recovery Failure % 

Seismic Failure of 
Group 2 Systems 

% 
Base case – four 
EPS diesels, hazard 
curve 1, 72-hour 
mission 

1.32×10-5 25 72 3 

Base case except 
24-hour mission 

6.55×10-6 49 46 5 

Base case except two 
EPS diesels 

5.21×10-5 6 93 1 

Base case – four 
EPS diesels, 72-hour 
mission, hazard 
curve 2 

5.27×10-5 21 19 61 
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Figure 5-1  Steps of a Seismic PSA 
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Figure 5-2  Sample Component Fragility Curves 
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Figure 5-3  Seismic Hazard Curves 



CONTROLLED 91-03660-AR-002   Page 6-1 

 Rev.  0 

 

91-03660-AR-002 2002/07/05 

6. CANDU 6 FIRE EVENTS ANALYSIS 

6.1 Introduction 

This section contains a preliminary design assessment of the generic CANDU 6 response to fire 
events.  The objective of this analysis is to estimate the fire-induced severe core damage 
frequency (SCDF) based on the available design information, and to provide insights about the 
generic CANDU 6 design.   

The major concern in the fire PSA is fire-induced damage to control and power cables.  Fire 
events are of particular concern, because they are “common cause” initiators.  In other words, the 
event itself can cause failures of redundant components and systems, thereby reducing the 
number of mitigating systems that are available to bring the plant to a safe and stable state.   

Generally, fire PSAs consist of the following tasks: 

a) The determination of fire zones based on the design fire hazard assessment, design, general 
arrangement drawings, fire zone drawings, information about steam barriers, or other 
available design information.   

b) The identification of fire zone area characteristics, in terms of the fire hazard and the location 
of safety related and PSA-credited systems and equipment.   

c) Qualitative screening analysis - the screening out of fire zones from further analysis based on 
qualitative evaluation.  The qualitative evaluation is mainly focused on the location of safety 
related systems and equipment.   

d) Quantitative screening analysis - the screening out of fire zones from further evaluation 
based on the conservative evaluation of SCDF.  Generally, any fire zone whose SCDF is 
lower than 1.0×10-6/yr is screened out from further evaluation.  This step requires an 
evaluation of the fire frequency for the fire zones, the identification of fire-induced IE, the 
development of plant models to respond to the fire-induced events, and the quantification of 
fire-induced SCDF using conservative assumptions.   

e) Fire vulnerability analysis - used to estimate the SCDF from fire events.  This analysis 
requires the establishment of potential fire scenarios, including fire growth and propagation, 
fire detection and suppression activities, and the resulting impact on safety related systems 
and equipment.   

The fire analysis presented here is based on the generic fire PSA methodology; see [6-1], 
engineering judgement and past experiences.  Some of the specific information that is required 
for the fire PSA, such as fire suppression reliability, severity factor, and heat release rate were 
not readily available.  The information was therefore obtained from the IPEEE study of US 
plants [6-5] or was assumed, based on engineering judgement and past experience.  Some 
additional information that was required for this analysis has been summarized below.  The 
detailed approach that is applied in this study can also be found in [6-6] and [6-7].  The approach 
that is used for this fire analysis is described in detail for the related fire zone analysis in 
Appendix F.   
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6.2 Fire Frequency 

This section deals with the development of a fire events database that is specific to CANDU 
plants, based on existing operating experience, and the calculation of fire initiation frequencies 
for categories of fire event sources for a CANDU plant.  This experience includes fire events that 
were recorded in US light water reactor plants and in CANDU plants.  The events were recorded 
in the PLG database for events in US-LWR plants, and in COG records for CANDU plants, and 
are screened for relevance to CANDU plants, and for applicability to the fire PSA.  The 
methodology for the calculation of fire initiating event frequency is described in [6-1].  The 
calculations are performed using the data analysis module of the program RISKMAN [6-8].   

The CANDU fire events database includes the fire events that are retained after the screening 
process, and the resulting fire initiation frequencies.  The analysis considers fire events that can 
occur both during reactor operation and for shutdown states.  Descriptions of the type and 
organization of the data in the database, as well as of the database structure and facilities, are 
given in Section 6.2.2.   

Fire initiation frequencies for specific categories of components, areas in the plant and transient 
fires are also evaluated.  The fire frequencies for events during reactor operation and for 
shutdown states are calculated.   

6.2.1 Screening of Fire Events from LWR and CANDU Operating Experience 

6.2.1.1 Definition of Fire Events 

Fire in NPPs constitutes a potential source of risk, due to its impact on equipment and systems 
that are important for safety.  Therefore, an examination of plant behaviour during fire events 
ensures that an adequate level of protection exists.  The methodology for fire risk evaluation is 
based on the PSA technique, where the IEs are defined by fire scenarios in various areas of the 
plant.  The frequency of the fire IE is derived from operating experience, for fire events that have 
occurred in NPPs in North America.   

The criteria that are used to consider or exclude various fire events in fire event databases for 
probabilistic safety evaluations vary widely in the nuclear industry, even though, in most cases, 
the ultimate goal is to examine the fire impact on reactor safety.  Therefore, the definition of a 
fire event is very important.   

In the view of the US NRC, this issue is defined in [6-4] as: 

“The risk significance of fire-induced reactor transients caused by fire damage to the cables (e.g., 
electrical faults), and balance-of-plant fire risks (e.g. turbine failures and fires; failure of station 
transformers), and other plant events which have the potential to cause a fire and a related plant 
transient needs to be evaluated.”   

This definition explicitly bounds the fire events that are significant to safety that: 

- can cause “fire-induced reactor transients”,  
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- involve “balance-of-plant fire risks” and 

- have the potential to cause “a fire and a related plant transient”.   

For the CANDU fire events database, events that are characterized by the presence of flame, 
burning or smouldering, and which have the potential for development and propagation to safety-
related or PSA-credited equipment, are considered as fire events.  With respect to the progression 
of fires, heating, arcing or sparks may result in potential fires; in this methodology, the initiation 
of a fire is considered to be the point where a flame occurs.  In selecting the criteria for including 
or excluding fire events in the database, the potential impact of the fires on plant safety during 
reactor operation is considered.  The relevance to a CANDU plant and applicability to the fire 
PSA are the guiding principles for retaining fire events in the database.  Generally, events with 
smoke and no fire are not included, as well as events that involve arcing, sparking, explosions 
and other short bursts of energy that fail to result in ignition.  Explosion events that involve 
mechanical effects but no fire are not considered.   

To establish fire IE frequencies, the specific operation history (on-power, shutdown) needs to be 
known, and the fire events must be consistently reported.  This information is available for US 
and Canadian plants.   

The CANDU fire events database consists of fire events that have occurred at the CANDU plants 
in Canada, as well as the fire events that have occurred in LWRs and that are relevant to the 
CANDU design.  US LWR events are considered to be applicable to the CANDU design, if they 
involve similar types of equipment in systems that provide similar functions to those in CANDU 
plants.  The data for the US LWRs are available from the PLG database [6-2].  The data for 
CANDU fire events were selected from the COG database [6-3].  The events that were recorded 
in these databases are selected in accordance with the definition of fire events and the screening 
criteria presented in Section 6.2.1.3.   

These two databases may include uncertainties and limitations that arise from differences in 
reporting criteria used by various plants, and from the accuracy of the event descriptions, among 
other discrepancies.  However, it is known that all the events that are reported to the Canadian 
regulator are included in the COG database, and that the information that exists in the PLG 
database is currently used for US LWR plant IPEEE studies that meet the requirements of the US 
NRC.  Our analysis also showed that the level of reporting is similar in these two databases.  
Therefore, the use of the data from the COG and PLG databases is appropriate for this work.   

6.2.1.2 Categories of Fire Events 

The first step in the process of developing the fire database is the identification of the potential 
fire sources in the plant.  Each fire event that is included in the CANDU fire events database is 
assigned to only one of these categories, according to the equipment, cause and/or location of 
occurrence.  According to accepted international practice, events are classified in a number of 
categories, which denote one or several of the following characteristics: 

- component types (e.g. cables, motors, pumps, etc.), 

- areas in the plant with common characteristics for several plants (e.g., MCR), and 
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- transient fires (e.g., fires caused by welding and cutting, transient combustible materials, 
human errors).   

Table 6-1 contains the list of fire event source categories that contribute to fire risk for CANDU 
plants, and also contains information on the components assigned to these categories.  The list of 
categories of fire event sources and the definitions of these categories are tailored according to 
specific assumptions, as follows: 

- Category 4 refers to all fires that occur in the MCR, regardless of the cause or equipment 
involved (transient fires, fires in control panels, cabinets, etc.).   

- Category 5 and Category 8 refer to Digital Control Computers and to D2O recovery dryers, 
respectively, which are specific to CANDU plants and are not present in US LWR plants.  
Therefore, the calculation of fire frequency considers only the CANDU data.   

- Category 12 (pumps) refers to fire events that are related to the pumps only; fires that occur 
in pump motors are assigned to Category 14 (motors).   

- Fires in junction boxes are included in Category 16.  The cables included in the databases are 
not modern fire resistant types, which have been used in the most recent plants.  A reduction 
factor will be used in the fire hazard analysis to reflect the lower fire initiating frequency of 
modern fire resistant cables in a new plant (power and control cables).   

- Category 20 (turbine-generator) includes all the fire events that are related to the T/G group 
(i.e., T/G exciter, oil, hydrogen fires).  Note that this category covers a wide range of fires, 
which could be broken down into large and small fires in the future, if necessary.   

- Category 23 (transient fires) contains fires that are related to causes such as human error 
(arson) and transient fuel location.   

- The Ontario Power Generation plants (Pickering A, Pickering B and Darlington) do not have 
DGs; therefore, they are not considered in the calculation of the frequency for Category 6.  
The standby generators for the OPG plants are gas turbines, which are included in 
Category 19.   

In some cases, the classification of an event into one category or another is not obvious, due to 
limited knowledge concerning the individual LWR plants or limited or incomplete descriptions 
of the event.  Therefore, the events need to be judged and analysed on a case-by-case basis, in a 
conservative manner.   

6.2.1.3 Screening Criteria 

The availability of a comprehensive fire events database is essential for performing a fire PSA.  
The database establishes the fire frequencies for various component types and plant areas.  The 
CANDU fire events database is based on events in US LWR plants that are recorded in the PLG 
database, and on events in the COG database.   

It is recognized that there is a large variability among the different plants, in areas such as 
specific design, layout, maintenance procedures and practices, safety culture and fire protection 
features.  However, the general level of technical standards for component manufacturing, safety 
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regulations and requirements, personnel training, plant maintenance practice, etc., are not vastly 
different over the nuclear industry in North America.  Moreover, fire events are evaluated 
individually at the component/equipment level, so that the differences of reactor types (CANDU 
vs. LWR) are not relevant for screening LWR fire events for applicability to CANDU.  
Therefore, it is considered appropriate to use LWR data for the CANDU fire events database.   

LWR plants may contain systems that do not exist in CANDU plants.  Thus, fire events that are 
associated with these types of systems in LWR plants are not considered, as they are not 
applicable to CANDU plants.  For example, fires in the following LWR systems are screened 
out: 

• Turbine-driven main feed water pumps in boiling and pressurized water reactors (BWRs and 
PWRs).  However, pump-only-related fires are retained (e.g., those caused by lube oil or 
overheated bearings).   

• Emergency feed water pumps in PWRs.   

• Turbine-driven high-pressure core injection system and turbine-driven reactor core isolation 
cooling system in BWRs.   

• Standby gas treatment system in BWRs.   

Events that are recorded in the PLG and in the COG databases are also evaluated according to 
the definition of fire events.  In addition, events that involve components and systems that are 
located in areas that do not contain any PSA-related equipment (e.g., administrative building) 
and that cannot cause a plant transient are screened out.  As a result, the following categories of 
events are screened out: 

• Fire code violations, false fire alarms and events relating to fire fighting systems (fire water 
protection systems) that do not include a fire.  These events appeared from the COG database 
as result of searching with the keyword “fire”.   

• Events with smoke and no fires (smoking bearings, belts), unless a detailed examination 
reveals that open flaming or a fire would likely occur if the event were to be allowed to 
progress.   

• Arcing, sparking, shorts and explosions that are short bursts of heat energy, but that fail to 
result in ignition.  Crankcase explosions in DG sets are screened out, since they are contained 
and cannot propagate.   

• Fires outside the fenced area, such as forest or grass fires, even if they result in the failure of 
transmission lines.  The “loss of off-site power” or “loss of Class IV power” events address 
these failures, and there is little likelihood of propagation to other parts of the plant.   

• Fires in the switchyard.   

• Fires in the administrative building, main entrance area, guardhouse, temporary buildings, 
trailers.   

An evaluation is also made concerning the situations for which the fire can occur, i.e., during 
reactor power operation and/or at shutdown.  This evaluation is necessary, because there may be 
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significant differences between the plant on power and the plant at shutdown, in areas such as 
plant configuration, system operation, maintenance activities, and personnel access to various 
areas in the plant.  As a result, the frequency of the fire events for the plant with reactor on power 
differs from the case when the reactor is shutdown.  The following three combinations are 
possible: 
 

Category Event can occur during Applicability  
 Shutdown Power  

A N Y Reactor on power only 
B Y Y Anytime 
C Y N Reactor shutdown only 

 

The events in the first two groups are applicable to the fire PSA with the reactor on power.  For 
this case, all the events in the first group, and only the fraction of the events in the second group 
that represent the events that occur during power operation, are considered.  Similarly, for the 
fire PSA with the reactor at shutdown, all the events in the third group, and only a fraction of the 
events in the second group are applicable.   

The events that are retained following the screening process constitute the CANDU fire events 
database for event frequency calculations.  It is noted that the screened out events are not deleted 
from the original records within the COG and PLG databases.  Should one choose to screen these 
databases for other purposes, the particular screened out events are still available.   

6.2.1.4 Screening of LWR Fire Events 

The US fire events database contains 783 fire event records spanning the period from 
1964 January 1 to 1994 January 26.  The database provides station data regarding the date of first 
criticality, date of first commercial operation, average availability, unit years, total unit years for 
multi-unit stations, unit power years, and total power years for the multi-unit stations.   

Following the Browns Ferry fire in 1975, there were a significant number of design upgrades 
carried out at the US LWRs, such as the use of better materials, the incorporation of strict 
physical separation, improved fire protection measures, changes in plant operating philosophies 
with strict administrative controls, and changes in event reporting requirements.  For this reason, 
the records prior to 1980 January 1 are not considered to be relevant.  For plants that were 
commissioned after this date, only events that occurred after the beginning of commercial 
operation are considered.  A cut-off date of 1992 December  (or the date of termination of 
commercial operation, if this occurred prior to 1992 December 31) was selected for the fire 
events that were considered in the study.  After this date, the completeness of the PLG fire 
database is questionable.  Based on the period from 1980 to 1992, the PLG fire database was 
reduced to 487 records.   

The results of the screening process are presented in Table 6-2.  The breakdown of the 
487 events in the US database for the 13-year period ending 1992 December is as follows: 
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124 events are not fire events, 134 events are screened out based on the screening criteria, and 
229 events are fire events.   

6.2.1.5 Screening of CANDU Fire Events 

The COG significant event report exchange database contains about 15,000 records, and is 
searchable by many different criteria.  The query for fire events resulted in a collection of 337 
events, but not all the events were true or actual fire events, since they also included fire code 
violations and equipment failures in fire protection systems.  The CANDU plant sites considered 
were the single-unit CANDU 6 plants (Point Lepreau and Gentilly 2), and the multi-unit Ontario 
Hydro stations (Pickering A, Pickering B, Bruce A, Bruce B and Darlington).   

The results of the screening process are presented in Table 6-2.  The breakdown of the 
337 events from the COG database for the period from first commercial operation of each plant 
to 1997 December is as follows:  230 are not fire events, 33 are screened out based on the 
screening criteria, and 74 are fire events.   

The calculation of operating years for CANDU plants for the fire frequency calculation was 
based on the cumulative gross capacity factor since going into service, which provides a 
conservative value of fire frequencies during on-power operation.   

The fire events from the CANDU plants that remained after screening were added to the US 
LWR events that remained after screening to form the generic CANDU fire IEs database.  The 
database has a combined total of 303 fire events from both LWR plants and CANDU plants.  The 
breakdown of the 303 fire events is as follows: 20 “power only” events, 2 “shutdown only” 
events, and 255 “anytime” events.   

6.2.2 CANDU Fire Events Database 

The fire events are stored in a commercial software database.  This allows for easy access and 
manipulation of data.  A number of fields are included, such as the database source, fire 
screening, screened out, shutdown.  An entry under fire screening can be either ‘Yes’ or ‘No’.  A 
‘No’ entry indicates that the event is not a fire event, and no further entries are required.   

For some categories, the results of the screening show large discrepancies between the number of 
events recorded in US LWR plants and the number in CANDU plants.  Therefore, the events in 
these categories have been reviewed to confirm the relevance of the US LWR data for the 
CANDU fire events database.   

For example, in Category 6 (DG sets), the number of fire events in US LWRs is 24 vs. 0 events 
in CANDU reactors for on-power events.  A re-examination of the events has shown that the 
dominant causes of fires are oil soaked insulation and oil leaks, which can equally occur in LWR 
and in CANDU plants.  Therefore, the difference in number of events is appreciated as 
originating in plant variability, and is not an indication against the applicability of US LWR data 
to the CANDU design.   
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For Category 12 (pumps), there were 14 events in LWR plants versus one event in CANDU 
plants during reactor operation.  The dominant fire causes are related to oil leaks, soaked 
insulation and bearing fires, which again do not raise concerns regarding the applicability of 
LWR equipment data to the CANDU design.   

6.2.3 Calculation of Fire Initiating Event Frequencies 

The determination of the generic fire frequency due to potential fire sources in a CANDU plant 
involves the statistical processing of the information on fire events that is included in the 
CANDU fire IEs database.  The calculations are performed using data analysis software 
purchased from an US consultant, and using the first stage of a two-stage Bayesian update option 
(the second stage would be used for the fire frequency analysis of a specific plant).  The 
methodology for calculation is described in [6-1].   

The fire events in the database represent US LWR operating experience from 70 plants with a 
cumulative service life of 1149 reactor years, and for the CANDU plants they represent seven 
plants (22 units) with a cumulative service life of 332 reactor years (up to December 1997).  
With the capacity factors or outage durations that are considered, a total of 1055 power 
operating years (814 for US LWR plants and 257 for CANDU plants) was used in the fire 
frequency calculation.  The operating experience for CANDU plants that are used in the analysis 
is given in Table 6-3.   

The result provides the fire IE frequencies for a generic CANDU plant design.  The mean 
frequency of the distribution for each category is given in Table 6-4.  The generic fire frequency 
represents the rate of occurrence of a fire (in events per year) that is caused in the plant by each 
particular category, during one year of operation with the reactor on power.   

6.3 Cable Routing Criteria 

Cable routing information is essential for a complete fire analysis.  The cable routing has been 
assumed based on the cable routing criteria, and engineering judgement.  The cable routing 
criteria are summarised below: 

• The distance between routes of the triplicated channels shall be maintained at a minimum of 
5 ft (1.52m) horizontally.  This distance applies between channels within each group, and 
also between the two groups of channels.   

• Where cabling is not associated with special safety system cables, the separation can be 
reduced to 18 inches within the safety system area.  This includes channels A, B and C; ODD 
and EVEN control; or ODD and EVEN power.   

• Trays that hold power cables will be the highest trays in the bank.  Where more than one 
voltage cable is present in the power trays, the highest voltage shall be located highest in the 
bank, and so on down through reducing voltages.   
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• There shall be a distance of 12 inches vertically between power trays and control trays.  
Where trays that hold power and control cables are run in the same vertical bank, there shall 
be a vertical distance of 18 inches between the lowest power tray and the highest control tray.   

• When two separate coupled channels must follow the same route, due to structural 
constraints, the vertical separation between trays must be 5 ft, and the lower tray must be 
covered.   

Where the separation between Group 1 and Group 2 trays cannot be maintained, the Group 2 tray 
shall be above the Group 1 tray, and the Group 2 tray shall have a solid–bottom, in order to form 
a suitable barrier between the two trays.   

6.4 Plant Modelling 

To model the plant response for fire-induced events, the plant response to internal events should 
be available.  The plant model for this study is based on the internal events model as described in 
Section 4.   

The conditional core damage probability is estimated by performing the following steps:  

• The database that contains all the data is revised to reflect the damage due to fire.  To be 
conservative, the failure probability of the equipment damaged by the fire is assumed to be 
1.0.  For this stage of the analysis, the human error related to actions in the MCR is assumed 
to be the same as that of the internal events.  The human errors related to the actions in the 
SCA or related to Group 2 system operation is assumed to be the same as those used in the 
Generic CANDU 6 seismic events analysis (see section 5).   

• The fault trees that reflect ETs for fire-induced IEs are developed.  In some cases, fire may 
cause other IEs that are not considered in the internal events model, such as the loss of a 
single train of Group 1 Class I 250V DC.  These IEs are more severe than the general 
transient assumed in this analysis.  When the detailed site-specific plant design information 
and complete internal events model are available, the potential for more severe fire-induced 
events should be carefully reviewed, and if necessary, considered in the quantification.   

• Each fault tree that represents the ET sequence is quantified and reflects the revised database.   

• The cutsets of each fault tree are reviewed to delete the meaningless cutsets.  For example, if 
the SDC pumps are damaged by fire, then other cutsets such as the failure of SDC pumps to 
run should not be in the cutsets.  These cutsets are deleted for final quantification.   

• The success sequences are not considered in the quantification, since they have a negligible 
effect on the final cutsets.   

• The results of revised cutsets are re-quantified to obtain the CCDP for each fire damage state.   

• The CCDP estimated above is reflected in the fire scenario ETs, in order to obtain the final 
severe core damage frequency that is induced by the fire in the fire zone.   
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6.5 Assumptions and Limitations 

6.5.1 General Assumption 

A number of assumptions have been made with respect to plant response, fire protection design, 
cable/piping routing, and mitigating system capabilities.  The assumptions made during the fire 
analysis are summarized in Table 6-5.  Other assumptions that are specific to the fire zones are 
described in the corresponding sections.  Note that many of the assumptions may be implicitly 
included in the plant model, and that most of the assumptions in the tables require verification.   

6.5.2 Limitation of the Analysis 

The analysis presented here is to be considered as preliminary, for the reasons that are 
summarized below: 

• Design information 
The fire-induced events and the resulting SCDFs are quite dependent on plant-specific 
information.  The most important information for the fire PSA is that of cable and piping 
routing.  The fire-induced damage and the impact on the plant safety are mostly related to the 
damage of cables.  Thus, depending on the cables that are located in the area and the relative 
distance from the ignition sources or intermediate combustibles to the cables, the fire 
scenarios and the resulting impact of the damage on the plant safety can be quite different.   

The analysis relies on assumptions that are made on the train level of the safety systems and 
the segment level of piping.  These kinds of assumption result in conservative core damage 
frequencies, since any damage to the cables would impact all trains of the safety related 
systems.   

The other information that is required for the fire analysis is specific information concerning 
the combustibles, such as the type of transformer(s), heat release rates and heat contents of 
ignition sources, confinement of oil, specific details of the electrical cabinets, fire protection 
program, and manual fire fighting capability.  For example, the fire scenarios for the 
electrical cabinets will differ depending on the existence of ventilation.  If there is no 
ventilation, then fires in the electrical cabinets are confined to the electrical cabinets.  If the 
ventilation are located above, then the fires will likely propagate to the cables.  If the 
ventilation is located below, then it is less likely that the fire will propagate to the cables 
above.  Such details are not considered in the analysis; therefore, generic assumptions have 
been made.   

The starting point of a fire PSA concerns the results of the fire hazard analysis.  The fire 
hazard analysis generally contains information regarding the amount of combustibles in the 
fire zone, including cables, fire detection and suppression system, fire barriers, transient 
combustibles, facilities and equipment required for manual fire fighting, etc.  The fire hazard 
analysis report that is available for this preliminary analysis is limited in scope.  Therefore, 
some essential information has been assumed, based on engineering judgement.  These kinds 
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of assumptions require checking, confirming or revising, when the information becomes 
available.   

Plant walk-downs are a necessary part of the plant-specific detailed PSA analysis.   

• Data set for fire analysis 
The fire PSA methodology [6-1] provides a procedure, as well as fire frequency data for this 
analysis.  However, the reference does not provide all the information that is required for this 
fire analysis.  The publicly available data, which is used in this preliminary analysis, is 
known to be conservative compared to data derived from fire experiences, such as the 
Electrical Power Research Institute (EPRI) manual suppression probability.  The severity 
factor that is used in this analysis is based on engineering judgement and past fire PSA 
experience.   

The fire methodology document should provide the damage criteria for equipment such as 
cables, typical parameters for ignition sources for use in COMPBRN IIIe such as heat release 
rates, and the typical methods for fire growth evaluation such as the method used to treat hot 
gas layer development.  In some cases, the results of COMPBRN IIIe are known to be quite 
conservative and require re-interpretation of the results, due to the use of simplified models.  
For example, in the COMPBRN IIIe estimation, a cable tray fire reaches peak intensity at 
time zero, and the fire propagates up a stack in intervals that are based on the code time step.  
That is, once one tray reaches its peak intensity, the next tray is assumed to ignite.  This is 
not consistent with experimental results.  Therefore, for this preliminary analysis, these kinds 
of parameters are based on engineering judgement and past fire PSA experience.   

• Plant models for use in fire analysis 
The internal events plant models are usually used directly, or are modified in the 
quantification of SCDF, due to the fire-induced accident scenarios.   

For most of the fire-induced scenarios, the internal events model can be applied by just 
adding the fire damage terms in the models.  However, in some cases, such as the fire-
induced loss of Class II power supply, modification to event trees and fault trees is required.  
As well, HRA and CCF may need modification.   

To conclude, the results that are presented in this report should be treated as preliminary.  
They meet the GPSA objectives in that they provide high-level design insights, as well as a 
measure of the risk, in terms of an estimate of the SCDF due to fire.  A plant-specific detailed 
design review and walk-downs should be part of the final site-specific PSA.   

6.6 Results and Discussion 

The main purpose of this study is to obtain meaningful insights in terms of the fire-induced risk.  
For this reason, a detailed evaluation of fire-induced scenarios is required.  This study omits the 
steps of the screening analysis and begins with the determination of the safety-significant fire 
zones/rooms for detailed evaluation.  The safety significance of fire zones is based on the 
systems and equipment that are located in the zone, and the fire sources that are in the area.  The 
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information about the fire frequency, amount of combustibles in the zone, and fire PSA 
experiences in LWRs is used to supplement the analysis.   

For the fire zones that are determined to be safety significant, the SCDF is estimated by 
evaluating the fire frequency in the zone, by developing the fire scenarios and fire scenario ETs, 
and by quantifying the CCDP for each fire scenario using the plant models.  For the dominant 
fire zones or sources, some sensitivity analysis was also performed.  The detailed evaluation of 
the fire analysis is presented in Appendix F.  The ETs are plotted using the ETA-II software 
program [6-9].   

This section presents the results of SCDF estimation due to fires, and summarizes the results of 
the sensitivity analysis.   

6.6.1 Severe Core Damage Frequency from Fires 

6.6.1.1 Total Severe Core Damage Frequency 

The self-ignited cable fires contribute 54.4% of the total SCDF.  The next significant ignition 
source is identified to be switchgear fires, which contributes 12.9% of the total SCDF.   

The SCDF due to fire in the Turbine Building provides the largest contributor of the total SCDF, 
followed by the SCDF due to fire in the Reactor Building and the Service Building.   

The most significant fire area is evaluated to be fire zone FT174 (inverter room).  The SCDF 
from fire zone FT174 is estimated to be 3.90×10-6/yr.  The next significant fire areas are FR002 
(reactor building access way and corridors), FR005 (reactor building cable access way), and 
FT001 (turbine building cable access way).  The SCDF of these areas is estimated to be  
2.86×10-6/yr, 2.82×10-6/yr and 2.76×10-6/yr, respectively.   

Most of the dominant fire scenarios involve the loss of all Group 1 systems due to the failure of 
fire suppression within the available time.  The failure of fire suppression leads to the 
development of fully developed fires, and also leads to the propagation to other combustibles, 
such as cables.  It is generally assumed that the fire zones that are considered in this preliminary 
analysis contain cables that are related to all Group 1 safety systems.  This would result in the 
loss of the MCR control and monitoring function; therefore, operators would be required to 
move to the SCA to manually actuate the Group 2 safety systems.   

This assumption may be conservative.  However, since the cable routing criteria allows the 
separation distance to be reduced to 18 inches between odd and even trains of safety systems, 
and allows the same route with a vertical separation of 5 ft, the assumption is inevitable in this 
preliminary analysis, due to the lack of specific information about cable routings.   

Since the information is not available, it is generally assumed that there are combustibles that are 
situated directly above the ignition sources, so that the fires can easily and quickly propagate to 
the combustibles.  Also, it is generally assumed that there are sufficient combustibles to cause a 
significantly high hot gas temperature to cause damage to cables.   
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The manual fire suppression probability that is used in this analysis is conservative, compared to 
that used in other fire PSAs in the USA and other countries.  Except for the main control 
complex areas, the fire suppression probability that is used here is obtained from publicly 
available sources (i.e., mainly from the Fire Scoping Study [6-6]).  The manual fire suppression 
probability presented in the Fire Scoping Study is known to be about 1.5 - 2 times lower than 
that presented in the most recent data sources, such as EPRI.   

The fire database assumes that the cables studied are not flame retardant, as there was no 
information to indicate that they were.   

Due to conservative assumptions, the use of low manual fire suppression probabilities, and the 
use of high fire frequencies for self-ignited cable fires, a relatively high SCDF is presented in 
this analysis.  This result suggests a need for more detailed analysis, based on detailed design 
information, such as cable routing, distances from the ignition sources to combustibles, and the 
amount of combustibles.   

This preliminary analysis determined two rooms or areas in the TB to be safety dominant, and 
estimated their SCDFs from the zones.  The significant fire zones are identified to be T001 (TB 
cable access area) and T174 (inverter room).  The SCDF from the fire zones is estimated to be 
2.76×10-6/yr (T001) and 3.90×10-6/yr (T174), respectively.   

The most significant ignition source is identified to be the self-ignited cables.  The SCDF due to 
self-ignited cables in the TB is 4.8×10-6/yr.  The SCDF due to switchgear fires in the TB is 
3.09×10-6/yr.  The SCDF due to transient fires in the TB is 4.82×10-7/yr.   

The generic CANDU 6 design has a seismically qualified UPS that can supply power for a 
period of one hour following a loss of the Group1 Class I power supply.  This power supply 
ensures that when the operators arrive at the SCA (after the MCR is evacuated due to the fire), it 
is already “operational”, in the sense that instrumentation and lighting are functioning before the 
operator starts the EPS DGs.  The UPS also provides power to open the MSSVs on an auto-
depressurisation signal, so that the initial heat sink following an MCR evacuation requires no 
operator action to be activated.   

6.7 Sensitivity Study for Fire Analysis 

Some sensitivity analyses were performed, and the results are summarized in the sections below.   

6.7.1 Fire Retardant Cables 

As a result of the Sandia National Laboratories (SNL) fire test, it is generally acknowledged that 
fire retardant cables are quite resistant to fire ignition.  Based on the test, it is generally 
considered that the fire frequency for self-ignited fire retardant cables is at least 10 times lower 
than that of non-fire-retardant cables.   

In this preliminary analysis, credit to the flame retardant cables in terms of fire frequency is not 
given.  However, a sensitivity case is assessed with flame retardant cables.    
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Assuming that all cables are fire retardant cables and that the fire frequency presented in the 
CANDU fire frequency database is for the non-fire-retardant cables, a sensitivity analysis was 
performed, and the resulting SCDF is shown in Table 6-6.  The total SCDF due to fires in safety 
significant fire zones/rooms is reduced from the 2.40×10-5/yr to 1.23×10-5/yr, which is a 48.8% 
reduction in SCDF.   

The results suggest that the use of fire retardant cables is important in terms of fire-induced 
SCDF.   

6.7.2 Gravity Feed from the Deaerator to the Steam Generators 

One of the design capabilities of the generic CANDU 6 facility that can be credited in the fire 
analysis is the capability for a gravity feed from the deaerator to the SGs.  If the water from the 
EWS fails, then a gravity feed from the deaerator storage tank, located in the TB, can maintain 
the SG heat sink for an additional 8 hours.  An operator action to open the MSSVs to 
depressurize the SGs will allow gravity feed of water inventory from the deaerator to the SGs.  
Analysis has shown that the water in the deaerator storage tank is available to flow into the SGs 
under gravity, if the pressure in the SGs and the deaerator storage tank are the same.   

The impact of crediting the gravity feed on the fire-induced SCDF is estimated in a simplified 
way.  In order to credit gravity feed, the MSSVs should be opened.  The generic CANDU 6 
assumes an automatic depressurisation, with power being provided by the seismically qualified 
Group 1 UPS.  If the seismically qualified Group 1 UPS is not available, then operators have to 
move to the SCA and start the EPS before manually opening the MSSVs. Once the MSSVs are 
opened, the automatic mechanical gag would maintain the MSSVs in the open position.  In this 
preliminary analysis, the UPS is assumed to always be available at an early stage of the fire 
scenario, if it has not failed randomly.   

When the Group 1 heat sinks and the EWS both fail, the gravity feed from the deaerator storage 
tank to the SGs can maintain the SG heat sink for 8 hours, assuming the availability of the UPS.  
However, the gravity feed would not reduce the SCDF significantly, since after 8 hours, other 
systems are required to provide cooling water.  Therefore, it only delays the timing of the SCDF.  
To reduce the SCDF, additional actions are required, to provide cooling water.  One feature that 
can be considered, is to manually provide cooling water to the deaerator by using other facilities 
(i.e., fire trucks), which do not require supporting functions.  The use of fire water trucks in the 
design basis accidents are not allowed in general, but it could be allowed in view of severe 
accident prevention, as can be found in some severe accident management procedures in LWRs.   

The causes of failures of the gravity feed are (1) the random failure of the UPS or the fire-
induced failure of the UPS, (2) the random failure of MSSVs to open, (3) the failure of the feed 
water line, or (4) operator failures to provide additional cooling water to the deaerator storage 
tank (i.e., fire trucks).  Taking into consideration all the potential failure causes, the 
unavailability of the gravity feed is lower than 0.2, and it is dependent on the capability of the 
operators to add supplementary cooling water to the deaerator storage tank.   
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Since this passive cooling capability is independent from other heat sinks, the unavailability of 
the gravity feed can be multiplied by the CCDP of all fire-induced core damage scenarios, except 
for cases where the SGs are not an effective heat sink.  Almost all the fire scenarios that are 
considered here use the SGs as a heat sink.   

A simplified estimation, assuming that the unavailability of the gravity feed was 0.2, showed that 
crediting the gravity feed could significantly reduce the SCDF to 5.42×10-6/yr from 2.40×10-5/yr.   

The assumption regarding the availability of the UPS at an early stage of fire-induced accidents 
may be optimistic, since this condition is quite dependent on the fire scenarios.  For example, the 
fire may cause damage to the UPS first, and then to the other systems.  In this scenario, the UPS 
is not available when it is required.  The assumption should be confirmed when the detailed 
cable routing information is available.   

6.7.3 Combination of Sensitivity Cases 

Sensitivity analysis results for combined cases are shown in Table 6-7.   

As shown above, the capability of the gravity feed can significantly reduce the SCDF.  When 
combined with fire retardant cables, the SCDF can be reduced to 2.77×10-6/yr from 2.40×10-5/yr.   

6.8 Fire Events Analysis Summary 

Section 6 has presented a preliminary estimate for the fire-induced SCDF of the generic CANDU 
6 plant.  The fire-induced SCDF is estimated to be 2.40×10-5/yr.  This study has provided 
meaningful CANDU 6 design insights, and has helped identify potential contributors to risk 
(SCDF).     

The fire-induced SCDF in different fire zones is presented in Table 6-8.  The dominant 
sequences of fire scenarios in the Turbine Building are presented in Table 6-9. 

One of the reasons for the relatively high SCDF due to fire is the conservative assumption that 
was made regarding cable routings.  To obtain an acceptable level of SCDF due to fires, a 
sensitivity analysis was performed.  The sensitivity analysis showed that combinations of 
modelling assumptions and plant operational features can reduce the SCDF to 1.43×10-6/yr.  
Among the modelling assumptions, the capability of a gravity feed from the deaerator storage 
tank to the SGs, combined with the capability of providing additional water to the deaerator 
storage tank by manual alignment before the inventory of deaerator is depleted, is identified to be 
the most critical item for reducing the SCDF.  Also, the use of fire retardant cables or equivalent 
is important for reducing the fire-induced SCDF.  The sensitivity study showed that the 
combined effect of the gravity feed from the deaerator and fire retardant cables reduces the fire 
induced SCDF to 2.77×10-6/yr from 2.40×10-5/yr.   

Due to the lack of detailed configuration data, such as the distance from the ignition source to the 
target equipment or cables, the evaluation of fire growth is based on a hand calculation.   
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The results presented in this section should be treated as preliminary.  The results meet the 
objectives of the GPSA, in that they provide high-level design insights, as well as a measure of 
risk in terms of an estimate of the SCDF due to fire.   
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Table 6-1 
Categories of Fire Event Sources 

Category ID Category Name Components 
1 Battery  
2 Battery charger  
3 Inverters  
4 Main control room Panels and cabinets in the control room 
5 DCC computer  
6 Diesel generator sets  
7 HVAC equipment Heaters, fans, chillers, filters, air 

compressors 
8 Dryers D2O recovery dryers 
9 Hydrogen fires Hydrogen vessels (excluding 

turbine-generator hydrogen fires) 
10 Logic and protection cabinets Relays, fuses, panels, switches 
11 HTS pumps  
12 Pumps Motor pumps and diesel driven pumps 
13 Motor control centre  
14 Motors MOV, strainer motor, starter motors 
15 Motor generator sets  
16 Power and control cables Cables, junction boxes 
17 Low voltage switchgear Low voltage equipment (480 V or less) 
18 High voltage switchgear High voltage equipment (above 480 V) 
19 Gas turbine generators  
20 Turbine - generator T/G exciter, oil, hydrogen 
21 Main unit transformer  
22 Transformers Transformers of all voltages 
23 Human error Transient fuel location 
24 Cable fires caused by welding 

and cutting 
 

25 Transient fires caused by 
welding and cutting 
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Table 6-2 
Generic CANDU Fire Events 

Event US LWR 
Plants1 

CANDU 
Plants3 

Generic 
CANDU 
System 

Total 4872 3374 N.A. 

Not a fire 124 230 N.A. 
Screened out 134 33 N.A. 
Power only 17 3 20 
Shutdown only 21 7 28 
Anytime 191 64 255 

Note 1: Based on the US fire events database.   

Note 2: For period between 1980 January 1 to 1992 December 31.   

Note 3: Based on raw data upon search of the COG database.   

Note 4: For period from first commercial operation to 1997 December 31.  It is noted that the 
raw data also contain events that do not involve a fire, e.g., fire code violations, false 
fire alarms, failure of fire fighting equipment, etc.   
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Table 6-3 
Experience in CANDU Plants 

CANDU 
Plants 

In-Service  
Date 

Calendar 
Years to 
Dec 97 

Operating 
Factor 

(%) 

Unit 
Power 
Years 

Unit 
Shutdown 

Years 
Point Lepreau 1983/Feb/01 14.92 87.3 13.0 1.9 
Gentilly 2 1983/Oct/01 14.25 84.2 12.0 2.3 
Pickering A1 1971/Jul/29 26.41 66.2 17.5 8.9 
Pickering A2 1971/Dec/20 25.97 62.7 16.3 9.7 
Pickering A3 1972/Jun/01 25.56 70.9 18.1 7.4 
Pickering A4 1973/Jun/17 24.55 68.9 16.9 7.6 
Pickering B5 1983/May/10 14.65 79.5 11.6 3.0 
Pickering B6 1984/Feb/01 13.92 83.2 11.6 2.3 
Pickering B7 1985/Jan/01 13.00 85.5 11.1 1.9 
Pickering B8 1986/Feb/28 11.84 78.9 9.3 2.5 
Bruce A1 1977/Sep/01 20.12 77.1 15.5 4.6 
Bruce A2 1977/Sep/01 18.09 70.0 12.7 5.4 
Bruce A3 1978/Feb/01 19.90 81.0 16.1 3.8 
Bruce A4 1979/Jan/18 18.95 77.6 14.7 4.2 
Bruce B5 1985/Mar/01 12.84 88.3 11.3 1.5 
Bruce B6 1984/Sep/14 13.30 85.3 11.3 2.0 
Bruce B7 1986/Apr/10 11.73 89.3 10.5 1.3 
Bruce B8 1987/May/22 10.61 90.5 9.6 1.0 
Darlington A1 1992/Nov/14 5.13 84.1 4.3 0.8 
Darlington A2 1990/Oct/09 7.23 67.4 4.9 2.4 
Darlington A3 1993/Feb/14 4.88 88.6 4.3 0.6 
Darlington A4 1993/Jun/14 4.54 85.2 3.9 0.7 

Totals  332.4  256.5 75.8 
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Table 6-4 
Fire Frequencies for the Categories of Fire Event Sources 

Category 
ID 

Category Name Mean OP Freq. 
(events/plant/ year) 

Mean SD Freq. 
(events/plant/ year) 

1 Battery 1.30E-03 1.82E-03 

2 Battery charger 2.32E-03 2.43E-03 

3 Inverters 1.00E-03 7.36E-04 

4 Main control room 3.03E-03 6.16E-03 

5 Digital control computers 4.01E-03 6.43E-03 

6 Diesel generator sets 2.19E-02 2.24E-02 

7 HVAC equipment 3.24E-03 1.84E-03 

8 Dryers 5.70E-03 3.97E-03 

9 Hydrogen fires 7.46E-03 6.01E-03 

10 Logic and protection cabinets 1.85E-02 1.75E-02 

11 HTS pumps 3.88E-03 9.94E-03 

12 Pumps 1.17E-02 1.08E-02 

13 Motor control centre 6.41E-03 7.10E-03 

14 Motors 1.07E-02 1.27E-02 

15 Motor generator sets 1.34E-03 3.35E-03 

16 Power and control cables 1.22E-02 1.58E-02 

17 Low voltage switchgear 7.23E-03 5.98E-03 

18 High voltage switchgear 1.19E-02 1.48E-02 

19 Gas turbine generators 1.11E-02 1.83E-02 

20 Turbine-generator 2.52E-02 9.01E-03 

21 Main unit transformer 1.13E-02 1.11E-02 

22 Transformers 1.21E-02 1.03E-02 

23 Human error 1.88E-02 2.52E-02 

24 Cable fires caused by welding and cutting 1.66E-03 1.01E-03 

25 Transient fires caused by welding and cutting 2.92E-02 7.40E-02 
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Table 6-5 
Assumptions for Fire Analysis 

Assumptions 
Fire-induced damage to SDS1 and SDS2 control cables is assumed not to affect the safety 
function of the systems, since the damage would actuate the shutdown system due to the fail-
safe design features. 
The fire detectors and auto and manual fire suppression systems are assumed to be installed 
properly, so that the fires can be detected as soon as fire occurs, and the automatic fire 
suppression system can be actuated at an early stage of fires, before damaging or igniting 
additional equipment. 
The minimum fire protection program, such as transient combustible control and fire 
inspection, and which is required by the regulator, is assumed to be present at the reference 
plants.  However, it is assumed that there are no additional inspections or more stringent fire 
protection programs. 
During the welding/cutting task, it is assumed that the fire detection and automatic fire 
suppression systems are blocked, and that, instead, a designated firewatcher is present at the 
place. 
The total number of equipment or the total weight of the cable insulation, which are required 
to estimate the fire frequency, is conservatively estimated using the information in the fire 
protection database and available general arrangement drawings.  The information from the 
fire protection database is not complete, and some of the information has to be postulated. 
The weight of cable insulation is assumed to be 0.146 lb/ft, and the total weight of cable 
insulation located in the fire zones is roughly estimated to be 180,000 lb. 
It is generally assumed that the transient fires have two categories, severe and small fires.  
The small transient fires are assumed to have 30 Btu/s heat release rate, with total heat content 
of 25,000 Btu.  The severe transient fires are assumed to have 150 Btu/s of heat release, with a 
total heat content of 70,000 Btu.  The fraction of severe transient fires is assumed to be 0.3. 
Reference [6-1] recommends estimating the transient fire frequency based on the fire zone, 
but it was observed that the dimensions of fire zones vary from zone to zone.  Thus, in this 
analysis, the transient fire frequency is estimated based on the number of rooms.  The total 
number of rooms in the plant is roughly estimated to be 264. 
It is assumed that cutting and welding jobs in the RB are not allowed during power operation. 
The cable routing criteria allow for separate channels or groups to follow the same route, with 
the use of covered trays or solid-bottom trays.  This means that the fires in the cable trays of a 
group or channel can damage the cables of another channel or group, although it does not 
cause the ignition of the other group or channel cables.  Thus, it is assumed that fully 
developed cable tray fires can damage both trains of Group 1 systems or both Group 1 and 
Group 2 systems, if the cables are known to be located in the same fire zones. 
Except for a few cables, fire-induced damage to cables or electrical equipment is generally 
assumed to lead to a general transient event, which results in the loss of Class IV power. 
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Table 6-6 
Results of Sensitivity Analysis for Fire Retardant Cables 

Severe Core Damage Frequency (/yr) Fire Zone 
Base Case Retardant Cables 

FR002 2.86×10-6 1.77×10-6 
FR005 2.82×10-6 3.77×10-7 
FR107 6.92×10-7 7.44×10-8 
FR501 1.44×10-6 6.42×10-7 
FS201 1.83×10-6 1.08×10-6 
S327 3.72×10-7 3.72×10-7 
S328 9.16×10-7 8.13×10-7 
S329 2.77×10-7 2.77×10-7 
MCR 9.85×10-7 9.85×10-7 
S213 9.36×10-8 4.80×10-8 

FS221 1.12×10-6 3.58×10-7 
FS222 9.64×10-7 1.46×10-7 
FT001 2.76×10-6 7.18×10-7 
FT111 1.64×10-6 1.29×10-6 
FT141 6.15×10-7 1.28×10-7 
FT161 7.08×10-7 3.59×10-7 
FT174 3.90×10-6 2.83×10-6 
Total 2.40×10-5 1.23×10-5 
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Table 6-7 
Results of Sensitivity Analysis 

Cases 

a) Fire retardant cables in all fire zones.   

b) Crediting of gravity feed from deaerator storage tank to SGs.   

Results of Sensitivity Analyses 

  Case  Severe Core Damage Frequency (/yr) 

  Base   2.40×10-5 

  a    1.23×10-5 

  b    5.42×10-6 

  a + b   2.77×10-6 
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Table 6-8 
Summary of Fire Induced Severe Core Damage Frequency 

Fire Zone Description SCDF/yr

FR002 Reactor Building Access Area and Corridors  2.86E-06

FR005 Reactor Building Cable Access Way 2.82E-06

FR107 Fuelling Machine Vault Room  6.92E-07

FR501 HTS Pump Area 1.44E-06

Reactor Building Sub-total 7.81E-06

FS201 Service Building Cable Access Way 1.83E-06

S327 Electrical Equipment Room 3.72E-07

S328 Electrical Equipment Room 9.16E-07

S329 Computer Room 2.77E-07

S326 Main Control Room 9.85E-07

FS213 Cable Access Area 9.36E-08

FS221 ECC HX and D2O Vapour Recovery Area 1.12E-06

FS222 Reactor Building Ventilation Exhaust Area 9.64E-07

Service Building 6.55E-6 

FT001 Turbine Building Cable Access Way 2.76E-06

FT111 High voltage Switchgear Room 1.64E-06

FT141 Cable Tray Room 6.15E-07

FT161 Low Voltage Switchgear and MCC Room 7.08E-07

FT174 Inverter Room 3.90E-06

Turbine Building 9.62E-6 
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Table 6-9 
Dominant Sequences in the Turbine Building 

Fire 
Zone/Room 

Fire Scenario SCDF 
(/yr) 

T174 Self-Ignited Cable Fires in Safety Cables * Success of 
Fire Detection * Failure of Early and Late Manual Fire 
Suppression 

5.51×10-7 

T174 Self-Ignited Cable Fire Occurred in Non-Safety Cables 
* Success of Fire Detection * Failure of Early and Late 
Manual Fire Suppression 

3.67×10-7 

T174  Severe Fires in Inverters * Success of Fire Detection * 
Failure of Early and Late Manual Fire Suppression 

2.96×10-7 

T174 Severe Fires in Rectifiers * Success of Fire Detection * 
Failure of Early and Late Manual Fire Suppression 

2.38×10-7 

T001 Severe Transient Fires * Success of Fire Detection * 
Failure of Manual Fire Suppression 

2.23×10-7 

T174 Severe Switchgear Fires * Failure of Early Manual Fire 
Suppression * Success of Late Manual Fire Suppression  

2.15×10-7 

T174 Severe Fires in MCCs * Success of Fire Detection * 
Failure of Early and Late Manual Fire Suppression 

1.03×10-7 

T174 Severe Fires in Switchgears * Failure of Fire Detection 1.02×10-7 

Note: The SCDF sequences also include failures of Group 2 systems. 
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7. CANDU 6 FLOOD EVENTS ANALYSIS 

7.1 Introduction 

The major concern in the flood PSA is the failure of equipment due to submergence or sprayed 
water.  Flood events are of particular concern because they are “common cause” initiators.  In 
other words, the event itself can cause failures of redundant components and systems, thereby 
reducing the number of mitigating systems that are available to bring the plant to a safe and 
stable state.   

The flood PSA methodology is described in [7-1].  The steps are similar to the fire PSA 
methodology.  Some of the information, such as the location of PSA-credited equipment can be 
shared between the fire and flood PSAs.  Finally, the plant modelling for fire and flood have the 
same features, so that the same modelling can be used for both events analyses.   

Generally, flood PSAs consist of the following tasks: 

a) The determination of flood areas based on design flood calculations, general arrangement 
drawings, information about flood barriers, or other available design information.   

b) The identification of flood area characteristics, in terms of flooding sources and the location 
of safety related and PSA-credited systems and equipment.   

c) Qualitative screening analysis - the screening out of flood areas from further analysis based 
on qualitative evaluation.  The qualitative evaluation is mainly focused on the location of 
safety related systems and equipment.   

d) Quantitative screening analysis - the screening out of flooding areas from further evaluation 
based on the conservative evaluation of SCDF.  Generally, any flooding area whose SCDF is 
lower than 1.0×10-6/yr is screened out from further evaluation.  This step requires an 
evaluation of the flood frequency for the flood areas, the identification of flood-induced IE, 
the development of plant models to respond to the flood-induced events, and the 
quantification of flood-induced SCDF using conservative assumptions.   

e) Flood vulnerability analysis - used to estimate the SCDF from flood events.  This analysis 
requires the establishment of potential flood scenarios, including flood growth and 
propagation, flood detection and suppression activities, and the resulting impact on safety 
related systems and equipment.   

7.2 Definition of Flood Areas and Analysis Basis 

A flood area is defined to be an area that is bounded by walls or barriers that can reasonably 
contain the floodwater in the area.  The barriers need not be watertight doors or barriers.  It is 
assumed that the generic CANDU 6 design mainly consists of open areas; thus, there are only a 
few areas that can be considered as flood areas.  The floodwater is assumed to flow into lower 
levels if there are any openings.  Therefore, this study is based on the flooding sources and is not 
based on the flood area.   
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7.3 Flood Frequency Estimation 

Piping breaks, valve ruptures, expansion joint ruptures, tank ruptures, and human errors can 
cause flooding.  The flood frequency is estimated by taking the sum of the frequencies of 
applicable flood causes.  Flooding due to human error is not considered in this study, due to the 
lack of detailed information.   

For pipe failure frequency, the WASH-1400 (Reference 7-2) approach was used in this internal 
flooding analysis as stated in the GPSA methodology (Reference 1). The WASH-1400 approach  
estimates the pipe break frequency as a function of pipe diameter (i.e., > 3 in. and < 3 in.) and 
segments as follows: 

Piping > 3” diameter,  median:  1.0×10-10/hr, 95%:  3.0×10-9/hr 

Piping ≤ 3” diameter,  median:  1.0×10-9/hr, 95%:  3.0×10-8/hr. 

The flooding frequency due to the rupture of valves is estimated using the frequency presented 
by Hubble and Miller (Reference 7-3). 

The Calvert Cliffs PRA (Reference 7-4) and Oconee PRA (Reference 7-5) used the expansion 
joint failure frequency of 2.5×10-4/yr for the condenser cooling system.  This failure frequency is 
used for this internal flooding analysis as described in the GPSA methodology (Reference 7-1). 

The rupture failure frequency used for tanks is 2.4×10-4/yr as listed in Reference 7-6. 

7.3.1 Flood Flow Rate 

For the flooding PSA, operators can isolate flooding before it can affect safety functions.  The 
estimation of the time that is available for operators to isolate the flooding is one of the essential 
tasks in the flooding PSA.  The available time is dependent on the flooding flow rate and the 
floodable space.   

The flooding flow rate is limited by the maximum pumping rate, the maximum flow rate of 
orifices, and the maximum flow rate of pipes.  Since all three factors can limit the flow, the 
lowest flow rate among them is the flooding flow rate.  The maximum pumping rate is the pump 
run-out flow rate multiplied by the number of operating pumps.   

The orifice flow rate can be estimated by using the following equation: 

QF.R. = 0.525 x C x D2 x (Dp/ρ) ½ 
where, 

C = 1 for a double-ended break 

D = inside pipe diameter (inches) 

Dp = pressure differential (psi) 

ρ = water density  = 62.3 lb/ft3 
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In order to apply this equation, information regarding the operating pressure at the orifice point 
and the diameter of the pipes is required.   

The maximum flow rate of piping can be estimated by using the following equation:  

Q = 96.3 A x (∆P/ρ K Le) ½ x 7.48 x 60 

where 

A = inner surface area of piping  

∆P = differential pressure  

ρ = density of flood flow  
K = resistance factor  

Le = equivalent length of the piping  

This equation is known to have high uncertainty, due to the inherent nature of K and Le.  As 
well, this equation requires detailed information about the layout of the piping, in order to 
estimate Le - this information was not available at the time of this analysis.  Therefore, in this 
analysis, the maximum piping flow rate is not considered in the estimation of flooding flow rate.   

If the operating pressure of piping flooding sources is not available, the orifice flow rate is 
estimated using the pump discharge pressure.   

If both the operating pressure and pump discharge pressure are not available, then the normal 
pumping flow rate multiplied by the number of operating pumps is used for the flood flow rate.   

7.3.2 Categorization of Flood 

The flood frequency and flood flow rate are estimated using the above equation.  Failure 
frequencies are used for guillotine-type breaks of the piping, and catastrophic failures of tanks or 
valves.  Experience shows that flooding due to catastrophic failures is quite rare.  The Oconee 
PRA [7-7] categorizes the flood frequencies and flood flow rates as large, medium and small 
floods, using the following factors: 

Flood frequency (large)  = Flood frequency × 0.1 

Flood flow rate (large)  = Flood flow rate 

Flood frequency (medium)  = Flood frequency × 0.3 

Flood flow rate (medium)  = Flood flow rate/3 

Flood frequency (small)  = Flood frequency × 0.6 

Flood flow rate (small)  = Flood flow rate/6 

This categorization method is widely accepted, and is used in most flooding PSAs for LWRs.  
This categorization method is applied in this generic study.   
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7.3.3 Other Calculations for Flooding PSA 

Floodwaters that accumulate in an area can propagate to other areas under the door, or they can 
be transferred to the sumps via floor drains.  For the case of small flooding, the flood 
propagation or outward flow under the door or drains can impact the flooding scenario.   

The flow rate under the door can be estimated using the following equation:  

QF.R. (Door) = 448.8(0.7021 + 0.0074 W) a W {2g(H-a)} 0.5 gpm 

where 

a = floor undercut (ft) 

W = door width (ft) 

g = 32.2 ft/sec2  

H = flood depth (ft) 

In estimating the flow rate from the above equation, it is assumed that the floor undercut is 
typically 1.5 inches, and the width of the door is 4 ft.   

The transferred flow rate via drains can be roughly estimated using the following equation: 

FR (Drain) ~ 7.6 d H3/2 (ft3/sec) 

where 

d = diameter of drain in unit of ft 

H = water depth in ft.   

7.4 Plant Modelling 

To model the plant response for flood-induced events, the plant response to internal events 
should be available.  The plant model for this study is based on the internal events model as 
presented in Section 4.   

The conditional core damage probability is estimated by performing the following steps:  

• The database containing all the data is revised to reflect the damage due to flood.  To be 
conservative, the failure probability of the equipment damaged by the flood is assumed to be 
1.0.  For this stage of the analysis, the human error that is related to actions in the MCR is 
assumed to be the same as that of the internal events.  The human errors that are related to the 
actions in the SCA or are related to Group 2 system operation are assumed to be the same as 
those used in the generic CANDU 6 seismic events analysis.   

• The fault trees that reflect event trees for flood-induced IEs are developed.  These IEs are 
more severe than the general transient that is assumed in this analysis.  When the detailed 
site-specific plant design information and complete internal events model are available, the 
potential for more severe flood-induced events should be carefully reviewed, and if 
necessary, considered in the quantification.   
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• Each fault tree that represents the event tree sequence is quantified, and reflects the revised 
database.   

• Each cutest in a sequence is reviewed to identify basic events that cannot be credited.  These 
basic events are assigned a probability of 1 for final quantification.  For example, if the SDC 
pumps are damaged by flood, then other cutsets, which contain basic events related to SDC 
such as the failure of the SDC pumps to run, are set a probability of 1.   

• The success sequences are not considered in the quantification, since they have a negligible 
effect on the final cutsets.   

• The results of the revised cutsets are re—quantified, in order to obtain the CCDP for each 
flood damage state.   

• The CCDP that is estimated above is reflected in the flood scenario event trees to obtain the 
final SCDF that is induced by the flood in the flood area.   

7.5 Assumptions and Limitations 

7.5.1 General Assumption 

A number of assumptions have to be made with respect to plant response, flood protection 
design, cable/piping routing, and mitigating system capabilities.   

7.5.2 Limitation of the Analysis 

The analysis presented here is to be considered as preliminary, for the reasons that are 
summarized below: 

• Design information.   
The flood-induced events and the resulting SCDFs are quite dependent on plant-specific 
information.  The most important information for the flood PSA is that of the cable and 
piping routing.  Also, the existence of piping in certain areas is crucial to developing the 
flooding scenarios.   

The analysis relies on assumptions that are made on the train level of the safety systems and 
the segment level of piping.  These kinds of assumption result in conservative core damage 
frequencies, since any damage to the cables would impact all trains of the safety related 
systems.   

• Plant models for use in flood analysis.   
The internal events plant models are usually used directly, or are modified in the 
quantification of SCDF, due to the flood-induced accident scenarios.     

To conclude, the results that are presented in this report should be treated as preliminary.  
They meet the GPSA objectives in that they provide high-level design insights, as well as a 
measure of the risk, in terms of an estimate of the SCDF due to flood.   
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7.6 Results and Discussion 

The main purpose of this study is to obtain meaningful insights in terms of the flood-induced 
risk.  For this reason, a detailed evaluation of flood-induced scenarios is required.  This study 
omits the steps of the screening analysis and begins with the determination of the 
safety-significant flood zones/rooms for detailed evaluation.  The safety significance of flood 
zones is based on the systems and equipment that are located in the zone, and the flood sources 
that are in the area.  The information about the flood frequency and flood PSA experiences in 
LWRs is used to supplement the analysis.   

For the flood zones or flood sources determined to be safety-significant, the SCDF is estimated 
by evaluating the flood frequency in the zone, developing the flood scenarios and flood scenario 
event trees, and quantifying conditional core damage probability for each flood scenario using 
the plant models.  For the dominant flood zones or sources, some sensitivity analysis was 
performed.  The detailed evaluation of the flood analysis for some flood scenarios is presented in 
Appendix H.   

The event trees have been plotted using the ETA-II computer code [7-7].   

7.6.1 Severe Core Damage Frequency from Flooding 

This section presents the results of SCDF estimation due to floods.   

7.6.1.1 Total Severe Core Damage Frequency 

The total SCDF due to flooding for the generic CANDU 6  is estimated to be 8.96×10-7/yr (see 
Table 7-1).  The SCDF due to flooding from the RSW contributes 61.6% (5.52×10-7/yr) to the 
total SCDF.  The SCDF from the flooding due to firewater contributes 33.2% (2.98×10-7/yr) to 
the total SCDF.  The two flooding sources contribute 94.8% to the total SCDF.   

The SCDF due to flooding in the RB is estimated to be 2.71×10-9/yr, which is negligible.   

The most significant flooding area is FL-T02 (RCW heat exchanger room).  The SCDF from this 
flooding area is estimated to be 5.56×10-7/yr (62.1%).  The next most significant flooding area is 
FL-T06 (inverter room), with a SCDF of 2.05×10-7/yr (22.9%).  These two flooding areas 
contribute 85.0% to the total SCDF.   

The total SCDF from flooding is quite low.  The most significant flooding design features of the 
generic CANDU 6, include the automatic tripping of CCW pumps and RSW pumps when there 
is an indication of flooding, such as the TB basement level high.  The automatic trip of these 
pumps will isolate the flooding sources, preventing any flood propagation.   

The other flooding design features of the generic CANDU 6 are the steam barriers of the RCW 
heat exchanger room and the main feed water pump rooms.  These steam barriers are considered 
to be flooding barriers that stop flood propagation between the rooms.   
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The flooding SCDF can be further reduced, if air-cooled diesel generators replace the RSW-
cooled DGs, and if RCW is used for spent fuel bay cooling.   

7.6.1.2 Severe Core Damage Frequency from Reactor Building Flooding 

This preliminary analysis determined two flooding sources in the RB to be potentially safety 
significant, and estimated the SCDF from the flooding sources.  The significant flooding sources 
were identified to be dousing water and firewater.  The SCDF from these flooding sources is 
2.71×10-9/yr, which is negligible.  The low SCDF comes from the provisions that the Group 1 
transmitters are located above the maximum potential flooding level, and from the watertight 
design of junction boxes and terminal blocks in the building.  Due to these design provisions, any 
flooding and spurious actuation will not significantly affect the safety functions.   

7.6.1.3 Severe Core Damage Frequency From Service Building Flooding 

This analysis selected three flooding areas in the SB to be potentially safety–significant, and 
estimated the SCDF from these areas.  The significant flooding areas were identified to be 
FL-S01 (shield cooling pump room), FL-S02 (ECC heat exchanger room and other areas) and 
room S328 (control equipment room).  The SCDF from these flooding areas is estimated to be 
2.64×10-8/yr (FL-S01), 5.70×10-9/yr (FL-S02), and 8.65×10-8/yr (S328), respectively.  The total 
SCDF from the three flooding areas is estimated to be 1.19×10-7/yr.   

The most significant flooding source is identified to be the firewater in Room S-328.  In the 
flooding frequency estimation, it is assumed that the fire water pipe that is located in this room is 
a segment, as per the WASH-1400 definition.  Also, the maximum flooding flow rate is that of 
the normal pump capacity.  This assumption may be conservative or optimistic, and thus needs to 
be confirmed by reviewing the detailed piping routing drawing and pump run-out flow rate, or 
the operating pressure of the pipes.  There are some other measures to mitigate the flooding, such 
as opening the doors to the areas that do not have safety related components.  This operator 
action would give operators more time to isolate the flooding sources.  Without considering 
potential operator intervention, the SCDF is considered to be low enough so that no additional 
consideration is required.   

7.6.1.4 Severe Core Damage Frequency from Turbine Building Flooding 

This preliminary analysis determined four flooding areas in the TB to be potentially safety 
significant, and estimated the SCDF from the flooding areas.  The significant flooding areas are 
identified to be FL-T01 (condenser areas), FL-T02 (RCW heat exchanger room), FL-T03 (main 
feed water pump area), and FL-T06 (inverter room).  The SCDFs from these flooding areas are 
estimated to be 1.11×10-8/yr (FL-T01), 5.56×10-7/yr (FL-T02), 1.65×10-9/yr (FL-T03), and 
2.05×10-7/yr (FL-T06), respectively.  The total SCDF from the four flooding areas is estimated to 
be 7.74×10-7/yr.   

The most significant flooding source is identified to be the RSW, which contributes 71.3% 
(5.52×10-7/yr) to the total SCDF from TB flooding.  The next significant flooding source is 
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identified to be the firewater, which contributes 27.2% (2.11×10-7/yr) to the total SCDF from TB 
floods.  CCW flooding contributes 1.2% (1.11×10-8/yr).   

Although the SCDF from the TB is dominant to the total SCDF due to flooding, the frequency 
itself is judged to be low enough, considering the unlimited flooding sources that are located in 
this building.  The low SCDF is mainly a result of the auto-trip of the CCW pumps or RSW 
pumps upon the high-level signal of the TB basement or RCW heat exchanger pit.  Also, the 
steam barriers of the RCW heat exchanger room and main feed water pump areas contribute to 
reduce the SCDF.   

7.7 Sensitivity Study for Flooding Analysis 

As described above, the SCDF due to flooding is relatively low.  This section presents a 
sensitivity analysis of certain design features on the SCDF due to flooding.   

7.7.1 Auto Stop of the CCW Pumps 

In this preliminary analysis, it is assumed that the CCW pumps will be tripped on the TB 
basement level high signal.  However, some plants cannot adopt this design feature, because the 
CCW supply ducts to the condensers are common for both units, so that this design requires all 
CCW pumps for both units to trip.  In some cases, this design feature may cause spurious trip 
due to the intrusion of draining water in the instrument area or due to the spurious actuation of 
the signal.  Therefore, a sensitivity analysis was performed to identify the impact of the auto-trip 
of the CCW pumps on the flooding-induced SCDF.   

The same flood scenario event trees that are used for evaluating the base case SCDF were used 
to evaluate the impact of the CCW pump auto-trip.  The resulting SCDF is roughly estimated to 
be 1.11×10-6/yr, higher than that of the base case.   

7.7.2 Auto-Trip of the RSW Pumps 

In this analysis, it is assumed that the RSW pumps would be automatically tripped upon the 
RCW heat exchanger pit level high signal.  However, having an automatic trip of the RSW 
pumps could have an impact on the plant safety (i.e., spurious trip of RSW pumps).  As a result, 
some plants may be reluctant to adopt this design feature.  A sensitivity analysis was performed 
to identify the impact of auto-trip RSW pumps on the flooding-induced SCDF.  The same flood 
scenario event trees that are used for evaluating the base case SCDF were used.  The resulting 
SCDF is roughly estimated to be 3.34×10-6/yr, higher than that of the base case.  These results 
showed that the auto-trip of the RSW pumps will reduce the SCDF significantly.   

7.7.3 Steam Barriers of RCW Heat Exchanger Room and Feed Water Pump 
Room 

In the base case analysis, the RCW heat exchanger room is assumed to be separated from the 
condenser area and main feed water pump area by steam barriers.  The steam barriers are 
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considered to be reliable flooding barriers, without any propagation paths between the areas.  
The only possible pathway for flooding propagation is via open doors or under doors.  There are 
two doors between the condenser area and the RCW heat exchanger rooms.  The probability that 
both doors are left open is estimated to be 0.01.   

The sensitivity analysis for the case that there are no flooding barriers between these rooms is 
performed here to identify the impacts of flooding barriers on the SCDF.  Without the flooding 
barriers, any flooding that occurs in any one of FL-T01, FL-T02 or FL-T03 would directly 
propagate to the other two rooms.  The major flooding sources of FL-T01 and FL-T03 are the 
condenser circulating water and raw service water, respectively, and if there were no flood 
barriers among these areas, the flood would grow to the same level for all three-flood areas.   

The SCDF is estimated in a simplified way using the same flood scenario event trees for the base 
case.  The total SCDF for the sensitivity case is estimated to be 1.38E-6/yr, which is about two 
times higher than that of the base case 

7.8 Flood Events Analysis Summary 

Section 7 has presented a preliminary estimate for the flood-induced severe core damage 
frequency of the Generic CANDU 6 plant.   

The total severe core damage frequency due to flooding in Generic CANDU 6 plants is estimated 
to be 8.96E-7/yr (see Table 7-1).  The SCDF due to flooding from the RSW is estimated to be 
5.52E-7/yr.  The SCDF from the flooding due to firewater is estimated at 2.98E-7/yr.   

The dominant sequences that are due to flooding are relatively low compared to dominant 
sequences in other PSAs.  
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Table 7-1 
Severe Core Damage Frequencies from Flooding Analysis 

Flooding Areas/Sources SCDF 
(/yr) 

Reactor Building  

 Flooding from the Dousing Tank 2.70E-09 

 Flooding from the Fire Water Pipe Breaks 8.97E-12 

Service Building  

 Flooding due to MPECC/EWS Pipe Breaks 5.70E-09 

 Flooding due to RCW Pipes Breaks in Shield Cooling Pump Room  2.64E-08 

 Flooding due to Firewater Pipe Breaks in Room S-328 8.65E-08 

Turbine Building  

 Flooding due to CCW Line Breaks at FL-T01 (Condenser Area) 1.11E-08 

 Flooding due to RSW Line Breaks at FL-T02 (RCW Heat Exchanger Room) 5.52E-07 

 Flooding due to Firewater Line Breaks at FL-T02 (RCW Heat Exchanger Room) 4.45E-09 

 Flood due to Firewater Line Breaks at FL-T03 (Feedwater Pump room) 1.65E-09 

 Flood due to Firewater Line Breaks at FL-T06 (Inverter Room)  2.05E-07 

TOTAL 8.96E-7 
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8. CANDU 6 SHUTDOWN EVENTS ANALYSIS 

8.1 Introduction 

An assessment of the adequacy of plant design and operation is achieved by identifying potential 
accident sequences that dominate risk and by establishing which features of the plant contribute 
most to the dominant accident sequences.  These plant features may be potential hardware 
failures, common mode failures, human errors during testing and maintenance, or procedural 
inadequacies that lead to human error during accident mitigation.   

An analysis for shutdown states addresses concerns that are in addition to those that are 
addressed in a full-power operation PSA.  These concerns include simultaneous system 
unavailability during different phases of an outage, the importance of operator actions to restore 
functions, and maintenance restrictions to various mitigating and safety systems, while the plant 
is in a specified shutdown state.   

A shutdown state PSA can provide insight for outage planning, plant operations and procedures 
during an outage, outage management practices (e.g., maintenance restrictions), and design 
modifications aimed at lowering the risk of core damage.   

8.2 Methodology 

The methodology used for the event tree analysis and for the human reliability analysis is 
described in [8-1].  In the discussion presented below, the general methodology is summarized 
briefly, with additional material given on aspects that are specific to the ETs that are contained in 
this report.   

8.2.1 Overview of Event Tree Structure 

Event tree analysis is carried out for each initiating event.  The ET depicts various possible 
sequences that could occur after the IE, by modelling combinations of mitigating system 
availabilities or unavailabilities.   

Each ET starts with the IE, and then develops through a logical set of branch points.  Each 
branch point represents the success (upward direction) or failure (downward direction) of a 
pertinent mitigating system.  The ET is horizontally oriented, and is read from left (the IE) to 
right (sequence endpoints).   

Each sequence in a tree concludes, when one of the following conditions exists: 

a) Decay heat is being adequately removed.  No significant plant damage has resulted.  Such 
sequences are labelled “S” (success).   

b) Failures have resulted in some degree of plant damage.  Depending on the IE, and the manner 
in which decay heat is being removed (if at all), a label is assigned from the listing of PDSs.   
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c) The estimated frequency of the sequence is so low that further study is not merited.  These 
sequences are labelled as “not developed further” (NDF).  A sequence is terminated and 
labelled NDF when its estimated frequency is 1 x 10-9 events per year or less.   

The generic CANDU 6 ETs are of intermediate size.  That is, separate branch points will be 
assigned not only to heat sinks, but also to operator actions, electrical power, service water, and 
instrument air that is required to support the heat sinks.  A desktop-computer-based software 
program called ETA-II is used to draw and evaluate the ETs [8-2].   

8.3 Initiating Events 

Seven IEs were assessed (in terms of their safety implications) by preliminary ET analysis: loss 
of regulation, loss of instrument air, loss of SDC, loss of Class IV power supply, HTS leaks, 
freeze plug failures and loss of service water (see Appendix K).  These events may occur while 
the reactor is cold, depressurized and full or cold, depressurized and drained to the headers.   

Loss of regulation – An occurrence following reactor shutdown of loss of control of reactor 
power causing a power excursion with the potential to lead to significant release of radioactivity 
from the failed fuel, if not terminated by the safety system.   

Loss of instrument air – Total loss of instrument air is defined as the condition when the 
compressed air supply fails to provide a sufficient volume of air to the required components at a 
specific minimum pressure during shutdown operation.   

Loss of shutdown cooling – Total loss of shutdown cooling is defined as SDC pump failure to 
move the HTS inventory from the ROH to the RIH and/or failure of the SDC heat exchangers to 
remove heat from the HTS inventory.   

Loss of Class IV power supply – Total loss of Class IV power supply is defined as the loss of 
power to both 13.8 kV Class IV buses.   

HTS leaks – HTS leaks are defined as the loss of HTS inventory at a rate that is no higher than 
the capability of one D2O feed pump.   

Freeze plug failure – defined as the loss of HTS inventory at a rate that is similar to a small 
LOCA caused by single channel failure.  This leak rate is beyond the capacity of the D2O feed 
pumps.   

Loss of service water – Total loss of service water is defined as the absence of any recirculating 
water flow and/or the absence of any RSW flow through the RCW/RSW heat exchangers.   

Events were selected on the basis of the following criteria: 

a) the frequency of the IE, 

b) the impact on the dominant accident sequences, 

c) the impact on mitigating systems, 

d) whether or not the event is a higher level, bounding event, and 
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e) experience from past CANDU PSA studies.   

8.3.1 Initiating Event Frequencies 

Initiating event frequency estimates were determined from past CANDU PSA experience, and 
adjustments were made, where appropriate, for design differences.  The result was then adjusted 
further, to account for the expected frequency and duration of the shutdown states that are 
considered in this report.  Two shutdown state cases are considered: 

a) Reactor is shut down, with the HTS cold, depressurised, and full, and 

b) Reactor is shut down, with the HTS drained to the header level.   

8.4 Event Tree Development 

As stated earlier, the ET logic commences with the IE.  After this, questions are asked about the 
success/failure of various mitigating functions.  These questions include the following: 

a) For cases when Class IV power is lost, do the DGs re-energize the Class III busses?  If so, do 
the instrument air compressors and Group 1 service water pumps successfully re-start? 

b) Does the operator carry out the required actions? 

c) If required, are systems available to provide inventory make-up to the HTS? 

d) Are systems available to provide a heat sink for the fuel? 

Generally, in the analysis of some IEs, the mitigating system cannot be credited, because it is not 
qualified to operate in the expected environment (e.g., large LOCA or steam line failure).  In this 
case, the safety design guide on environmental qualification provides guidance to the analyst.  
The IEs that are analysed in this particular ET study are not expected to create harsh 
environments that would incapacitate equipment.   

Class I and Class II control power systems are not shown in the ETs, since their presence would 
make the trees unmanageable.   

For a particular system, typical success criteria may include the number of pumps that are 
required to operate, and when they are required to operate, so that the safety functions can be 
performed.  For example, after some IE combined with a loss of Class IV power and the 
successful re-start of Class III power, instrument air is used to close certain pneumatically 
operated RCW valves, thus isolating or reducing the associated RCW loads.  In this situation, the 
minimum number of RCW pumps that are required to re-start is dependent on whether or not 
instrument air was successful in reducing the service water load demands.  If instrument air was 
available to reduce the RCW load, then it is sufficient to have only one RCW pump re-start.  If 
instrument air was unavailable to reduce the RCW load, then a minimum of two RCW pumps 
must re-start.   
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Post-accident operator actions are modelled in the ETs and are ordered as far along the ET as 
possible.  They are usually placed just before the associated system that requires manual 
initiation.   

When a single sequence involves multiple operator actions, these multiple operator actions are 
normally modelled as one branch point in the tree.  For two IEs in this study, however, there has 
been a departure from this modelling practice; namely, “loss of SDC-drained HTS”, and “loss of 
S/W-drained HTS”.  For these IEs, “operator close & fill HTS” is modelled as a separate branch 
point from follow-up operator actions that require the establishment of a heat sink.  The question 
of operator success/failure for these follow-up actions is posed in the trees, even in situations 
when the operator has failed to “close & fill the HTS”.  This is considered to be acceptable 
modelling practice, since the likely cause of operator failure for “close & fill HTS” is task 
related, not diagnosis related.  Hence, there is no common cause of operator failure for “close & 
fill HTS” versus follow-up actions; therefore, both of the operator branch points can be 
considered to be independent.  Note that in all cases, the combined probability of human failure 
for both branch points is never estimated to be less than 1 x 10-3.   

8.5 Modelling Issues Related to Shutdown State PSA 

8.5.1 Summary of Plant Configuration and Heat Sinks 

A CANDU 6 NPP can be in many operational states, with reactor power ranging from full power 
to a complete shutdown (i.e., reactor sub-critical).  It is very important to make a clear distinction 
between operating conditions that are included in the PSA for full power conditions, and those 
that are considered in the shutdown state PSA, in order to avoid overlap.  The focus of this report 
is on planned outage types within a specific plant configuration for a shutdown state.   

Plant configurations are used to model the unique operational conditions during shutdown.  This 
phase of the preliminary PSA includes information gathering and plant familiarization, as well as 
the selection of the outage types that are typical to a specific plant configuration.  The plant 
configuration is defined here as a period during a plant operating mode when important 
characteristics are distinctively different from another plant operating mode.  The important 
characteristics that describe a CANDU 6 plant configuration during a shutdown state are HTS 
temperature, pressure and inventory.   

At the start of the plant outages, the HTS is typically in a transition state from zero power hot 
(with a coolant temperature of 260°C) to the maintenance state (with a coolant temperature of 
normally 54°C).  There are three typical states of the HTS: full, pressurised, and hot; full, 
depressurised and cold; and drained to the header level.  Typically, during a planned outage, the 
reactor is required to be in a guaranteed shutdown state (GSS).  A GSS is an approved state of 
the reactor, in which stringent measures are in place to ensure that the reactor is maintained 
sub—critical, with more than a sufficient margin to balance all potential positive reactivity 
effects.  This state is normally achieved by adding a sufficient amount of neutron-absorbing 
material (gadolinium) to the moderator.   
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The SDCS is the preferred operating heat sink when the HTS is at a temperature of less than 
177°C.  SDC is inherently reliable, because of redundancies in electrical power supplies 
(Class IV or Class III power supplies), and because of the fact that only one of the two SDC 
circuits (SDC pumps and HXs) is required to adequately cool the HTS, when it is less than 
177°C in temperature (after 6 hours).  In the unlikely event that SDC fails (for example, due to 
loss of both pumps or loss of the RCW supply to the SDC heat exchangers), the CANDU 6 
design provides a number of back-up heat sink provisions, as noted below: 

HTS full, pressurised, and hot.  The HTS is full and pressurised when the reactor is being 
warmed up from zero power cold (54°C) to zero power hot (260°C), in preparation for plant 
start—up, and when the HTS is being cooled from zero power hot (260°C) to zero power cold 
(54°C), in preparation for a maintenance outage.  During warm-up and cool-down, the HTS 
pressure setpoint is selected as a function of the HTS temperature.  This selection is required to 
prevent cold pressurisation, which will minimize delayed hydride cracking (DHC).   

During the warm-up of the HTS, the HTS pumps are circulating the primary side D2O, and the 
AFW pump is supplying water to the secondary side.  The HTS is heated at a maximum rate of 
2.8°C per minute; this rate is controlled by the steam generator pressure control system (SGPC).  
The SGs are credited as the primary heat sink and the SDC system as the back-up heat sink, 
except in the case of loss of RCW or loss of both Class IV and Class III power supply, when the 
EWS system is credited as the back-up heat sink.  Warm-up is not part of this analysis, because it 
is assumed that all safety and safety related systems would be returned to their “at power” status 
prior to starting the warm-up.   

HTS full, depressurised, and cold.  When the HTS is full and depressurised, the SDC system is 
credited as the primary heat sink, and the SGs are the back-up heat sink.  For this analysis, 
CANDU 6 plants are assumed to be in this type of configuration 28 days every two years.   

HTS drained to the header level.  When the HTS is drained to the header level, the SDC system 
is credited as the primary heat sink.  This plant configuration is typically required for inspection 
and repairs that are related to SG tubes, HTS pump internals, and ECCS header isolation valves.  
This state is not entered into until at least three days after reactor shutdown, when the decay 
power is low.  Generally, every attempt is made to complete other maintenance activities first, 
and this state is not entered into until the latter stages of an outage.  The generic CANDU 6 plant 
is assumed to be in this type of configuration 10 days every two years.   

8.5.2 Accident Sequence Modelling 

As for a PSA for full power operation, accident sequence modelling involves a number of tasks, 
including the consideration of the plant response to the IEs, event sequence modelling, the 
determination of success criteria for required safety functions, and the analysis of system 
reliabilities.   

Plant response to an IE is typically dependent upon operator actions in response to the IE.  This 
is expected in a shutdown state PSA, since many safety systems and their support systems 
require manual initiation during a shutdown.   
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With the aid of the generic PSA methodology developed by AECL [8-1] and tools such as ETs 
and fault trees, event sequence modelling is adequately performed.   

Due to the low decay heat levels, the success criteria for most systems are less stringent at 
shutdown than at full power.  Systems such as instrument air require only one compressor to be 
functioning (as opposed to two at full power operation), in order to supply sufficient air to those 
systems that require it.   

In the ‘at power’ PSA, the unavailabilities of safety and support systems are often dominated by 
the failures in standing by; in the shutdown state PSA, they are dominated by maintenance 
unavailability.   

8.5.3 Operator Interactions 

An important aspect of a shutdown state PSA is the analysis of operator actions in response to an 
IE.  These types of operator interactions (called post-accident tasks) are particularly important 
during shutdown, because of the reduced level of plant automation.  They have tended to be 
dominant contributors to core damage frequency in PSAs that have been performed (i.e., French 
PSAs).   

Post-accident operator tasks are divided into diagnosis (perception, discrimination, interpretation, 
diagnosis and decision making) and post-diagnosis tasks (execution), both of which are intended 
to implement mitigation measures for ensuring or maintaining adequate fuel cooling.   

Diagnosis is defined as the identification and evaluation of an abnormal event (i.e., loss of SDC) 
to the level that is required to identify those systems or components whose status can be changed 
to mitigate or eliminate the problem within a time constraint.   

Post-diagnosis actions are activities that are indicated by, and which logically follow, a correct 
diagnosis of the abnormal or IE, and that are performed correctly within an allowable time 
constraint.   

During this analysis, post-accident operator actions are modelled in the ETs as separate branch 
points, and are placed before the top event of the associated system that requires manual 
initiation.  In calculating the HEPs, it was conservatively assumed that the operator would take 
the maximum allowable diagnosis time (determined by reference to existing analysis or 
consultations with site staff) before performing the post-diagnosis task.   

8.6 Safety Considerations for a Shutdown State PSA 

The following is a summary of safety considerations and assumptions that are credited for a 
shutdown state PSA for the generic CANDU 6 design: 

a) The method of performing electrical maintenance consists of confining maintenance to either 
odd or even sections of the system, for any given maintenance task.   
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b) Safety systems, components in safety systems, mitigating systems, and components in 
mitigating systems shall be placed in a safe state, prior to performing maintenance on that 
system or component.  The method of performing maintenance to these systems or their 
components consists of putting it in a safe mode, then repairing, testing and returning it to 
service, prior to working on another system or component.   

c) No planned maintenance shall be started to a standby power generator, if the other power 
generator is unavailable for any reason, including maintenance.   

d) Unit start-up shall not proceed past the point at which any standby safety system is required 
to be available, unless the standby safety system is functionally effective.   

e) A comprehensive post maintenance outage start-up plan will be verified (usually by the shift 
supervisor), prior to the initiation of start-up.  This plan should include, but not be limited to 

1) housekeeping, 

2) a review of jumpers that may affect the ability to start up, 

3) re-arming of standby safety systems; 

4) establishing the power train line-up, including heat sinks, and 

5) a review of incomplete maintenance items.   

f) The planned removal of equipment from service will only be carried out, such that the task 

1) maintains the reliability of standby safety systems within acceptable limits, and does not 
decrease the effectiveness to outside of the bounds of the safe operating envelope; and 

2) minimizes the potential of IEs that could lead to accidents.   

g) Upon the completion of maintenance, safety systems or safety related system components 
shall be checked or tested to confirm availability, as soon as practical after the completion of 
maintenance.   

h) The reactor shall be placed in a GSS, whenever the RRS cannot control the bulk power.   

i) Shutdown system trip setpoints will be reduced as practical, in order to prevent reactor power 
from exceeding the capacity of the heat sink.   

j) The credited back-up heat sink will be kept ready for immediate use, or it will be kept within 
a recall time that is specified in approved operating documentation.   

k) The removal of components from service (for which the removal causes a reduction in a 
standby safety system’s margin of redundancy, e.g., when a safe state cannot be used) will 
only be performed if the unit is in a state where the system is not required, due to either the 
state of the unit, or the performance of alternative compensating actions, as per the specified 
approved procedure.   

l) The HTS warm-up or cool-down rate shall be no greater than 2.8°C per minute.   
m) The minimum requirements for SDC to be considered available for use are that 

1) One out of two circuits is available.   
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2) 2 out of 4 flow connections to each HTS loop, both connections being on the same side.   

3) the SDC recirculation valve is available to operate.   

n) The ECC shall not be removed from service unless the HTS is less than 100°C, and the 
system can satisfy the specified recall times.  Also, during warm-up, the ECC must be 
available for service, prior to the HTS temperature exceeding 100°C.   

o) No operation or maintenance will be carried out, if this work will impair the ability to 
provide for effective fuel cooling by natural circulation, should a total loss of Class IV and 
Class III power occur.   

p) Whenever the boilers are credited as back-up heat sinks, it must be possible to refill the 
secondary side inventory of at least one boiler in each loop.   

q) The moderator may not be drained for planned maintenance, until the reactor has been shut 
down for at least 2.5 days.   

r) The D2O recovery pump and flow path must be available whenever there is any work to be 
performed on the HTS, if this work significantly increases the potential for a HTS leak (e.g., 
ice plugs, channel inspection and gauging apparatus for reactors (CIGAR), etc.).   

s) Whenever the HTS boundary is opened or the pressure boundary is degraded (e.g., SG 
inspection, HTS pump seal replacement, etc.), pre-arranged and practiced procedures shall be 
available to ensure that an appropriate boundary can be re-established in a timely manner.   

t) If the reactor is in a GSS, then (1) the moderator purification system shall be isolated, with 
the closed isolation valve padlocked; (2) any source that could add D2O to the moderator 
shall be isolated and locked closed; and (3) and at least one shutdown system shall be poised.   

u) There must be sufficient heavy water inventory in the heavy water storage tank to correspond 
to the plant state (e.g., HTS full and pressurized, HTS full and depressurised, or HTS 
drained).   

v) When the reactor is in any other condition than a GSS, both shutdown systems must be fully 
available and poised.   

As far as practical, the maintenance of the regulating system and of the neutron power 
instrumentation associated with the shutdown systems is to be avoided during shutdown 
conditions.   

w) The containment system shall not be intentionally made unavailable, unless all of the 
following conditions are met: 

1) The reactor is in a GSS.   

2) All reactor systems are cooled and depressurised.   

3) All irradiated fuel within containment is adequately cooled and has an alternative cooling 
supply available.   
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8.7 Results and Discussion 

8.7.1 Total Loss of Service Water Event 

A total loss of service water is defined as the absence of any recirculating water flow and/or the 
absence of any RSW flow through the RCW/RSW heat exchangers.  A partial loss of service 
water (i.e., loss of recirculating cooling water to some but not all RCW loads, or loss of RSW to 
some raw service loads, but not to the RSW/RCW heat exchangers) is excluded from the scope 
of this study.  A total loss of service water is postulated for the HTS that is drained to the 
headers.   

8.7.1.1 Heat Transport System Drained to Headers Level 

When the reactor is in the “drained to headers level” configuration, the major concern in the 
accident sequence of the loss of service water is that the SCDS is unavailable (similar to the full, 
depressurised and cold configuration).  However, unlike the full, depressurised and cold 
configuration, the boilers are not automatically established as the secondary heat sink.  
Following the rapid bottle-up and fill-up of the HTS, the operator is required to bleed the non-
condensable gases that are trapped within the HTS by “bumping the HTS pumps”.  This method 
of heat removal can be performed only if Class IV power is available.  If Class IV power is 
unavailable, then bottle-up and fill-up of the HTS is not credited in the ET, since 
thermosyphoning cannot be established without the availability of the HTS pumps, and since the 
D2O supply pumps will not operate without Class IV power.   

The results of the analysis show a core damage frequency of 1.51 x 10-5 per year, when the IE is 
a total loss of service water and the reactor is in the “drained to headers level” configuration.   

The key elements of the plant response, analysis, assumptions and discussion of results in this 
configuration are discussed below: 

8.7.1.1.1 Class IV or Partial Class III Power Available 

If Class IV power is available, then the operator must bottle up and fill up the HTS and establish 
thermosyphoning by “bumping the pumps”, in order to vent non-condensable gases.  In the case 
of failure to establish thermosyphoning, the operator must establish “feed and bleed”-type 
cooling, by circulating the dousing tank water through the HTS using the ECC pumps.   

If Class IV power is unavailable and partial Class III power is available, then the bottle-up and 
fill-up of the HTS is not credited in the ET analysis.  The operator must establish “feed and 
bleed”-type cooling, by circulating the dousing tank water through the HTS using the ECC 
pumps (only if instrument air is available).  There is sufficient water available for this cooling to 
be effective for many hours, even if heat is not removed in the ECC heat exchangers.  Later into 
the accident, the operator can be credited to manage the opening of the EWS supply valves via 
their hand wheels, and provide pumped EWS to the ECC heat exchangers if service water is 
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unavailable.  Otherwise, it is expected that RB sump water temperatures will exceed the 
allowable temperature for ECC pump operation within a 24-hour period.   

The recirculation path for ECC will either be through the existing hole in the HTS, or through the 
LRVs in the pressure and inventory control system piping and D2O storage tank rupture disk.  
Operator action is required to establish the latter flow path.   

If instrument air is unavailable, then the operator must establish the same type of heat sink, 
except that the recirculation path for ECC will have to be through the existing hole in the HTS, 
because the degasser condenser will bottle up.   

8.7.1.1.2 Total Loss of Class IV and Class III Power  

If Class IV and Class III power is lost, then the operator’s only option is to establish ECC 
powered by EPS.  This is a complex task that involves a number of actions.  First, the operator 
must be aware that a flow path to the D2O storage tank will not remain open, because the 
degasser condenser bottles up on loss of control power to the level control valves.  This path 
blockage will occur after one hour, given the capacity of the Class I batteries.  Therefore, no 
attempt should be made to close up the HTS, as the only long term flow path for ECC will be 
through the existing maintenance hole.  Furthermore, the dousing tank isolation valves fail 
closed (PV10/PV11) upon loss of Class I battery power, so it will not be possible to pump the 
dousing water through the ECC pumps after 1 hour.   

Given the time that is available and complexity of the actions both in the MCR and SCA, it is 
considered improbable that the operators will react quickly enough to inject enough water from 
the dousing tank in one hour to ensure that there is sufficient water to operate ECC in the 
recirculation mode.  Thus, the only option is to use gravity-driven flow from the dousing tank to 
the HTS (there is enough pressure to rupture ECC discs), and subsequently start ECC in the 
recirculation mode, after sufficient water has spilled into the RB sump.   

8.7.1.1.3 Assumptions 

a) It is assumed that the boilers are not available to act as a heat sink when Class IV power is 
unavailable, because it is unlikely that thermosyphoning can be established following HTS 
fill-up and bottle—up, due to non-condensable gases being trapped within the HTS.   

b) It is assumed that over 1 hour (1 hour and 15 minutes) is available to the operator to establish 
a heat sink, before the fuel will become uncovered.   

c) If Class IV power is lost and the DGs successfully re-energize the Class III buses, then Class 
III loads that had been operating prior to the IE will automatically re-start.   

d) The reactor is in a GSS.   

e) Based on operational feedback, it is assumed that the DGs are not being maintained during 
shutdown.  However, if the DGs are found to be unavailable, then they will be restored on a 
high priority basis.   
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f) Based on operational feedback, it is assumed that there is a 30% probability that the MFW 
system or the AFW system will be unavailable, due to maintenance during planned outages.  
It is noted that both the MFW system and AFW system will not be on maintenance at the 
same time.   

g) It is assumed that if an operator fails to properly perform a required action, then the 
probability that he or she will fail to perform the subsequent required action is 50%.   

When the reactor is in the “drained to headers level” configuration, the following special 
maintenance restrictions should be followed: 

a) Maintenance activities should not be permitted to incapacitate the ECC injection stage and 
ECC recovery stage at the same time.   

b) Maintenance activities should not be permitted to incapacitate the AFW system and the EWS 
system at the same time.   

It is recommended that analysis be performed to support the assumption that thermosyphoning 
can be established by “bumping the pumps”, following the fill-up and bottle-up of the HTS.   

Because SDC is completely disabled upon loss of service water, the effect of a hypothetical 
secondary source of cooling water for the SDC heat exchangers was examined.  It is estimated 
that the provision of an alternative independent cooling water source (i.e., fire water or RSW) 
will lower the core damage frequency by about 70 %, when the IE is a loss of service water and 
the plant is in the drained, depressurised and cold configuration.   

For the case where Class IV power is available and the AFW system has failed to provide 
makeup to the boilers, a sensitivity analysis was performed to observe the effect of a hypothetical 
secondary source of cooling water to the MFW pumps.  It is estimated that the provision of an 
alternative independent cooling water source (i.e., fire water or RSW) will lower the core 
damage frequency by about 25 %.   

The current estimate of more than 1 hour (1 hour and 15 minutes) for establishing a heat sink 
may be conservative.  Therefore, it is recommended that in-house best estimate analysis be 
performed to determine the time by which a heat sink needs to be established, following the loss 
of service water.   

A detailed procedure for bottle-up and fill-up is available to the operators.  Because much of the 
risk that is associated with the loss of service water is due to the HEP for bottle-up and fill-up, it 
is recommended that a HRA be performed for this operator action.   

The loss of service water event frequency is based on a conservative model (i.e., failure of RCW, 
but not RSW, so that there is minimum time for operator response).  It is estimated that about 
60% of the service water IE frequency is due to RCW failure.  Therefore, if separate analyses for 
RCW and RSW events are performed, the operator will have much longer than 1 hour and 15 
minutes before the fuel becomes uncovered, if only RSW has failed.   

Longer recovery times will enable a lower HEP to be credited.  It is therefore recommended that 
deterministic analysis be performed to provide an estimate of recovery time based on the failure 
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of the RCW system only.  If recovery time proves to be significantly lower than the 1 hour and 
15 minutes that are credited in this report, then the ET analysis for the loss of service water event 
should be revised to address the two events (RCW and RSW) separately.   

For the most dominant case (1.43×10-5 per year), a HEP of 0.5 (for operator action to initiate 
HPECC following operator failure to fill up and bottle up the HTS) is a conservative and 
arbitrary number that was used in this analysis.   

8.7.1.1.4 Discussion of Dominant Sequences and Recovery Analysis 

The following are the dominant accident sequences for the loss of service water event, while the 
HTS is cold, depressurised and drained: 

IE-SWD*OPHTS*OPECC5/CL4/IA1  = 1.43×10-5 per year 

IE-SWD*OPHTS*EWS-ECCHX/CL4/IA1/OPECC5/ECC1/OPEWS7  = 3.28×10-7 per year 

For the first sequence above, the failed portion of the accident sequence is as follows:   

- loss of service water while the HTS is drained; 

- operator fails to start fill-up and bottle—up of the HTS; and 

- operator fails to initiate ECCS.   

The success portion of the accident sequence is as follows: 

- Class IV power is available; and 

- instrument air supply is available; 

For the second sequence above, the failed portion of the accident sequence is as follows:   

- loss of service water while the HTS is drained; 

- operator fails to start fill-up and bottle—up of the HTS; and 

- operator fails to establish long-term cooling by connecting EWS to the ECC heat exchangers.   

The success portion of the accident sequence is as follows: 

- Class IV power is available; 

- instrument air supply is available; 

- operator is successful at initiating ECC; 

- ECC starts and runs successfully; and 

- operator is successful at initiating long-term cooling.   
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8.8 CANDU 6 Shutdown Events Analysis Summary 

This preliminary shutdown state analysis provides insights into the importance of various aspects 
of design, operating practices, maintenance restrictions, accident procedures and outage 
management, with respect to the prevention of core damage.   

The most risk dominant IE proved to be the total loss of service water, because SDC is 
completely disabled.   

8.9 References 

[8-1] AECL, 2002, Generic CANDU Probabilistic Safety Assessment – Methodology, AECL 
Report 91-03660-AR-001.   
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9. CANDU 9 INTERNAL EVENTS ANALYSIS 

9.1 Introduction 

This analysis report summarizes the dominant severe core damage accident sequences and their 
frequencies, which are contained in the preliminary probabilistic safety assessment (PPSA) study 
that was performed for the CANDU 9 plant design.  The PPSA was performed to confirm the 
design concept at a preliminary stage.  The CANDU 9 PSA is being performed in two stages to 
correspond with the CANDU 9 program of pre-project (PPSA) and project phases (final PSA, 
FPSA).  The PPSA is based on a high level ETA for internal events only, with support and 
front-line systems being credited.   

Severe core damage accident sequences include individual event sequences that lead to a reactor 
core with no heat sink.  These event sequences are represented by plant damage states PDS0, 
PDS1 and PDS2 in the Level I PPSA.   

One of the steps involved in the preparation of ETAs consists of the identification of event 
sequences that may result in SCD, and the estimation of their frequencies.   

The dominant severe core damage sequences have been obtained from the event tree analysis 
reports of the PPSA program, and are listed below: 

• PPSA program – LOCA ETs; 

• ETA for PPSA – Feed water and main steam line (MSL) events; 

• ETA for PPSA – Shield cooling system failure; 

• ETA for PPSA – Support system failure events; 

• ETA for PPSA – Moderator system failure events; 

• ETA for PPSA – Reactor shutdown state. 

The ETs were developed to show the various possible accident sequences that could occur after 
an IE, by modelling combinations of mitigating system unavailabilities.   

9.2 Initiating Event Analysis 

9.2.1 Process of Identification of Initiating Events  

The main step in this task is the systematic review of the plant design, in order to identify the 
plant internal IEs.  Other steps include the selection of applicable IEs both from CNSC 
Consultative Document C-6, Rev 1 [9-1], and from similar systematic design review studies of 
previous CANDU plants.   
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9.2.1.1 Systematic Review of CANDU 9 480/Natural Uranium Plant Design 

A rigorous and systematic review of the CANDU 9 plant design is carried out to identify internal 
events that require analysis in the overall safety assessment program.  Briefly, the approach 
consists of looking systematically for mechanisms that can cause the release of radioactive 
materials from their normal locations and, as a result, can potentially expose the public to 
radiation levels that are beyond acceptable limits.   

Two different methods are used for the systematic plant review.  The first method is the 
development of a Master Logic Diagram, and the second method uses a failure mode and effects 
analysis (FMEA) technique.   

The first method involves the development of a master logic diagram.  This diagram is 
essentially a high level fault tree model that focuses on the potential release pathways of 
radionuclides to containment, due to failures in each of the main (front-line) systems that are 
responsible for containing radionuclides.  A separate logic diagram is constructed to identify 
failures of support systems, because of the plant-wide implications of these failures.   

The second method uses an FMEA technique, which examines the consequences of the failure of 
individual and multiple components of the main systems containing radionuclides, and also 
examines the various failure modes of their support systems.  The first method is a top-down 
approach, whereas the second method is a bottom-up approach.  The two methods complement 
each other and provide assurance of a comprehensive list of the events.   

As a first step, both methods require the identification of the source of radioactive materials that 
can result in releases to the public.  Following this, the systems and equipment that are required 
to prevent or mitigate the release of radioactive materials are identified.  Finally, the potential 
ways in which these systems and equipment can fail are identified.   

The two methods have yielded about the same number of internal IEs - 80 events based on the 
logic diagram method, and 83 events based on the FMEA approach.  This closeness of the results 
is due to the iteration that was performed on each method, based on feedback from the other 
method.   

The establishment of a comprehensive list of internal IEs by means of the logic diagram and the 
FMEA process provides confidence that the safety analysis and risk assessments of the 
CANDU 9 design are well founded.   

The 83 IEs are listed in Table 9-1, together with the requirements for ET analysis, as appropriate.   

9.2.1.1.1 Sources of Radioactive Material 

A large volume of radioactive material (mainly the reactor fuel) is present in the reactor core, 
and a release of these radioactive materials from the core into the plant systems, and ultimately 
to the environment, results in risk to the public.   
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The major sources of radioactive material, and thus the locations and systems from which 
radionuclides can be released are: 

a) fuel bundles; 

b) heat transport system; 

c) moderator system; 

d) fuelling machine; 

e) spent fuel handling systems; 

f) spent fuel bay; 

g) heavy water (D20) management systems and 

h) solid and liquid radioactive waste management systems. 

9.2.1.2 Logic Diagram Analysis 

The starting point for the identification of IEs by this approach is the construction of a high-level 
fault tree or master logic diagram to identify the potential ways in which radioactive material can 
be displaced from its normal location.  The process that is followed consists of the following 
steps: 

a) identification of the sources (listed in Section 9.2.1.1.1) of radioactive materials that can 
result in releases to containment or the environment; 

b) identification of the systems or equipment that are required to keep radioactive materials 
from being released to containment or the environment; and 

c) identification of the ways in which these systems or equipment can fail, causing releases to 
containment or the environment. 

The level of detail of the logic diagrams is normally limited to the failure of the system function 
or the failure of main equipment that leads to the event under consideration.  Some events, 
however, involve the loss of specific components rather than a system.  For these events, e.g., a 
liquid relief valve or pressurizer relief valve failing open, the component failure could result in a 
reactor trip and/or radionuclide release, and the need for decay heat removal.  These events are 
included in the logic diagram.   

The failure of more basic components and control instrumentation will be taken into account in 
the IE fault tree analysis that predicts the frequency of these events.  This information will be 
documented in the system reliability analysis.   

The following systems are included in the master logic diagram: the heat transport, moderator, 
fuelling machine, spent fuel handling and spent fuel bay systems.  IEs that lead to the release of 
radionuclides from the D20 management and radioactive waste management systems are not 
analysed, because their consequences with respect to releases to the public are not considered to 
be significant.  The total radioactivity associated with these systems is small.  For example, the 
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radioactivity associated with the solid waste management system ranges from about 1010 to 1013 
Bq, whereas the release from a large LOCA ranges from about 1015 to 1018 Bq.   

In these diagrams, plant flooding is not shown as an IE.  Instead, this event will be addressed as 
part of the assessment of consequences of other IEs.  For example, analysis of the feed water line 
or condenser cooling water line breaks in the TB will assess the effects of flooding on the 
mitigating systems.   

In general, the CANDU 9 logic diagram analysis for event identification is the same as that 
performed for the previous PSA work.   

9.2.1.2.1 Grouping of Logic Diagram Initiating Events 

The basic events that result from the development of the logic diagrams are grouped, according 
to similarity of plant response, into a single, bounding, higher-level event.  The justification for 
the event grouping (e.g., same mitigating actions, bounding consequence) is described in detail.  
For example, the loss of moderator circulation and the loss of moderator cooling events can be 
grouped into a single event, i.e., the loss of moderator heat sink event, for the purpose of 
analysis.  It is recognized that the dynamics of plant response for the two basic events will be 
different, i.e., compared to loss of cooling, the loss of circulation results in a faster rate of rise in 
moderator temperature.  However, the ET analysis will assume the faster of the transients, thus 
bounding the slower transient.  The results will therefore be somewhat conservative.  In system 
reliability documents, the estimate for the frequency of loss of moderator heat sink will take into 
account the contribution from the loss of moderator circulation as well as the loss of moderator 
cooling.   

In the end, the grouping process yields a smaller, more manageable number of IEs for the 
purpose of analysis.   

9.2.1.3 FMEA Approach 

The following four steps can describe the FMEA approach for this review: 

a) As in the case of the logic diagram analysis, the systematic plant review starts by identifying 
all systems that normally contain radionuclide inventories.  These are listed in 
Section 9.2.1.1.1.  Individual components in these systems are reviewed and the failure 
modes and their effects are listed.  In addition, failure of multiple components that could 
defeat the system function are identified.  As a minimum, the system function impairments 
considered are: 

1) an increase in heat generation, 

2) a partial or total loss of the heat sink, 

3) a partial or total loss of circulation and 

4) partial or total loss of inventory (includes random pipe breaks and loss of pressure 
boundary due to any other reason).   
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Note:  The FMEA does not need to address failures of the control instrumentation, because 
their consequences are inherently included in the failure mode of the equipment under 
consideration.  For example, the causes of spurious opening of LRVs and PSBVs include, 
among other factors, the loss of control power, spurious de-energizing of the relays, etc.  
Failure of the control instrumentation will be specifically shown in the fault tree analysis that 
predicts the frequency of the events.  This type of analysis is documented in system 
reliability documents.   

b) The systems that are physically connected to or interface with the systems identified in step 
(a) are then identified.  The interfacing systems are defined as those that are functionally 
connected to the systems in step (a).  For the moderator system, for example, the main 
interfacing systems are the moderator cover gas, moderator purification, liquid poison 
addition, reactivity control, reserve water tank, liquid injection shutdown system, etc.   

Failures in the interfacing systems are then examined to determine if radionuclide release 
could occur.  As a minimum, the loss of system function, loss of flow, loss of pressure 
boundary integrity and the loss of heat sink are addressed, if applicable.  For the PPSA phase, 
failures of the support systems are examined as part of the interfacing systems.  This 
examination is considered to be sufficient for this phase.  When detailed design becomes 
available (e.g., details of system partitioning in the DCS, service water loads, electrical loads, 
instrument air loads, etc.), these failure modes will be re-examined, to assess whether or not 
separate FMEA tables are required for examining the support systems failures that have 
plant-wide implications.   

c) The systems that are physically adjacent to the systems identified in step (a) are then 
identified.  The adjacent systems are defined as those that share the same pressure boundary 
as the systems in step (a), but that have no functional link with them.  For the moderator 
system, for example, the physically adjacent systems are the shield cooling and the annulus 
gas.   

Failures in the adjacent systems are then examined to determine if radionuclide release could 
occur.  As a minimum, the loss of system function, loss of flow, loss of pressure boundary 
integrity and the loss of heat sink are addressed, if applicable.   

d) The process described in steps (a) through (c) provides an insight into various failure modes 
of the systems that could displace the radionuclides from their normal locations.   

Subsequently, the individual failure modes are reviewed for similarities, with a view to grouping 
failure modes with similar plant response (e.g., same mitigating actions, bounding consequence) 
into a single event.  The main objective of this exercise is to group the large number of failure 
modes into a smaller, more manageable number of IEs for the purpose of analysis.  For example, 
the failure modes that relate to the loss of moderator circulation and the loss of moderator 
cooling can be grouped into a single event, i.e., the loss of moderator heat sink event, for the 
purpose of analysis.   
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9.3 Event Tree Development 

In general, separate accident sequence event trees are developed for each initiating event that is 
identified, unless the ET structures are identical for one or more IEs.  In this case, one ET is 
developed to cover IEs that have the same plant response.  For example, no ET is developed for 
the asymmetric feed water line break outside the RB, since this is basically the same as the 
asymmetric feed water line break inside the RB, upstream of the SG check valve. 

9.3.1 Identify and Order Top Events 

Once the ETs have been identified, the next step is to identify and order the top events for each 
ET, based on the safety functions and the mitigating systems (and their success criteria) that are 
required to mitigate the IE.  The mitigating systems, their associated support systems such as 
electrical power and service water, and any operator actions that are required to achieve each 
safety function become the top events of the ET. 

The first top event for all ETs is, of course, the IE.  A list of IE labels and associated data for the 
feed water and MSLB events is found in Table 9-1. 

The order of the mitigating systems and operator actions in the ETs depends on the particular IE.  
However, the top events are generally ordered according to the point in time at which the 
function or system requires initiation.  Although the number of systems and functions, and their 
order, are unique for each IE, most ETs have similar top events, which generally correspond to 
the following order: 

a) Initiating event. 

b) Reactor shutdown. 

c) If LRVs opened, did they re-close? 

d) Is Class IV power still available? 

e) Is Class III power available (if Class IV power is lost)? 

f) Are support services available? 

g) Operator action. 

h) Preferred heat sink. 

i) Alternate heat sink. 

The actual order of a particular mitigating system or operator action within the ET depends on 
the analyst's assessment of the point in time at which the system is required.  An important 
element of the analyst's assessment is a review of the scenario(s) with designers of the pertinent 
systems. 
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9.3.2 Operator Actions 

Post-accident operator actions are modelled in the ETs, and are ordered as far along the ET as 
possible.  They are usually placed just before the associated system that requires manual 
initiation.  If more than one operator action is required in an ET, then all the actions are defined 
and modelled as a single top event (decision branch point) in the PPSA.  Repeated operator top 
events, including those where the operator is called upon to mitigate his or her own previous 
failure, are not credited, as a rule. 

In the CANDU 9 HRA program, only significant human actions that are required in the short 
term (< 8 hours) are explicitly modelled.  Typically, any pertinent actions that are required in the 
longer term (> 8 hours) are associated with the following situations: 

• No heat sink has been established in the short term, and some core damage has been suffered.  
The operator action involves recovering from the situation, and limiting damage to the core. 

• A heat sink has been established in the short term.  The operator action involves maintaining 
the existing heat sink.  Examples include: 

- the restoration of Class IV power from the grid, and 

- the establishment of make-up water to the Group 2 feed water tank. 

The CANDU 9 PSA work allows no credit to be taken for the long-term actions that are 
described in the first item above.  Long-term actions such as those that are listed in the second 
item are not explicitly modelled in the ETs, even when accident repair times exceed 8 hours.  ET 
endpoint designators for such sequences assume that any such long -term actions are successful. 

9.3.3 Event Tree Construction 

Accident sequence ETs are bi-modal logic diagrams at the system level of detail, and describe 
the possible sequences of events that follow each initiator.  The objective is to define all the 
possible combinations of successful and unsuccessful system responses to an IE. 

A desktop-computer-based ET program, ETA-II, is used to construct the ETs [9-2]. 

Each ET starts with the IE, progresses through a logical set of decision branch points (mitigating 
system success or failure states), and concludes when stable conditions (with or without releases) 
are achieved, or when there are no more available mitigating systems to invoke.  The mitigating 
systems that are chosen for a particular IE are those that can affect the consequences of any 
release to containment. 

9.3.4 Event Tree End States 

All ET logic (i.e., each individual accident sequence) is carried to some final plant state, referred 
to as an end state, which is related to the status of the reactor core, i.e., either safe or damaged.  
These end states are classified with respect to the availability of fuel cooling (success state), or 
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the unavailability of fuel cooling, leading to fuel damage with consequential radionuclide 
releases (PDS). 

Each ET sequence is terminated when one of the following conditions exists: 

a) The sequence ends in a success state. 

In this state, the reactor is in a safe shutdown condition, with adequate decay heat removal 
for the entire duration of the accident repair time.  These sequences are labelled "S" to 
indicate a success state. 

b) The sequence ends in a PDS. 

In this state, some radionuclide release has occurred, and all pertinent mitigating systems 
have been called upon in an attempt to limit releases to containment.  These sequences are 
labelled "PDS", followed by the appropriate PDS number. 

c) The sequence frequency is below the truncation limit. 

The frequency of the individual sequence is so low that further study is not considered to be 
necessary.  The truncation limit for these sequences is 1 x 10-9 events per year or less.  These 
sequences are considered to be below the risk-significant cut-off value, and are labelled 
"NDF" (not developed further). 

9.3.5 Success States 

The success states involve the availability and capability of the various process and safety related 
systems that are required to keep the fuel cool following an IE, or accident.  Under this 
condition, fuel cooling is achieved by means of the HTS and its associated pressure and 
inventory control system, in conjunction with the SGs and the SDCS. 

The three major success states and their success criteria are listed below: 

1. Full HTS with forced circulation  

- The heat transport pumps circulate the HTS coolant. 

- Core heat is transferred from the coolant to at least two SGs. 

- Feed water is supplied to the SGs by the MFW or AFW pumps, or if they are unavailable, 
by the Group 2 feed water system, backed up by the RWS.   

2. Full HTS with natural circulation  

This state is similar to the first state, except that the heat transport pumps are unavailable, and 
the coolant is circulated by means of thermosyphoning (natural circulation). 

- The HTS coolant is circulated by thermosyphoning (natural circulation). 

- Core heat is transferred from the coolant to at least three SGs. 
- Feed water is supplied to the SGs by the MFW or AFW pumps, or if they are unavailable, 

by the Group 2 feed water system, backed up by the RWS.   
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3. SDCS operation  

When the HTS has been sufficiently cooled down, the SDCS is manually initiated, and 
becomes the heat sink.  There are two modes of operation: the heat transport pump mode, and 
the SDC pump mode.  The latter is further sub-divided into the following two states:  

- HTS cold, depressurised and full, and  

- HTS cold, depressurised and drained to the headers. 

9.3.6 Plant Damage States 

By definition, a PDS is a group of accident sequences that have similar characteristics, with 
respect to accident progression and containment performance.  Accident sequences that are 
allocated to a PDS must have similar characteristics not only in the degree of fuel damage, but 
also in other characteristics that influence the release of fission products to the environment.  
These characteristics are associated with the conditions of the HTS and the core cooling. 

Containment performance, i.e., the containment status before and during core degradation, and 
containment mitigating systems performance has not been considered in the initial definition of 
the PDSs.   

9.4 System Reliability Analysis 

Reliability targets for most of the mitigating systems or functions that appear in the ETs are 
taken from previous PSA work.  The reliability data are based on the CANDU 9 design and on 
experience with similar systems for existing CANDU designs.  Detailed system fault trees are 
not developed at this stage, since system design is not completed, except for some systems.  This 
is considered to be acceptable for the preliminary design stage.  At this stage, the preliminary ET 
analysis is required to provide confidence that the mitigating and support systems are sufficiently 
reliable to meet preliminary frequency targets for individual core damage sequences. 

One of the systems that is analysed by fault tree analysis, and that incorporates common cause 
analysis is the containment ventilation isolation system (CVIS, see Appendix M).  The dominant 
contributors were related to common cause failures of the containment isolation system (CIS) 
and ventilation isolation system (VIS) radiation monitors, and of the outlet isolation valves of 
one system with the other system’s radiation monitors.  It had been demonstrated that the total 
unavailability of the CVIS, including the effects of CCFs, is less than 10-5. 

Based on a containment ventilation isolation unavailability of 8 x 10-7, the CANDU 9 group of 
design basis accidents will not include the failure to isolate the CVIS following a LOCA.  The 
normal exclusion area boundary for CANDU NPPs in Canada and elsewhere is 914 meters.  For 
the CANDU 9 design, however, the CVIS analysis shows that an exclusion area boundary of 500 
meters is acceptable. 
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9.5 Quantification of Event Trees 

In quantitative terms, the ET ties together the reliability of different systems, so that they can be 
judged within the context of overall plant safety.  All starting points and branch points on the 
ETs of the PPSA are assigned numbers, from which the endpoint frequencies are calculated.  For 
the IE, the number is the estimated frequency of occurrence, expressed in events per year.  For 
the mitigating systems, support systems, and operator actions, the number is the probability of 
success or failure of the system and/or function. 

The number at the end of each sequence path represents the frequency of the plant end state.  It is 
expressed in events per year, and is arrived at in the PPSA by multiplying the IE frequency by 
the conservative mitigating system failure probabilities along the sequence path.  
Mathematically, this multiplication process is valid only if all systems along the sequence path 
are completely independent.  While it is possible that some unknown dependencies exist, the ETs 
are constructed to represent the known cross-links between systems (e.g., Group I RCW, 
instrument air, electrical power), as far as practical. 

In addition, many CANDU systems, and in particular the four special safety systems, are 
required by licensing and design standards to be independent of each other, as well as being 
independent of the IEs that they are designed to mitigate. 

Dependencies that are not taken into account in the ETs produced during the preliminary design 
phase of the PSA, such as control power and the DCS will be considered in the FPSA.  The 
contribution of these support systems to the FPSA results is not expected to be very significant, 
since their failure probabilities are expected to be low.  During the project phase, the FPSA will 
account for the dependencies between the various mitigating systems in each event sequence, by 
following a systematic and rigorous ASQ methodology. 

9.6 Results and Discussion 

This analysis has identified accident sequences with frequencies that were above a cut-off 
frequency of 1×10-9 events per year.  Accident sequences are classified into different categories 
called plant damage states (PDS).  Some sequences result in SCD, i.e., PDS0, PDS1 and PDS2.  
PDS0 represents a failure to shut down the reactor following an IE.  PDS1 is represented by the 
loss of all heat sinks with the HTS at high pressure.  PDS2 is represented by the loss of all heat 
sinks with the HTS at low pressure. 

Each accident sequence that is represented by a particular set of sequence designators describes 
an IE, followed by failures of mitigating systems.  In some cases, the failures can be failures of 
the operator to take appropriate action, e.g., to start Group 2 service water.  A unique accident 
sequence number identifies each accident sequence.  Each mitigating system has a specific 
sequence designator for both support systems and front-line systems, e.g., G1SW1, AFW.  The 
associated mitigating system failure probability is specific to the sequence, and depends on the 
conditions of that sequence.  For example, although there are 4 x 50% ECC pumps, if there is a 
loss of Class IV power and a loss of odd power supplies (both Group 1 and 2 diesels), then the 
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system unreliability is much higher, when compared to the case where four pumps are available 
(both odd and even power supply available).  In the former case, only two pumps are available.   

If a support system, such as Group 1 service water or Class IV electrical power has failed, then 
any corresponding front-line mitigating system, which depends on that particular support system, 
is not available.  For example, the shield tank and moderator systems are Group 1 systems and 
depend on Group 1 service water and Group 1 Class III power.  The loss of either of these two 
support systems will fail the end shield cooling and moderator systems.  The SDCS is a Group 2 
system; however, if Group 1 service water is lost, then it cannot be credited for decay heat 
removal until 10 hours after a reactor trip, due to the design capacity of the Group 2 service 
water.  A loss of Group 1 power will also affect the operation of the hydrogen ignition system.   

There are two RCW pumps on Group 1 odd power, and only one RCW pump on even power.  If 
only the even power is available and instrument air is lost, then Group 1 service water is 
considered to be lost since, it is assumed that one RCW pump will not be able to handle the 
additional RCW flow demand, due to the failure of various temperatures control valves (valves 
fail open on loss of instrument air).  Accordingly, it is assumed that two RCW pumps are 
required if instrument air is lost.   

The mitigating systems include dormant and running unreliabilities, where applicable.  In 
general, most systems have a 24-hour mission time if there is a backup system available that can 
supply the same function.  For example, Class III electrical loads running on Class IV electrical 
power have Class III electrical DGs as another source of power.  The ECCS has a dormant 
unavailability and a mission unreliability based on a 3-month mission time.  The moderator 
system is a running system that acts as a heat sink following LOCA+LOECC, and has a 3-month 
mission time.  Although a much shorter ECC and moderator mission is acceptable, for the 
CANDU 9 PPSA a 3-month mission was assumed to establish a robust design of these systems.   

A review of Table 9–2 of PDS1 sequences shows the dominant accident sequences.  There are 
two IEs, which lead to these accident sequences: 

• IE–MSL3 – spurious opening of MSSV, resulting in low deaerator and condenser hot well 
levels and  

• IE–SW – loss of Group 1 service water.   

A review of Table 9-3 PDS2 sequences shows the dominant accident sequences.  There are two 
IEs that lead to these accident sequences: 

• IE–LCK1 – HTS leaks not involving containment bypass and 

• IE–LKHX – HTS leaks into RCW.   

In the majority of these accident sequences, mitigating support system failures lead to SCD, as 
described for PDS1.   
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9.7 CANDU 9 Internal Events Analysis Summary 

Based on ET analysis with large ET development and mitigating system targets, there are four 
dominant sequences that lead to SCD.  The IEs are the loss of service water, a small steam line 
break, HTS leaks and HTS leaks outside containment.  This ET work provided very valuable 
insights into safety design and enabled reliability targets for the safety systems to be established.   

Some system reliabilities were assessed with CCF.  An example is the CVIS.  The dominant 
contributors were related to CCFs of the CIS and VIS radiation monitors, and of the outlet 
isolation valves of one system with the other system’s radiation monitors.  It was demonstrated 
quantitatively that the total unavailability of the CVIS, including the effects of CCFs, is equal to 
or less than 10-5.   

Based on a containment ventilation isolation unavailability of 8×10-7, the CANDU 9 group of 
design basis accidents will not include the failure to isolate the CVIS following a LOCA.  The 
normal exclusion area boundary for CANDU NPPs in Canada and elsewhere is 914 meters.  For 
the CANDU 9 design, however, the CVIS analysis shows that an exclusion area boundary of 
500 meters is acceptable.   

9.8 References 

[9-1] CNSC, In preparation, Requirements for the Safety Analysis of CANDU Nuclear Power 
Plants, CNSC Consultative Document, C-6, Revision 1.  This revision is under review 
from the industry and is a Draft.   

[9-2] DS&S, 1993, ETA-II User’s Manual for Version 2.1d, Data Systems & Solutions, Los 
Altos, California, Proprietary.   
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Table 9-1 
List of Internal Initiating Events 

Event 
No. Event Description Coverage By Event 

Tree Analysis 

  Coverage 
By Event

Tree 
Analysis 
During 
PPSA 

Coverage 
By Event 

Tree 
Analysis 
During 
FPSA 

Not 
Required 

GP1 Loss of regulation (reactor operating) – X – 

GP2 Loss of regulation (reactor shut down) – X – 

GP3 HTS leaks into RCW X – – 

GP4 Single SG tube rupture X – – 

GP5 Multiple SG tube rupture – X – 

GP6 Blowback from HTS into ECC and rupture of ECC piping –  X 

GP7 Pressure tube and calandria tube rupture X – – 

GP8 Feeder stagnation break X – – 

GP9 Pressure tube rupture  X – – 

GP10 End-fitting break with fuel ejection X – – 

GP11 Feeder break X – – 

GP12 End-fitting break followed by lattice tube failure – – X 

GP13 HTS leaks (<18 kg/s) X – – 

GP14 HTS leaks (>18 kg/s) – X – 

GP15 Break in piping upstream of the pressurizer relief valves or 
steam bleed valves 

– X – 

GP16 Large LOCA X – – 

GP17 HTS LRV spuriously fails open X – – 

GP18 PRV spuriously fails open X – – 

GP19 HTS pressure control failure (low) – X – 

GP20 HTS pressure control failure (high) – X – 

GP21 Total loss of instrument air (reactor operating) X – – 

GP22 Total loss of instrument air (reactor shut down) – X – 

GP23 Channel flow reduced to >70% of normal flow – X – 

GP24 Channel flow reduced to <70% of normal flow (severe flow 
blockage) 

X – – 

GP25 Partial loss of HTS flow due to failure of one pump – X – 

GP26 Loss of Class IV power (both 13.8 KV buses - reactor 
operating) 

X – – 
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Event 
No. Event Description Coverage By Event 

Tree Analysis 

  Coverage 
By Event

Tree 
Analysis 
During 
PPSA 

Coverage 
By Event 

Tree 
Analysis 
During 
FPSA 

Not 
Required 

GP27 Loss of Class IV power (both 13.8 KV buses - reactor shut 
down - HTS cold, depressurised and full) 

X – – 

GP28 Loss of Class IV power (both 13.8 KV buses de-energized) - 
reactor shut down - HTS drained to header level 

X – – 

GP29   Loss of service water (reactor operating) X – – 

GP30 Loss of service water (reactor shut down – HTS cold, full 
and depressurised) 

X – – 

GP31 Loss of service water (reactor shut down - drained to header 
level) 

X – – 

GP32 Dual failure of group controllers – X – 

GP33 Dual failure of data highways – X – 

GP34 Dual failure of channel A device controllers – X – 

GP35 Dual failure of channel C device controllers – X – 

GP36 Partial loss of Class II power – X – 

GP37 Partial loss of Class I power – X – 

GP38 HVAC failure (reactor operating) – X – 

GP39 HVAC failure (reactor shut down) – X – 

GP40 Loss of MFW supply  X – – 

GP41 Symmetric feed water line break outside RB and upstream of 
feed water regulating valve station 

X – – 

GP42 Asymmetric feed water line break outside RB and 
downstream of feed water regulating valves 

X – – 

GP43 Asymmetric feed water line break inside RB upstream of the 
SG check valve 

X – – 

GP44 Asymmetric feed water line break inside RB downstream of 
SG check valve 

X – – 

GP45 Symmetric SG blow-down line break outside RB X – – 

GP46 Symmetric SG blow-down line break inside RB X – – 

GP47 Asymmetric SG blow-down line break inside RB X – – 

GP48 Loss of extraction steam supply  – – X 

GP49 Loss of condensate supply to Deaerator X – – 

GP50 SG pressurization  X – 

GP51 Loss of condenser vacuum X – – 
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Event 
No. Event Description Coverage By Event 

Tree Analysis 

  Coverage 
By Event

Tree 
Analysis 
During 
PPSA 

Coverage 
By Event 

Tree 
Analysis 
During 
FPSA 

Not 
Required 

GP52 CCW expansion joint or line breaks X – – 

GP53 Loss of line and plant load rejection mode operation   X – 

GP54 MSLB Inside RB X – – 

GP55 MSLB Inside TB X – – 

GP56 Small main steam line failure/events resulting in low 
deaerator level 

X – – 

GP57 General transient X – – 

GP58 Loss of SDC - reactor shut down - HTS full and 
depressurised 

X – – 

GP59 HTS leaks - reactor shut down - HTS full and depressurised X – – 

GP60 HTS leaks into RCW - reactor shut down - HTS full and 
depressurised 

X – – 

GP61 Loss of SDC - reactor shut down - HTS full and 
depressurised 

X – – 

GP62 Fuel bundle in fuel channel crushed by FM – – X 

GP63 FM-induced small LOCA - no fuel ejection X – – 

GP64 FM-induced small LOCA - with fuel ejection X – – 

GP65 FM-induced HTS leaks X – – 

GP66 Partial loss of moderator heat sink X – – 

GP67 Total loss of moderator heat sink X – – 

GP68 All pipe failures of moderator system outside shield tank X – – 

GP69 Calandria drain line breaks outside the shield tank X – – 

GP70 Calandria pipe breaks inside shield tank – – X 

GP71 Moderator system leaks into GP1 RCW X – – 

GP72 Calandria vessel failure – – X 

GP73 Calandria tube failure – X – 

GP74 Moderator deuterium excursion X – – 

GP75 Failure of FM D2O supply or cooling - FM off reactor – X – 

GP76 Failure of transfer port and transition piece cooling (fuel 
stuck/damaged) 

– X – 

GP77 Failure of fuel cooling in irradiated fuel bay (IBF) magazine  X – 

GP78 Loss of bay inventory into RB during irradiated fuel transfer – X – 
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Event 
No. Event Description Coverage By Event 

Tree Analysis 

  Coverage 
By Event

Tree 
Analysis 
During 
PPSA 

Coverage 
By Event 

Tree 
Analysis 
During 
FPSA 

Not 
Required 

GP79 Loss of IFB heat sink – – X 

GP80 Loss of IFB inventory outside the RB – – X 

GP81 Loss of IFB ventilation system – – X 

GP82 Total loss of end-shield cooling heat sink X – – 

GP83 Loss of end-shield cooling system inventory due to pipe 
breaks or leaks 

X – – 
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Table 9-2 
Dominant Accident Sequences in PDS1 – Frequency > 10E-7 Events/Year 

Sequence Designator 
(Figure no., Sequence no.) Sequence Description 

Frequency
(events per 

year) 
IE–MSL3/CL4/G1O/G1E/RWS1 Spurious opening of MSSV, resulting in low deaerator 

and condenser hot well levels, with 
- loss of Class IV power, with failure to recover 
 at 12 hours; 
- failure to re-energize Group 1, Class III, odd 
 bus; 
- failure to re-energize Group 1, Class III, even 
 bus; and 
- failure of RWS system to start and run. 

4.67 x 10–7 

IE–MSL3/CL4/G1E/IA2/G1SW5/RWS1 
 

Spurious opening of MSSV resulting in low deaerator 
and condenser hot well levels,  
- loss of Class IV power with failure to recover 
 at 12 hours 
- failure to reenergize Group 1, Class III, even 
 bus; 
- failure of air compressors to restart and run; 
- failure of Group 1 service water system to 
 run; 
- failure of RWS system to start and run. 

2.16 x 10–7 

IE–SW/PTHT/OP 
 

Loss of Group 1 service water, with 
- Class IV power remaining available, 
- failure of HT pumps to trip on high bearing 
 temperature, and 
- failure of operator to trip the pumps. 

1.7 x 10–7 

IE–MSL3/CL4/G1O/AFW/IA2/RWS1 Spurious opening of MSSV, resulting in low deaerator 
and condenser hot well levels, with 
- loss of Class IV power, with failure to recover 
 at 12 hours; 
- failure to re-energize Group 1, Class III, odd 
 bus; 
- failure of AFW system to start and 
 run; 
- failure of air compressors to re-start and run; and 
- failure of RWS to start and 
 run. 

1.17 x 10–7 

Note: PDS1 (Plant Damage State 1) refers to “late loss of core structural integrity caused by 
complete loss of heat sinks with high HTS pressure”.   
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Table 9-3 
Dominant Accident Sequences in PDS2 – Frequency > 10E-7 Events/Year 

Sequence Designator 
(Figure no., Sequence no.) Sequence Description 

Frequency
(events per 

year) 
IE–LKC1/CL4/G1O/G2O/G1E/G2E 
 

- HTS leak into containment, with 
- loss of Class IV power, with failure to recover at 
 12 hours; 
- failure to re-energize Group 1 Class III ODD bus;  
- failure to re-energize Group 2 Class III ODD bus; 
- failure to re-energize Group 1 Class III EVEN bus; 
and  
- failure to re-energize Group 2 Class III EVEN bus. 

7.99 x 10–7 

IE–LKC1/CL4/G1O/G1E/G2O/ECC 
  

- HTS leak into containment, with 
- loss of Class IV power, with failure to recover at 
 12 hours; 
- failure to re-energize Group 1 Class III ODD bus; 
- failure to re-energize Group 1 Class III EVEN bus; 
- failure to re-energize Group 2 Class III ODD bus; 
and 
- failure of ECC to start and run. 

4.27 x 10–7 

IE–LKHX/CL4/G1O/G2O/G1E/G2E 
 

- HTS leak into RCW, with 
- loss of Class IV power, with failure to recover at  
 12 hours; 
- failure to re-energize Group 1 Class III ODD bus;  
- failure to re-energize Group 2 Class III ODD bus;  
- failure to re-energize Group 1 Class III EVEN bus; 
and  
- failure to re-energize Group 2 Class III EVEN bus. 

2.31 x 10–7 

IE–LKC1/CL4/G1O/G1E/ECC 
 

- HTS leak into containment, with 
 loss of Class IV power, with failure to recover at 
 12 hours; 
- failure to re-energize Group 1 Class III ODD bus;  
- failure to re-energize Group 1 Class III EVEN bus; 
and 
- failure of ECC to start and run. 

2.18 x 10–7 

IE–LKC1/CL4/G1O/G2O/IA/G2SW  - HTS leak into containment, with 
- loss of Class IV power, with failure to recover at 
 12 hours; 
- failure to re-energize Group 1 Class III ODD 
 bus;  
- failure to re–energize Group 2 Class III ODD 
 bus; 
- failure of instrument air; and 
- failure of Group 2 service water. 

1.31 x 10–7 

Note: PDS2 (Plant Damage State 2) refers to “Late loss of core structural integrity caused 
by complete loss of heat sinks with low HTS pressure”.   
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10. CANDU 9 SEISMIC EVENTS ANALYSIS 

10.1 Introduction 

This section contains a preliminary design assessment of the CANDU 9 system response to 
seismic events.  Earthquakes are one of the “external events” that are typically analysed in NPPs.  
The event is external in the sense that it originates from a source that is outside the plant.  This is 
in contrast to the internal events, which are caused by random failures of plant equipment, 
operator errors or combinations thereof.  Seismic events are of particular concern because they 
are “common cause” initiators.  In other words, the event itself can cause failures of redundant 
components, thereby reducing the number of mitigating systems that are available to bring the 
plant to a safe, stable state.  The CANDU 9 internal events trees have been used as a basis for 
this analysis.  

10.2 Seismic Hazard Analysis 

This analysis does not include a derivation of seismic hazard analysis.  Instead, it uses CANDU 
site seismic information for the seismic hazards.  This analysis utilises a “hazard curve 1” for a 
site with a DBE level of 0.25g, and a “hazard curve 2” for a site with a DBE level of 0.2g.  Also, 
note that this assessment includes scenarios that are beyond design base accidents.   

The uncertainties that are inherent in construction of the seismic hazard curve are represented by 
a set of hazard curves with various weightings.  The uncertainties may impact the resulting 
SCDF.  However, given the current status of the CANDU 9 design, it is judged to be sufficiently 
accurate to use the mean seismic hazard curve.  Therefore, in this analysis, only the mean 
seismic hazard curve was used for the estimation of SCDF.   

10.3 Mitigating Systems for Seismic Events 

The main mitigating systems for seismic events in CANDU stations are the seismically qualified 
Group 2 systems and the RWS.  These systems are functionally available following the DBE, 
which can cause loss of the normal Group 1 decay heat removal systems.  In order to mitigate 
small losses of coolant following an earthquake, portions of the ECCS are also seismically 
qualified to DBE.   

10.3.1 Loss of Group 1 Services 

Following a seismic event, the reactor is assumed to trip due to loss of Class IV power, and the 
LRVs may open temporarily.  The lifting of the bleed condenser relief valve is not anticipated.  
D2O feed pumps are also lost.  The pressurizer level drops, making up for the inventory loss and 
shrinkage following the reactor trip.  Group 1 systems are also lost, since they are not seismically 
qualified.   

The CANDU 9 design has several heat sinks that are available, although operator action is 
required to switch between these systems.  However, operator action is not required for at least 
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8 hours, during which the operators can concentrate on performing other essential tasks to bring 
the plant to a safe shutdown state.   

The heat sinks that are available for the CANDU 9 system are Group 2 feed water (automatic) 
for short term, and SDCS, RWS (automatic) and fire water for the long term.   

In the short term, the CANDU 9 system utilises the Group 2 feed water system to provide the 
water that is required for heat removal via the SGs.  The feed water system is powered by 
Group 2 Class III power, and is started up automatically upon a low SG level.  At least one hour 
following the accident, the low SGs level is reached.  The Group 2 feed water inventory will last 
for a minimum of 10 hours.  During this time, no operation action is required.  Before the 
Group 2 feed water inventory runs out (a minimum of 8 hours), the operators will start up the 
SDCS and put it into service after being warmed up.  This will bring the plant to a safe shutdown 
state.   

If SDCS is not available, then the operators can depressurise the secondary side by opening the 
MSSVs and providing water makeup from the RWT to the SGs.  Assuming that there is no 
unwarranted water drainage from the RWT, the water inventory in the RWT will last for about 
24-hours, even if the LOCA signal were to be initiated.  Preliminary analysis shows that the 
LOCA signal will not be initiated for at least 7.5 hours following the depressurisation of the 
secondary side.  For the long-term heat sink, Group 2 fire water can be pumped into the RWT, 
and can flow into the SGs by gravity.  This action is allowed, according to CSA Standard N293 
Clause 6.3.7.   

10.3.2 Small LOCA and Loss of Group 1 Services 

An earthquake can result in a small LOCA, together with the loss of Group 1 services and the 
total loss of Class IV power.  The small LOCA may be due to pipe breaks, or leakage through 
pump seals or SG tubes.  The small LOCA could also be due to the opening of LRVs.  The LRVs 
are pneumatic valves, which fail open after instrument air is lost.  The local air tank provides the 
air supply for some time and keeps the LRVs closed, until the local air tank inventory is depleted 
due to leakage.   

The overall plant response in this event is similar to that of a loss of Group 1 services, if the 
break size is small.  For relatively larger size breaks, the reactor trip signal could be different.  
Following the reactor trip, the pressurizer level drops, making up the inventory loss and 
shrinkage.  When the HTS pressure reaches the LOCA setpoint, the high pressure ECC injection 
will initiate, and the water dump valve from the RWT will open.   

When the high pressure ECC injection is finished, the recovery phase will start and keep the 
HTS solid (full).  With the HTS water filled, decay heat can be transferred to the secondary side 
via thermo-siphoning.  In the first 10 hours, the Group 2 feed water is able to provide the 
required water to the SGs.  In the longer term, water makeup to the SGs from the RWT will last 
for another 24 hours.  Group 2 fire water can also be pumped into the RWT as water makeup.  
Note that for the seismic case, the SDCS is not credited as the long-term heat sink, since Group 2 
RCW is not sized to provide cooling water to ECCS and SDCS at the same time. 
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10.4 Equipment and Structure Seismic Capacity 

The seismic design for the CANDU 9 structures and equipment is not yet finished.  As a result, 
the seismic fragility analysis that is needed to obtain meaningful seismic capacities was not 
possible at the time of this analysis.  Therefore, some generic seismic capacities are postulated 
for the equipment and structures, based on discussions with seismic designers and the 
experiences of the past seismic PSA and seismic design.  The following seismic capacities for 
the equipment and structures were assumed in this analysis: 

• The HCLPF capacity of emergency DGs is 0.35 g (the same value as used in the CANDU 6 
GPSA). 

• The capacity for a small LOCA caused by multiple ruptures of small piping or instrument 
tubing is the same 0.29 g HCLPF capacity as that suggested in [10-1].   

• The TB has sufficient seismic capacity to allow the assumption that the failure mode of 
collapse is negligible.   

• All structures and equipment that are qualified for the DBE have an HCLPF capacity of 
0.5 g.   

• All seismically non-qualified structures and equipment have 0.14 g HCLPF values.   

The seismic fragility values that are used in this estimation are shown in Table 10-3. 

10.5 Seismic Event Tree Development 

In order to model the plant response to seismic-induced events, the plant response to the internal 
events is needed as a reference [10-2].  The plant model for seismic events is based on the 
internal events.  The internal events model contains ETs for the initiators and does not have 
detailed fault tree models.  The ET shows both front-line systems and support systems in the 
headings, and the reliability values are specified.  The approach that was used in the internal 
events was also applied here.  The ETs for the seismic-induced events are based on the ETs, and 
are modified to reflect the specific features of seismic-induced events.  Some typical seismic ETs 
that were developed for CANDU 9 are shown in Appendix O.  

ASQ is performed using the EQESRA computer code developed by EQE International [10-3].  
The program EXPRESS of EQE [10-4] automatically converts Boolean algebra into the correct 
format for EQESRA. The ETs are developed using the ETA-II software program [10-5].   

10.6 Conditional Core Damage Probability Evaluation 

The same reliability values for the front-line systems and support systems as those used in the 
internal events have been applied, except for those of the G1 and G2 emergency power systems. 
The AFW pump in the CANDU 9 plant is a diesel-driven pump, and the reliability data for the 
pump that is used in the internal events model is based on the reliability data of the DG.  The 
reliability of the AFW pump is estimated using the LWR DG data.   
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10.7 Analysis Assumptions 

A number of assumptions have been made with respect to the analysis, plant response, necessary 
operator actions, and mitigating system capabilities.  The assumptions that have been made 
during the analysis are summarised in Tables 10-1 and 10-2, below.  Note that many of the other 
assumptions may be implicitly included in the plant model. 

10.8 Results and Discussion 

For seismic hazard curve 1, the total SCDF is estimated to be 1.7x10-6/yr.  The dominant 
contributors for seismic events are those that directly lead to SCD (see Table 10-4).  These 
seismic events include seismic induced failure of Group 1 systems and random failure of 
Group 2 systems (1.4×10-6/yr), seismic induced LOCA (8.1×10-8/yr) and major structural failures 
(4.2.0×10-8/yr).   

For hazard curve 2, the total SCDF is estimated to be 1.4x10-5/yr.  The dominant contributors for 
the seismic events are those that directly lead to SCD (see Table 10-5).  These dominant 
contributors are seismic induced LOCA (5.0×10-6/yr), seismic induced major structural failure 
(3.6×10-6/yr) and seismic induced failure of Group 1 systems and random failure of Group 2 
systems (2.1.0×10-6/yr).  This indicates that the seismic SCDF is strongly dependent on the 
seismic hazard curve.  Therefore, caution is necessary when utilizing the SCDF as an input for 
decision-making.   

From the analysis, it is judged that the RWS plays an important role in preventing seismic-
induced SCD.  By nature it is a passive system, requiring no supporting systems other than 
monitoring instrumentation and control power that is supplied by the Group 2 batteries.  The 
reliability target of 9.6×10-3 that is shown was not based on a consideration of CCFs.  Also, the 
target did not consider hardware failure modes other than the failure to open the motorized 
valves.  In this analysis, the failure of the normally open MOVs to the shield cooling head tank, 
and the failure of the cycling operation of the RWT isolation valves (open and close depending 
on the SG levels) have been identified as additional failure modes. 

The results show that the dominant risk from seismic events for the CANDU 9 design comes 
from strong earthquakes (high level peak ground acceleration).   

In this study, the seismic capacity of the major structures and HTS equipment is assumed to have 
a HCLPF value of 0.5 g.  It is generally known that reinforced concrete structures and steel 
structures have a strong capacity for seismic-induced loads.  Generally, all of these structures 
have a higher HCLPF number than 0.5 g.  Also the major HTS equipment is known to have a 
strong seismic capacity, since the dominant load for the equipment is a LOCA and not seismic 
loading.  Therefore, it is judged that this equipment also has a HCLPF number higher than 0.5 g.   

The SCDF for seismic-induced Group 2 equipment failures is not as dominant as expected.  This 
is a result of the assumption that the seismic capacity of the equipment is 0.5 g, with the 
exception of the Group 2 emergency DGs for which the seismic capacity is assumed to be 0.35g.  
The Group 2 equipment includes the Group 2 feed water pumps, batteries, electrical cabinets, 



CONTROLLED 91-03660-AR-002   Page 10-5 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

ECCS equipment, SDC pumps, control panels in the MCR and SCA, etc.  Using hazard curve 2, 
the dominant seismic events are failures of these equipment types, not major structures or major 
primary circuit equipment.   

The results also show that the CANDU 9 design has a strong seismic design capacity for the 
seismic-induced failure of Group 1 equipment.  The SCDF for these events is estimated to be 
8.8×10-7/yr, and the conditional SCD probability for loss of all Group 1 systems is 3.0×10-3.  The 
strong capacity is judged to be a result of the following:  

• Control and monitoring is available throughout the mission time, if the Group 2 batteries are 
not failed due to seismic events.   

• The Group 2 feed water system, in combination with the seismically qualified SDCS, can 
bring the plant to a safe shutdown state.   

• The RWT can perform the secondary cooling function passively without any support systems 
other than battery power, if the operators properly control the isolation valves from the MCR.   

Among these features, the passive function of the RWT with the available initiation time of 
8 hours and the 24-hour battery capacity is the major beneficial feature of the CANDU 9 design.   

10.9 Seismic Events Analysis Summary 

The dominant contributors to the SCDF are seismic-induced failures of major structures or major 
equipment, although the seismic capacity for these structures and equipment is assumed to be 
fairly high (0.5 g HCLPF).  It is judged that the major cause of the relatively high SCDF due to 
seismic events is the uncertainty of the seismic hazard.  When the qualified equipment and 
structures are not failed directly due to seismic events, the analysis shows that the CANDU 9 
design has strong design capacity for mitigation.  The strong design capacity comes from the 
passive nature of secondary heat removal.  That is, when water is supplied from the RWT, the 
Group 2 batteries that are involved have a 24-hour capacity, and the operators have eight hours 
to initiate the flow from the RWT.   

Based on the above observations, it can be concluded that the current CANDU 9 design has a 
strong seismic capacity and excellent design features to mitigate seismic events.  This analysis 
identified the need for introducing a design features to prevent an unwarranted drain of the RWT.   

The study also concluded the strong effect on SCDF due to uncertainty in the seismic hazard for 
seismic events.  It is recommended that the PSA-based seismic margin assessment (SMA) 
approach be adopted.  The PSA-based SMA approach is adopted in several designs, including 
ABWR, Westinghouse AP600, CE System 80+ and KNGR.   
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Table 10-1 
Plant Modelling Assumptions 

Plant/Operator Response Assumptions 
Combined probability of SDS1 and SDS2 failure is assumed to be negligible. 
Leakage through the HTS pump gland seal into containment is minimal, due to the carbon 
graphite backup seal. 
If there is no break in the HTS, then pressurizer inventory is adequate to maintain HTS solid 
without D2O feed, even if the LRVs are lifted temporarily early in the transient.  No additional 
makeup from ECCS is required. 
High-pressure ECC injection is assumed to be available and initiated automatically when called 
upon, even after DBE. 
The Group 2 RCW pumps are started automatically by the Group 2 standby DG cooling control.  
Operator action is required to valve in the RCW to the other loads. 
RWS is assumed to be available unless power supplies to open/close the motorized valves are 
unavailable. 
Seismically qualified UPS batteries are assumed to be available for the designed duration. 
Analysis is of a single unit station. 
Target mission time is 24 hours. 
The seismic event leads to immediate loss of Class IV power. 
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Table 10-2 
Seismic Analysis Assumptions 

Seismic Design Assumptions 
The generic equipment, such as piping, valves, HVAC ducts, cable trays, etc., is considered to have 
enough seismic capacity, whether seismically qualified or not, that the seismic induced failure is 
negligible.   
It is assumed that the TB, SB and maintenance building are designed to be DBE-A for the failure 
mode of collapse onto the RAB.  Otherwise, it is assumed that the collapse of these buildings does 
not impact the RAB. 
The main crane inside the RB does not affect the integrity of the HTS if it collapses due to the 
seismic event.  If this cannot be demonstrated, then it is assumed that the seismic capacity is high 
enough to screen out this failure.   
Both Group 1 and Group 2 diesels are on independent foundations that are separated from the RAB 
structures for vibration control.  Thus, the structure may require separate seismic fragility analysis, 
but this is not considered here.   
DG auxiliaries that are required to start and run for the mission time, such as the local control 
panel, fuel oil day tank, main oil tank, fuel transfer pump, starting air tank, etc., are considered to 
be included in the DG component boundary.   
The seismic-induced failure of equipment that is connected to the HTS may induce a small LOCA 
or a large LOCA.  This equipment is designed for DBE-A at least up to the isolation valves 
(including the valve itself), is normally isolated from the HTS (SDC pump), or is designed to 
prevent a LOCA by using check valves and isolation valves.  Considering the above, this kind of 
LOCA is not considered here. 
The seismic-induced MSLB and feed water line break are not considered here, although the piping 
and related components are not seismically qualified.  This is based on the following observations.  
Based on generic earthquake experience, the piping itself has quite strong capacity for 
seismic-induced loading, if it is designed and constructed according to industry standards.  Thus, 
the frequency of seismic-induced rupture of piping is judged to be significantly lower than that of 
other equipment functional failures.   
The main steam line from the SG to the MSIV is seismically designed, including the MSSVs.   
Piping up to and including the first check valve from each SG is seismically qualified, so that if a 
feed water line break occurs after the check valve, the reverse flow would be isolated to prevent 
drainage of the SG.   
The seismic-induced failure of reactor shutdown is not considered.  In the case of PWRs, one of the 
weaknesses is in the NSSS equipment is the Control Rod Drive Mechanism (CRDM), and the 
dominant failure mode is the seismic-induced deflection of the guide tube.  The similar failure 
mode may occur in CANDU SDS1, but the CANDU design has a seismically qualified diverse 
shutdown system (SDS2). 
Since it is not easy to demonstrate that the condenser and low-pressure heaters have some seismic 
capacity, the deaerator storage tank makeup via the aux-condensate extraction pump is not 
considered here.   
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The chatter of relays or electrical contacts may impact the function of the safety systems, or induce 
spurious actuation that may make the accident progression worse.  The relay chatter was one of the 
limitations in the seismic PSA of older plants.  It is assumed in this analysis that CANDU 9 will 
use relays/contacts that are seismically rugged for chattering; therefore, chatter is not considered in 
this analysis.   
The seismic spatial interaction is not considered here.  A plant housekeeping procedure is assumed 
to have been developed, such that these interactions will not occur.  It is assumed that a plant 
design check will ensure that seismic-interaction problems will not occur.   
The seismic-induced fire/flood may cause other accident scenarios that are not treated here. 
Plant Response 
When a check valve or other isolation valve constitutes the boundary between DBE-A-qualified 
and non-qualified piping, there may be some leakage after an earthquake.  Also, the leakage from 
other small lines, such as sampling lines, instrument tubing, pump seals, or relief valves is 
expected to occur.  It is assumed that this does not actuate the ECCS and does not affect the HTS 
natural circulation.   
It is assumed that, if the operator fails to isolate the valves from the RWT to the shield tank head 
tank, the RWT inventory will be depleted within a short time.  When the shield cooling system is 
isolated from the RWT, and the secondary heat removal is performed by the RWT, it is assumed 
that the temperature increase of the end shield does not result in deformation or excessive stress 
(which could lead to loss of fuel channel or calandria structural integrity). 
Due to relay chatter or other causes, seismic-induced spurious actuation of the fire suppression 
system may cause the failure of safety related equipment.  This kind of failure mode is not 
considered here.   
It is assumed that the SGs can be used for at least two hours (with the stored inventory) as a heat 
sink for seismic-induced transients.   
The SG blow-down is assumed to have little effect on the time for which the SGs are a viable heat 
sink; blow-down is not considered in the analysis.   
Analysis Assumptions 
Analysing a single unit station. 
Target mission time is 24 hours. 
The element most vulnerable to seismic-induced loading is offsite power.   
Seismic-induced HTS pump gland seal failure is not considered.   
HVAC for the safety related equipment, such as the Group 2 pump rooms, DGs, etc., is not 
considered in this analysis.   
DG auxiliaries, such as the fuel transfer system and load sequences) may affect the reliability of 
the Group 2 Class III, but are not considered here. 
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The spent fuel storage bay cooling and purification system may affect the systems that interact 
with it.  The RCW flow is provided to the spent fuel storage bay cooling heat exchanger, and the 
seismic-induced structural failure of the heat exchanger would affect the function of the RCW, if it 
were not isolated immediately after the break.  Also, the RCW provides cooling water to the FM 
heavy water system cooler.  Other interactions may be present.  These are not considered in the 
analysis. 
It is assumed that the AFW pump can be run after a seismic-induced loss of Group 1 Class III 
power.   
The Group 2 RCW pumps are started automatically by the Group 2 standby DG cooling control.  
Operator action is required to valve in the RCW to the other loads. 
The HEPs are conservatively assumed to be the same as those of the CANDU 6 system.   
Group 1 RCW may provide cooling water to other loads than the equipment that is considered in 
the model.  The seismic-induced failures of other equipment are not considered here.   
Group 2 RCW may provide cooling water to other equipment, and the seismic-induced failure of 
this equipment may cause the system to be unavailable.  The seismic-induced failures of other 
equipment are not considered here.   
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Table 10-3 
Equipment/Structure HCLPF Used in the Estimation 

Component Code Description Median
(PGA: g) ββββR ββββU HCLPF

(PGA:  g)
SI-CMT Containment  1.35 0.3 0.3 0.5 
SI-RAB Reactor Auxiliary Building  1.35 0.3 0.3 0.5 
SI-CIN Containment Internal  1.35 0.3 0.3 0.5 
SI-CAL Calandria Assembly  1.35 0.3 0.3 0.5 
SI-HTSP HTS Pump 1.35 0.3 0.3 0.5 
SI-SG Steam Generator 1.35 0.3 0.3 0.5 
SI-IOHD Inlet/Outlet Header 1.35 0.3 0.3 0.5 
SI-PZR Pressurizer 1.35 0.3 0.3 0.5 
SI-BCND Bleed Condenser 1.35 0.3 0.3 0.5 
SI-G2C1-DC Group 2 Class I DC 

Electrical Cabinet 
1.35 0.3 0.3 0.5 

SI-G2C2-120V Group 2 Class II 120V AC 
Cabinet 

1.35 0.3 0.3 0.5 

SI-G2C1-BAT Group 2 Class I Battery 1.35 0.3 0.3 0.5 
SI-G2C1-BCH Group 2 Battery Charger 1.35 0.3 0.3 0.5 
SI-G2C3-416KV Group 2 Class III 4.16 KV 

Switchgear 
1.35 0.3 0.3 0.5 

SI-G2-EDG Group 2 Emergency Diesel 
Generator 

0.90 0.27 0.3 0.35 

SI-G2C3-480V Group 2 Class III 480V AC 
Cabinet 

1.35 0.3 0.3 0.5 

SI-G2C3-XMFR Group 2 Class III 
4.16 KV-480V Transformer 

1.35 0.3 0.3 0.5 

SI-G2C2-INV120V Group 2 Class II 120V AC 
Inverter 

1.35 0.3 0.3 0.5 

SI-G2C2-RTX120V Group 2 Class III 120V AC 
Regulating Transformer 

1.35 0.3 0.3 0.5 

SI-G2C2-480V Group 2 Class II 480V AC 
Cabinet 

1.35 0.3 0.3 0.5 

SI-SCA-CP Secondary Control Area 
Control Panel 

1.35 0.3 0.3 0.5 

SI-SCA-LC Secondary Control Area 
Electrical Equipment Cabinet 

1.35 0.3 0.3 0.5 

SI-MCR-CP Main Control Room Control 
Panel (Qualified) 

1.35 0.3 0.3 0.5 
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Component Code Description Median
(PGA: g) ββββR ββββU HCLPF

(PGA:  g)
SI-G2C2-INV480V Group 2 Class II 480V AC 

Inverter 
1.35 0.3 0.3 0.5 

SI-G2C2-RTX480V Group 2 Class II 480V 
Regulating Transformer 

1.35 0.3 0.3 0.5 

SI-G2-FWP Group 2 Feed Water Pump 1.35 0.3 0.3 0.5 
SI-G2-FWT Group 2 Feed Water Tank 1.35 0.3 0.3 0.5 
SI-G2-RSWP Group 2 Raw Service Water 

Pump 
1.35 0.3 0.3 0.5 

SI-G2-RCWP Group 2 Re-circulating 
Cooling Water Pump 

1.35 0.3 0.3 0.5 

SI-G2-RCWHX Group 2 Re-circulated 
Cooling Water heat 
Exchanger 

1.35 0.3 0.3 0.5 

SI-G2-RCWET Group 2 Re-circulated 
Cooling Water Expansion 
Tank 

1.35 0.3 0.3 0.5 

SI-G2-PUMPH Group 2 Raw Service Water 
Pump House 

1.35 0.3 0.3 0.5 

SI-SDCP Shutdown Cooling Pump 1.35 0.3 0.3 0.5 
SI-SDCHX Shutdown Cooling heat 

Exchanger 
1.35 0.3 0.3 0.5 

SI-RWT Reserve Water Tank 1.35 0.3 0.3 0.5 
SI-HPECCGT High-Pressure ECC Gas 

Tank 
1.35 0.3 0.3 0.5 

SI-HPECCWT High-Pressure ECC Water 
Tank 

1.35 0.3 0.3 0.5 

SI-ECCP ECC Recovery Pump 1.35 0.3 0.3 0.5 
SI-ECCHX ECC Heat Exchanger 1.35 0.3 0.3 0.5 
SI-GSLOCA Generic Small LOCA 0.92 0.35 0.35 0.29 
SI-FM Fuelling Machine 1.35 0.3 0.3 0.5 
SI-TB Turbine Building 1.35 0.3 0.3 0.5 
SI-G1C1-BAT Group 1 Class I Battery 1.35 0.3 0.3 0.5 
SI-G1C1-DC Group 1 Class I DC Cabinet 1.35 0.3 0.3 0.5 
SI-G1C2-120V Group 1 Class II 120V AC 

Cabinet 
1.35 0.3 0.3 0.5 

SI-G1C2-INV120V Group 1 Class II 120V AC 
Inverter 

1.35 0.3 0.3 0.5 
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Component Code Description Median
(PGA: g) ββββR ββββU HCLPF

(PGA:  g)
SI-G1C2-INV480V Group 1 Class II 480V AC 

Inverter 
1.35 0.3 0.3 0.5 

SI-G1C2-480V Group 1 Class II 480V AC 
Cabinet 

1.35 0.3 0.3 0.5 

SI-G1C2-RTX120V Group 1 Class II 120V AC 
Regulating Transformer 

1.35 0.3 0.3 0.5 

SI-G1-SDG Group 1 Emergency Diesel 
Generator 

0.38 0.3 0.3 0.14 

SI-G1C3-416KV Group 1 Class III 4.16 KV 
Switchgear 

1.35 0.3 0.3 0.5 

SI-G1C3-480V Group 1 Class III 480V 
Cabinet 

1.35 0.3 0.3 0.5 

SI-G1C3-XMFR Group 1 Class III 
4.16 KV-480V Transformer 

1.35 0.3 0.3 0.5 

SI-G1C1-BCH Group 1 Battery Charger 1.35 0.3 0.3 0.5 
SI-G1C2-RTX480V Group 1 Class II 480V AC 

Regulating Transformer 
1.35 0.3 0.3 0.5 

SI-G1-RSWP Group 1 Raw Service Water 
Pump 

0.38 0.3 0.3 0.14 

SI-G1-RCWP Group 1 Re-circulated 
Cooling Water Pump 

0.38 0.3 0.3 0.14 

SI-G1-RCWHX Group 1 Re-circulated 
Cooling Water Heat 
Exchanger 

0.38 0.3 0.3 0.14 

SI-G1-RCWET Group 1 Re-circulated 
Cooling Water Expansion 
Tank 

0.38 0.3 0.3 0.14 

SI-G1-RCWGE Generic Group 1 RCW 
Equipment 

0.38 0.3 0.3 0.14 

SI-G1-AFWP Aux—Feed Water Pump 0.38 0.3 0.3 0.14 
SI-G1-DST Deaerator Storage Tank 0.38 0.3 0.3 0.14 
SI-G1-DET Deaerator 0.38 0.3 0.3 0.14 
SI-G1-ACEP Aux-Condensate Extraction 

Pump 
0.38 0.3 0.3 0.14 

SI-G1-COND Condenser 0.38 0.3 0.3 0.14 
SI-G1-FWRT Feed Water Reserve Tank 0.38 0.3 0.3 0.14 
SI-G1-PUMPH Group 1 Pump House 0.89 0.3 0.3 0.33 
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Component Code Description Median
(PGA: g) ββββR ββββU HCLPF

(PGA:  g)
SI-LOOP Generic Loss of Offsite 

Power 
0.25 0.22 0.2 0.13 

SI-BFWP Group 2 Fire Water Pump 1.35 0.3 0.3 0.5 
SI-MCR-NQCP Main Control Room Panel 

(Non-Qualified) 
0.38 0.3 0.3 0.14 

SI-G1-LC Group 1 Control Electrical 
Equipment Cabinet 

0.38 0.3 0.3 0.14 

FW-G1-PP Group 1 Fire Water Pump 0.38 0.3 0.3 0.14 
SI-IA-COMP Instrument Air Compressor 0.38 0.3 0.3 0.14 
SI-IA-TANK Instrument Air Tank 0.38 0.3 0.3 0.14 
SI-IA-DRYER Instrument Air Dryer 0.38 0.3 0.3 0.14 
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Table 10-4 
Results of Hazard Curve 1 Primary Event Tree Quantification 

No. Sequence Description Seis-Ind Freq. CCDF Resulting
SCDF 

1 ST1-A No structural failure, no 
Group 2 failure  

9.38E-02  1.44E-06

2 ST1-B No structural failure, but 
some Group 2 
equipment failure 

  6.46E-08

3 Neg. No structural failure, 
SCA available 

1.27E-08 - - 

4 SCD Loss of SCA (control 
logic cabinet) 

1.27E-08 1.0 1.27E-08

5 SCD Loss of Group 2 control 
and monitoring  

1.36E-08 1.0 1.36E-08

6 ST2 Loss of Group 2 
Class III power, 
MCR/SCA available 

2.41E-07 0.087 2.10E-08

7 ST3 Loss of Group 2 
Class III power, SCA 
available 

2.39E-09 0.23 5.53E-10

8 SCD Loss of Group 2 
Class III power and 
SCA  

4.96E-10 1.0 4.96E-10

9 SCD Loss of Group 2 
Class III power and 
control and monitoring 

3.13E-09 1.0 3.13E-09

10 SCD Seismic-induced large 
LOCA 

2.69E-08 1.0 2.69E-08

11 SCD Seismic-induced 
extensive LOCA 

5.44E-08 1.0 5.44E-08

12 SCD Seismic-induced major 
structural failure 

4.15E-08 1.0 4.15E-08
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Table 10-5 
Results of Hazard Curve 2 Primary Event Tree Quantification 

No. Sequence Description Seis-Ind Freq. CCDF Resulting
SCDF 

1 ST1 No structural failure, 
MCR/SCA available 

2.15E-02 9.7E-05 2.08E-6 

2 Neg. No structural failure, 
SCA available 

4.41E-07 - - 

3 SCD Loss of SCA (control 
logic cabinet) 

4.56E-07 1.0 4.56E-7 

4 SCD Loss of Group 2 control 
and monitoring  

7.41E-07 1.0 7.41E-7 

5 ST2 Loss of Group 2 
Class III power, 
MCR/SCA available 

4.04E-06 0.20 8.00E-7 

6 ST3 Loss of Group 2 
Class III power, SCA 
available 

4.62E-07 0.42 1.95E-7 

7 SCD Loss of Group 2 
Class III power and 
SCA  

1.11E-07 1.0 1.11E-7 

8 SCD Loss of Group 2 
Class III power and 
control and monitoring 

9.05E-07 1.0 9.05E-7 

9 SCD Seismic-induced large 
LOCA 

1.47E-06 1.0 1.47E-6 

10 SCD Seismic-induced 
extensive LOCA 

3.61E-06 1.0 3.61E-6 

11 SCD Seismic-induced major 
structural failure 

3.59E-06 1.0 3.59E-6 
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Figure 10-1  Comparison of Seismic Hazard Curves (Hazard Curve 1 and Hazard Curve 2) 
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11. CANDU 9 SHUTDOWN EVENTS ANALYSIS 

11.1 Introduction 

The purpose of this preliminary shutdown state analysis is to demonstrate the adequacy of the 
single unit CANDU 9 plant design in response to events that occur during reactor shutdown.   

The evaluation of plant design is undertaken by identifying potential accident sequences that 
dominate risk, and by determining the factors that contribute most to the dominant accident 
sequences.  These factors may be potential hardware failures, common-mode failures, or post-
accident human errors that are in response to the initiating event.   

11.2 Methodology 

The methodology that is used for the ETA is described in [11-1].  In the discussion presented 
below, the general methodology is summarized briefly, with additional material being presented 
on aspects that are specific to the ETs that are contained in this report.   

11.2.1 Overview of Event Tree Structure 

Event tree analysis is carried out for each initiating event.  The event tree depicts various 
possible sequences that could occur after the IE, by modelling combinations of mitigating system 
availabilities or unavailabilities.   

The event tree structure is the same as described earlier for CANDU 6 and CANDU 9 event tree 
analysis.   

11.3 Initiating Events 

Seven IEs that occur during reactor shutdown were identified as requiring ET analysis: 

1. Loss of Class IV power:  HTS cold, depressurised, and full; 

2. Loss of Class IV power:  HTS drained to the header level; 

3. Loss of Service water:  HTS cold, depressurised, and full; 

4. Loss of Service water:  HTS drained to the header level; 

5. Loss of SDC:  HTS cold, depressurised, and full; 

6. Loss of SDC:  HTS drained to the header level and 

7. Leaks from HTS to containment:  HTS cold, depressurised, and full. 

Events were selected on the basis of the following criteria: 

a) the frequency of the IE; 

b) the impact on the dominant accident sequences; 
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c) the impact on mitigating systems; 

d) whether or not the event is a higher level, bounding event and 

e) experience from past CANDU PSA studies. 

11.3.1 Initiating Event Frequencies 

Initiating event frequency estimates were determined from past CANDU PSA experience, and 
adjustments were made, where appropriate, for design differences. The result was then adjusted 
further, to account for the expected frequency and duration of the shutdown states that are 
considered in this report. Two shutdown state cases are considered: 

a) Reactor is shut down, with the HTS cold, depressurised, and full, and 

b) Reactor is shut down, with the HTS drained to the header level. 

For the reactor shutdown state when the reactor is cold, full and depressurised, it is assumed that 
the IE occurs 14 days after shutdown.  Since the reactor is shut down for an assumed 28-day 
outage, the IE could occur at any time during this period.  From a “heat load” perspective, it 
would be too conservative to assume that the event occurs at the beginning of the 28 days, and it 
would be too optimistic to assume that it occurs at the end of the 28 days.  It is reasonable 
therefore to assume that that the IE occurs half way through the 28-day period, i.e., 14 days into 
the shutdown.   

For the reactor shutdown state when the HTS is drained to the headers, it is assumed that the IE 
occurs 8 days after shutdown.  The “HTS drained” state is estimated to last for about 10 days, 
and so the IE could occur at any time during this period.  From a “heat load” perspective, it 
would be too conservative to assume that the event occurs at the beginning of the 10 days, and it 
would be too optimistic to assume that it occurs at the end of the 10 days.  A reasonable 
assumption is that the IE occurs half way into the “HTS drained” state, i.e., at 5 days.  Also, 
typical utility practice is to not enter the “HTS drained” state until after at least 3 days after 
reactor shutdown.  It is appropriate to add this to the 5 days, for a total of 8 days after reactor 
shutdown.   

11.4 Event Tree Development 

As stated earlier, the ET logic commences with the IE.  After this, questions are asked about the 
success/failure of various mitigating functions.  These questions include the following: 

a) For cases when Class IV power is lost, do the DGs re-energize the Class III busses?  If so, do 
the instrument air compressors and Group 1 service water pumps successfully re-start? 

b) Does the operator carry out the required actions? 

c) If required, are systems available to provide inventory make-up to the HTS? 

d) Are systems available to provide a heat sink for the fuel? 
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Generally, in the analysis of some IEs, the mitigating system cannot be credited, because it is not 
qualified to operate in the expected environment (e.g., large LOCA or steam line failure).  In this 
case, the safety design guide on environmental qualification provides guidance to the analyst.  
The IEs that are analysed in this particular ET study are not expected to create harsh 
environments that would incapacitate equipment.   

Class II and I control power systems are not shown in the ETs.  The systems presence would 
make the event trees unmanageable.   

For a particular system, typical success criteria may include the number of pumps that are 
required to operate, and when they are required to operate, so that the safety functions can be 
performed.  For example, after some IE combined with a loss of Class IV power and the 
successful re-amortization of Class III power, instrument air is used to close certain 
pneumatically operated RCW valves, thus isolating or reducing the associated RCW loads.  In 
this situation, the minimum number of RCW pumps that are required to re-start is dependent on 
whether or not instrument air was successful in reducing the service water load demands.  If 
instrument air was available to reduce the RCW load, then it is sufficient to have only one RCW 
pump re-start.  If instrument air was unavailable to reduce the RCW load, then a minimum of 
two RCW pumps must re-start.   

Post-accident operator actions are modelled in the ETs and are ordered as far along the ET as 
possible.  They are usually placed just before the associated system that requires manual 
initiation.   

When a single sequence involves multiple operator actions, these multiple operator actions are 
normally modelled as one branch point in the tree.  For two IEs in this study, however, there has 
been a departure from this modelling practice; namely, “loss of SDC-drained HTS”, and “loss of 
S/W-drained HTS”.  For these IEs, “operator close & fill HTS” is modelled as a separate branch 
point from follow-up operator actions that require the establishment of a heat sink (e.g., “valve in 
GROUP 2 RCW”).  The question of operator success/failure for these follow-up actions is posed 
in the trees, even in situations when the operator has failed to “close & fill the HTS”.  This is 
considered to be acceptable modelling practice, since the likely cause of operator failure for 
“close & fill HTS” is task related, not diagnosis related.  Hence, there is no common cause of 
operator failure for “close & fill HTS” versus follow-up actions; therefore, both of the operator 
branch points can be considered to be independent.  Note that in all cases, the combined 
probability of human failure for both branch points is never estimated to be less than 1 x 10-3.   

11.5 Plant Modelling 

In a full scope PSA study, mitigating system unreliabilities are normally derived through detailed 
fault tree analysis.  For this analysis, however, detailed system fault trees are not developed, 
since the system design is not completed.   

For this work, the mitigating system unreliabilities are targets that have been established based 
on previous analyses of similar systems and/or engineering judgement.  These mitigating system 
unreliabilities are shown in Appendix P.   
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11.5.1 Sequence Frequencies 

In quantitative terms, the ET ties together the reliabilities of different systems, so that they can be 
judged within the context of overall plant safety.  All starting points and branch points on the 
ETs are assigned values, from which the endpoint frequencies are calculated.  For the IE, the 
number is the estimated frequency of occurrence, expressed in events per year.  For the 
mitigating systems, support systems, and operator actions, the number is the probability of 
success or failure of the system or function.   

The frequency of each individual sequence is expressed in events per year, and is obtained by 
multiplying the IE frequency by the mitigating system failure probabilities along the sequence 
path.  Mathematically, this multiplication process is valid only if all systems along the sequence 
path are completely independent.  While it is possible that some unknown dependencies exist, 
the ETs are constructed to represent the known cross-links between systems (e.g., Group 1 RCW, 
instrument air, electrical power), as far as practical.  The four special safety systems are required 
by licensing and design standards to be independent of each other, as well as being independent 
of the IEs that they are designed to mitigate, wherever possible.   

All accident sequences that result in SCD (PDS0, PDS1 or PDS2) should have a frequency less 
than 1 x 10-6 events per year.   

11.5.2 Layout of Event Trees 

As mentioned earlier, one ET is constructed for one IE.  However, a single ET is usually spread 
over several interconnecting pages.  At this point in the report, it is helpful to provide an 
appreciation for the overall layout of the trees.  For example, the “loss of service water, HTS 
drained” event has 13 interconnecting pages, as illustrated in Appendix Q.   

Generally for every IE, the first page (or two pages) of each tree depicts the complete accident 
sequence, for the case when Class IV power is available.  All subsequent pages of the tree 
involve the failure of Class IV power after the IE.  Each of these subsequent pages depicts a 
sequence for plant response, given a particular combination of Class III busses, which either re-
energize or fail to re-energize.   

A desktop-computer-based software program called ETA-II is used to draw and evaluate the ETs 
[11-2].   

11.5.3 Event Tree Sequences 

In developing the CANDU 9 shutdown ETs, the expected plant response to events was primarily 
based on knowledge obtained from CANDU 6 PSA work.   

Each ET lists the sequence frequency, the plant damage state (PDS0 to PDS10), and the 
sequence designator and sequence number.  The sequence designator lists the mitigating systems 
that have failed (refer to Appendix P).   
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At each branch point, there is normally a branch heading and an associated probability.  The 
branch heading is specific to the sequence and is dependent on the conditions of that sequence.   

Each shutdown state ET has a number of headings, which identify support systems or front-line 
systems.  In cases where a support system fails, a front-line system may not be credited.  An 
example is the moderator system, which depends on Group 1 service water. If service water is 
lost, then the moderator system is unavailable.  Another example is the moderator system or 
Group 1 service water system, which depends on Group 1 electrical power.  Upon the loss of 
Class IV power and the failure of both Group 1 DGs, the moderator system and the Group 1 
service water system are unavailable.   

The RWS is capable of supplying water to the SGs, the HTS, and the shield cooling system, the 
moderator system, and the ECCS.  Of these, the only potential RWS “users” that are relevant to 
this shutdown state ET study are the HTS and the SGs.  For all situations but two (loss of SDC – 
HTS drained, loss of service water – HTS drained), the ET analysis credits the RWS to only one 
of these two users.  If RWS is credited to supply two users, then there could be some sensitivity 
to a common failure affecting both.  For example, this could occur as the result of an RWS pipe 
rupture in a particular location.  For passive component failures such as these, the 
appropriateness of any assigned “targets” could not be adequately assessed using ETA.  Instead, 
a separate assessment report was prepared to assess the RWS design in this regard.   

The instrument air system is not modelled on sequences with Class IV power available, because 
it has a low (running) unavailability, and there would be no significant effect on the analysis 
results. 

Group 2 RCW pumps start when the Group 2 electrical DGs start.  However, only the Group 2 
DGs receive cooling water automatically; the operator must valve in all other loads.  If the 
operator fails to act to valve in a specific load, for example, cooling water to the SDC heat 
exchanger (HX), then the Group 2 RCW is unavailable to that particular load.   

The moderator system includes the contribution of a one-week mission time for Group 1 service 
water.  Service water is required to be supplied to the moderator system for one week, before 
interruption of cooling water is possible.  The moderator system is credited only on the success 
of the 1-day mission of Group 1 service water.  As already mentioned, if Group 1 service water 
fails in the first 24-hour period, then the moderator system is unavailable and is not credited for 
that particular sequence.   

During the reactor shutdown state, the SDCS is operating; therefore, modelling of the SDCS is 
conservative, since the reliability target includes a starting failure.  It is assumed that there are 
process trips (e.g., high bearing temperature or high motor winding temperature) on the SDC 
pumps to prevent them from overheating upon the loss of service water.   

Group 1 DGs are supplied with cooling water from the Group 1 service water and with an 
automatic backup from the fire water system.  Upon the loss of service water, the contribution of 
the loss of backup cooling water is expected to be small, compared to the starting and running 
failure of the diesels.   
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Notes regarding the maintenance of equipment and systems during the reactor shutdown state: 

It is assumed that only one of the four electrical DGs will be on maintenance, regardless of its 
location.  Normally, during maintenance on a DG, its sister diesel is started and runs with a light 
load.  This state ensures a quick tie-in to the loads, should there be a loss of Class IV electrical 
power, or another need.  This state also removes the starting failure of the standby diesel, since it 
is already running.  In this ETA, all the DGs are modelled with starting and running failures.  To 
simply the modelling, the maintenance of the DGs is not modelled.  In any case, the contribution 
due to maintenance is expected to be small, since the second diesel will be started and will be 
running.   

It is assumed that Group 2 RCW system maintenance will be conducted at full power, since it is 
a standby system.  Therefore, Group 2 RCW system maintenance is not modelled during the 
reactor shutdown state.   

Maintenance on Group 1 service water is assumed to be performed during shutdown, only on 
equipment that can be isolated.   

During the reactor shutdown state, when the reactor is drained to the headers, it is assumed that 
there is no maintenance that is performed on Group 1 or Group 2 service water, Group 1 or 
Group 2 electrical DGs, RCW or the moderator.  Since the Group 1 feed water and Group 2 feed 
water systems are completely redundant, one system is assumed to be under maintenance.  It has 
been assumed that maintenance activities will not be permitted to incapacitate the ECC injection 
stage equipment and ECC recovery stage equipment at the same time.  It is also assumed that 
maintenance activities will not disable the RWS supply to the SGs or the HTS.   

Notes regarding types of maintenance that require the HTS to be drained: 

For some shutdown states, the HTS is drained to the header level, and is “open” at some location.  
There could be different reasons for the plant to be in this state, including maintenance on the 
primary side of the SG(s), HT pump maintenance, and other possible types of maintenance that 
require the HTS to be partly drained.  For simplification, the discussion in this analysis refers 
only to SG maintenance.   

11.6 Results and Discussion 

Only one ET is described.  Other ETs are similar, but they credit different mitigating systems, 
depending on the IE.   

11.6.1 Loss of Service Water with HTS Drained to the Headers 

11.6.1.1 Initiating Event 

The identifier “IE–SW2”is assigned to this IE.  The IE that is postulated is the loss of Group 1 
service water during the shutdown state, where the HTS is drained to the header level.  After 
completing the cool-down operation (if an extended shutdown is planned), the HTS is 
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depressurised and kept cool at a temperature of about 54°C at the reactor outlet header via 
shutdown cooling operation, until the reactor is drained to the headers.  The plant does not go 
into the drained state until at least 3 days after reactor shutdown.   

The level of decay heat (at the moment that the IE occurs) is dictated by the time that has elapsed 
since the reactor was shut down.  As discussed in Section 11.3.1 of this report, the IE is taken to 
occur 8 days after reactor shutdown.   

The IE frequency is estimated to be 1.1 x 10–3 events per year.   

11.6.1.2 Assumptions 

11.6.1.2.1 Design Assumptions 

a) Either of the two SDC pumps is fully capable of providing the required flow.   

b) Natural circulation can provide effective heat transfer from the fuel to the SGs when only 
two SGs are available, provided that they are on opposite ends of the reactor.  That is, there 
must be one SG available for each reactor outlet header.   

c) If Class IV power is lost and the DGs successfully re-energize the Class III busses, then the 
SDC pumps and any other Class III load that had been operating prior to the IE, will 
automatically be re-started.  The analysis assumes that no operator action is required to re-
start such loads.   

d) If neither the SDC nor the steam generators can be established as a heat sink, the operator can 
manually initiate the ECCS.  If the primary side of the steam generators was not successfully 
closed up, then the flow will be out from that location, onto the R/B floor, and to the ECC 
sump.  If the primary side of the steam generators was successfully closed up, then the 
analysis credits the operator to open one or more LRVs, to direct coolant to the bleed 
condenser (after de–isolating the bleed condenser), to the D2O storage tank, through the 
tank’s rupture disk, onto the R/B floor, and into the ECC sump.  Since the bleed cooler and 
one of the shutdown HX is the same piece of equipment, an alternate pathway to the D2O 
storage tank would be for the operator to open fully the bleed condenser level control valves.  
ECC is assumed to burst the rupture discs on the D2O storage tank.   

e) In parallel with attempts to re-establish SDC, operations staff will immediately take 
precautionary action; closing up the SGs and initiating the filling of the HTS.  It is assumed 
that the close-up can be completed within 1/2 hour (15 minutes diagnosis plus 15 minutes to 
physically close up the SGs), after which fill-up can be initiated.  If SDC cannot be 
established, then it is assumed that the successful closing up and commencement of fill-up 
(within this timeframe) will ensure that fuel failures have not occurred.  A HEP (1 x 10-1) is 
assigned to this diagnosis action—see the section on modelling assumptions.  The HTS can 
be filled up using the D2O supply system (this requires Class IV power), or using the RWS.  
The operator will fill up the HTS using the D2O supply system first.   

f) If SDC cannot be re-established, and if the primary side of the SG(s) has been successfully 
closed, then natural circulation can be established to the SGs.  If Class IV power is available, 
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then the HT pumps will be “bumped”, to push through the non-condensable gasses that are 
trapped inside the top of the SG U–tubes.  If Class IV power is not available, then natural 
circulation will establish flow by intermittent buoyancy induced flow (IBIF) and reflux 
condensation.   

g) When the ECCS is credited, it is assumed that either the injection stage equipment OR the 
recovery stage equipment will be capable of preventing fuel failures.   

h) In cases when the HTS has been closed, filled, and natural circulation has been established to 
the SGs, the small heat loads and large secondary side inventories combine to make available 
a considerable amount of time for subsequent operator actions, such as starting feed water 
and condensate pumps.  Because more than 8 hours is available to carry out these actions 
after the heat sink is established, the analysis assumes a negligible probability of operator 
failure.  Hence, these actions do not appear in the ET plot for this case.   

i) There are process trips (e.g., high bearing temperature or high motor winding temperature) 
on the SDC pumps to prevent them from overheating upon the loss of service water.  Since 
the IE results in a loss of cooling to the SDC pump/motor, the operator can restart the SDC 
pump after Group 2 RCW has been established.   

11.6.1.2.2 Operational Assumptions 

a) The reactor is in the GSS, the HTS pumps are not operating, and the D2O feed pumps are 
selected “off”.   

b) At all times during the shutdown state, the Utility will maintain a full inventory in the 
secondary side of no less than one SG at each end of the reactor (one SG per reactor outlet 
header).   

c) If Group 1 feed water is made unavailable due to maintenance, and then by administrative 
control, Group 2 feed water will not be made unavailable due to maintenance.  The analysis 
assumes that at any time during the shutdown state, there is a 30% probability that either 
Group 1 feed water or Group 2 feed water will be unavailable due to maintenance.   

d) Maintenance activities will not be permitted to incapacitate ECC injection stage equipment 
and ECC recovery stage equipment at the same time.   

e) Maintenance activities will not disable the RWS supply to the HTS or the RWS supply to the 
SGs.   

f) In parallel with attempts to re-establish SDC, operations staff will attempt to close up the 
SGs and initiate the filling of the HTS.   

11.6.1.2.3 Modelling Assumptions 

a) The mission time of mitigating systems is assumed to be 24 hours.   

b) The ECC and moderator mission time is assumed to be 1 week.  During this time the operator 
would be able to return to service an alternate source of heat removal (for example SDC or 
feedwater system).   
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c) The analysis uses values for ECCS unavailability that incorporate a contribution due to auto-
initiation logic, even though this contribution will not exist for events that occur during 
reactor shutdown (ECC initiation can only be manual).   

d) After the IE, staff will remove the HTS covers at the inlet and outlet of the SGs, proceed to 
close up the primary side of the SG(s), and initiate fill-up.  These actions must be 
accomplished within 30 minutes, since after that time; slugs of HTS coolant will be pushed 
up into the SG (assuming SDC is not re-established).  The assigned probability of operator 
failure to remove covers and close up the SGs is 1 x 10-1.  This is based on 15 minutes for 
diagnosis, plus 15 minutes for carrying out the actions (close-up of SGs and initiation of HTS 
fill-up).  If SDC is not re-established using Group 2 service water, and if the operator was 
successful in closing up the HTS, then the objective will be to fill the HTS, so that natural 
circulation can be established.   

e) When conditions require that the SDC or ECCS be credited as a heat sink, Group 2 service 
water flow can be initiated by the operator to the SDCS, or to the ECCS heat exchangers and 
pump motors.  The probability for operator failure (to start GROUP 2 RCW and initiate SDC 
or ECC) is taken to be 1 x 10-3, if no other operator action has failed.  This probability is 
based on the assumption that fuel failures will not occur before one hour.   

f) For instances where there has been a prior operator failure (failure of operator to close up 
SGs and initiate HTS fill-up), the maximum subsequent operator action failure probability is 
1.0E–2.  The subsequent operator action may be to start Group 2 service water and ECC or 
only to start ECCS if Group 1 service water is available.  This action is based on the 
assumption that fuel failures will not occur before 1 hour after the initiating event.  This 
probability results in a maximum operator credit of 1E–3.   

g) The assigned unavailability for ECCS (see Appendix P) is conservative, because it includes 
contributions from both injection and recovery stage equipment.  In this ETA, either ECCS 
stage equipment is capable to mitigate the accident.   

11.6.1.3 Event Sequence 

After the completion of cool-down operation, the HTS will be cold (about 54°C and pressurized 
to 2 MPa).  If an extended shutdown is planned, where maintenance on the HTS pumps or SG is 
required, then the HTS will be depressurised and then drained to the header level (reactor 
shutdown drained to the headers).  The reactor will be placed in a guaranteed shutdown state 
(GSS) prior to such a shutdown.  The reactor will not be placed in the drained state until at least 
3 days after reactor shutdown.   

A loss of Group 1 service water will result in a loss of cooling water to the SDC heat exchangers. 

When Group 1 service water fails during this state, the operator will try to restore the service 
water system.  If service water is not restored, then the HTS will heat up due to a loss of cooling 
to the SDC heat exchangers.  The operator will bolt up the SG and fill up the HTS with the D2O 
supply system (this requires Class IV power) or RWS.  The operator will fill up the HTS with the 
D2O supply system first.  If SDC cannot be re-established with Group 2 RCW supply to the SDC 
HX, but close-up and fill-up is successful, then the Group 1 feed water supply to the SGs can be 
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initiated.  In the case where the Group 1 feed water fails, the operator will initiate the Group 2 
feed water.  If the Group 2 feed water fails to start or run, then the operator can open the valves 
of the RWT to supply water to the SGs.   

As a last recourse, if all the heat sinks fail, then the operator can initiate the ECCS if GROUP 2 
RCW is available.   

For this particular ETA, water from the reserve water system is credited in two places: (1) for the 
refill of the HTS, and (2) as a supply of water to the SGs.  However, these particular sequences 
involve refilling the HTS from the D2O supply tanks (since Class IV power is available)— the 
operator will only have to valve in the reserve water supply to the HTS if this supply fails.  The 
refilling of the HTS system requires a fixed amount of water, about 82 m3 over a short time 
period (1 hour).  The reserve water system has 1250 m3 that is available for the HTS, and 
1250 m3 (plus whatever is left from the HTS system) that is available for the SGs.   

11.6.1.4 Event Tree 

The event tree for the loss of Group 1 service water with the heat transport system drained to the 
headers, consists of the ETs that are developed in Figures Q-1 to Q-13 in Appendix Q. The ET 
headings and associated probabilities are listed in Appendix P.  The PDSs are described in 
Table 9-4.   

The first ET, Figure Q-1, outlines the plant response to a loss of Group 1 service water, drained 
to the headers, with Class IV power still available.  The second and subsequent ETs, Figures, 
Q-2 and Q-6, provide the branch points for the various combinations of Class III bus failures that 
could occur following the loss of Class IV power.   

Sequences Ending At PDS–2, “No Heat Sink, With HTS At Low Pressure” 

The following describes the dominant sequences of loss of service water with the heat transport 
system drained to the headers.   

a) IE–SW2\OP\OP2  
The frequency is 1.10 x 10–6 events per year.  The sequence represents the IE of Group 1 
service water during the reactor shutdown drained state, with operator failing to bolt up the 
HTS (at the SG), and with the operator then failing to initiate ECC.  This frequency is very 
close to the 1.0×10-6 event/yr target.  The operator HEPs are based on a screening model, and 
are therefore conservative.   

b) IE–SW2\OP2\G2SW  
The frequency is 2.18 x 10–7 events per year.  The sequence represents the IE of Group 1 
service water during the reactor shutdown drained state, with the operator failing to bolt up 
the HTS (at the SG), and with the subsequent failure of Group 2 service water.   

c) IE–SW2\OP2\SDC1\ECC10  
The frequency is 4.62 x 10–8 events per year.  The sequence represents the IE of Group 1 
service water during the reactor shutdown drained state, with the operator failing to bolt up 
the HTS (at the SG), and with failures of SDC and ECC.   
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11.7 CANDU 9 Shutdown Events Analysis Summary 

For each IE, a situation involving the availability or unavailability of various pertinent mitigating 
systems was assessed using ETA.   

The dominant IE is the loss of service water with the HTS cold, depressurised, and drained to the 
header level.   

This ET study uses unavailability values for mitigating systems that are actually targets (see 
Appendix P).  These values are generally based on analysis experience with similar systems, 
with due consideration to differences that are unique to CANDU 9 systems.   
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12. SEVERE ACCIDENT CONSEQUENCES ANALYSIS FOR LEVEL II 
PSA 

12.1 Introduction 

This section describes prototype test results of the severe accident consequences analysis for a 
generic CANDU 6 station, when it undergoes (a) a station blackout (SBO), and (b) large break 
LOCA accident scenarios that lead to severe core damage (SCD).  The selected accident 
sequences that are used in this study do not necessarily represent the actual sequences that are 
identified for the Level II PSA analysis.  The purpose of this study is not to produce final results 
for the Level II PSA application, but rather to demonstrate the capability of the code for Level II 
PSA studies, and to ensure that the obtained results are reasonable.  This study also shows that 
some of the failure criteria that are used to fail some systems/components, e.g., the containment 
failure pressure criterion, have significant effects on the final results.  Failure criteria and some 
of the models used in the current analysis will be reviewed in the future to provide more 
complete and more accurate results. 

Modular Accident Analysis Program for CANDU (MAAP4 CANDU) was selected as the best 
candidate by AECL for the Level II PSA activities.  The preliminary results obtained in this 
study were obtained with the code MAAP4 CANDU (M4C) version V0.2 beta.  

12.2 MAAP4-CANDU Code Brief Description and Capabilities 

M4C is a computer code that can simulate the response of the Ontario Power Generation’s multi-
unit CANDU stations or the AECL’s CANDU 6 and CANDU 9 designs during severe accident 
conditions, including actions undertaken as part of the accident management [12-1].  The M4C 
code was developed on the basis of the MAAP4 code, which is used for pressurized and boiling 
water reactors.   

M4C has the principal models of the CANDU systems required for severe accident analysis.  The 
most important distinguishing feature of M4C compared with MAAP4 is the model of the 
CANDU horizontal reactor core with fuel bundles situated inside pressure and calandria tubes.  
M4C treats the spectrum of physical processes that might occur during an accident such as steam 
formation in the primary heat transport system (HTS), core heatup, hydrogen generation, 
calandria and reactor vault (RV) failure, core debris-concrete interaction, ignition of combustible 
gases, energetic steam interactions, fluid entrainment by high velocity gas, fission product 
release,-transport and -deposition.   

M4C predicts quantitatively the progression of severe accidents starting from normal operating 
full power conditions for a set of plant system faults and initiating events leading to HTS 
inventory blowdown, core heatup and melting, fuel channel failure, calandria vessel (CV) failure, 
reactor vault failure and containment failure.  Furthermore, some models are included in the code 
to analyze accident mitigation measures, such as debris cooling in the calandria vessel (CV) or 
containment.   
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12.3 Nodalization of CANDU 6 Station 

Since a CANDU station is complex and consists of several systems and components, it is not 
practical to simulate all those systems and components, neither it is necessary to do so for the 
PSA application.  M4C simulates only the most significant systems, components and processes 
that are deemed necessary to demonstrate the overall response of the plant to a severe accident.  
In the following paragraphs, some details of the nodalization scheme used in the present work to 
simulate some of the systems and components of CANDU 6 are given for reference.   

The reactor consists primarily of a calandria vessel that contains the heavy water moderator.  380 
horizontal fuel channels penetrate the calandria vessel.  Each fuel channel consists of a pressure 
tube, a calandria tube and 12 fuel bundles that contain 37 fuel elements.  The cross-section of a 
fuel channel is shown in Figure 12-1 for reference.  End shields at both ends of the calandria 
vessel provide shielding at each end of the reactor.  The calandria vessel is located inside a steel-
lined concrete reactor vault.  The space between the calandria vessel and the reactor vault is 
filled with light water.  The light water provides additional shielding, and also maintains the 
calandria vessel at nearly a constant temperature during normal operation.   

M4C has a generalized containment model, which is used to model the containment.  For the 
containment nodalization, a simplified nodalization scheme was used.  The containment is 
represented by 13 nodes and 31 flow junctions (see Table 12-1).  A total of 90 wall heat sinks 
(horizontal and vertical containment walls) were modelled as part of the containment.   

The HTS nodalization comprises two symmetric loops, with the flow through each loop 
following a “figure of eight” configuration, with some channels carrying the flow inward and 
others outward from each reactor face.  The following components are modelled as 14 nodes for 
each HTS loop: pump discharge lines before inlet headers, reactor inlet headers, reactor outlet 
headers, inlet piping of steam generators, hot leg tubes of steam generators, cold leg tubes of 
steam generators, pump suction lines after cold leg tubes of steam generators.   

Although the CANDU 6 core has 380 fuel channels arranged in 22 rows and 22 columns, the 
CANDU core nodalization used a simplified fuel channel model.  The 22 rows of the core were 
divided into 6 vertical nodes, with 4, 4, 3, 3, 4, 4 rows in each node.  Within each vertical node, 
the fuel channels were grouped into 3 groups of characteristic channels according to their fuel 
powers.  The 22 columns of fuel channels were divided into 2 loops, symmetric about the 
vertical axis.  The 12 bundles in a CANDU channel were modeled as 12 axial nodes.  Thus, the 
total 380 channels, each containing 12 fuel bundles were modeled by a total of 432 (2 x 6 x 3 x 
12) nodes in 3 dimensions for each loop.  In a fuel channel, the calandria tube (CT) and the 
pressure tube (PT) are modeled each as a ring.  The 37 fuel elements of the fuel bundle are 
modeled as 7 rings.  Thus, 9 rings represent a CANDU 6 fuel channel.  The secondary side of the 
steam generator is represented as one node and the primary side of the steam generator contains 
two nodes.   

The Pressure and Inventory Control system is represented by a pressurizer, joined with two HTS 
loops.  Each line connecting the pressurizer with HTS contains a motor-operated pressurizer 
isolation valve, which can be closed in case of a loss of coolant accident (LOCA).  All the basic 
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thermal hydraulic processes such as boiling and condensation, flashing and rain out, behaviour of 
fission products as well as pressurizer heaters are modelled.  The degasser condenser is not 
currently modelled.   

12.4 Major Modelling/Analysis Assumptions 

Several assumptions were made in the current analysis.  These assumptions are either embedded 
in the code, as models with input control parameters, or are assumed in the present analysis.  
Some of these assumptions will be addressed or relaxed in future, if necessary.  In this study 
certain assumptions were made to generate an accident sequence and thus to demonstrate various 
features of M4C for CANDU 6 application only.   

12.4.1 Analysis Assumptions 

The following assumptions are made: 

• Shutdown cooling system is unavailable. 

• Moderator cooling and shield cooling are assumed unavailable. 

• Main and auxiliary feed water are assumed unavailable. 

• All operator interventions are not credited. 

For the station black out (SBO) scenario, additional analysis assumptions are made: 

• AC and DC power and all onsite standby and emergency electric power supplies are 
unavailable. 

• Containment dousing system is unavailable. 

• Emergency Core coolant System (ECCS), including high (HPI), medium (MPI) and low 
pressure (LPI) injection, is unavailable. 

• Reactor shutdown is initiated immediately after accident initiation. 

• Steam generator safety valves are available, they open and close at the set point to relieve 
pressure. 

• Crash cooldown system is not credited. 

• Air-operated Atmosphere Steam Discharge Valves have no back-up air and springs and are 
assumed fail closed. 

• It is assumed that liquid relief valves (LRV) and pressurizer relief valves discharge HTS 
inventory into containment via open degasser condenser valve.  The degasser condenser is 
not currently modelled for retaining this discharge.   

• Pressurizer steam bleed valves are air-operated and are assumed to have no back-up air.  
They are not spring-loaded; so they are considered unavailable in the SBO case.  They are 
fail closed. 
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For the large LOCA scenario, the following additional assumptions are made: 

• ECCS High Pressure and Medium Pressure Injection are available. 

• ECCS Low Pressure Injection is unavailable. 

• Containment dousing spray system is available. 

12.5 Failure Criteria 

In addition to the models employed, results of the analysis will depend on the failure criteria 
used to fail the components, such as containment, CV, fuel channel, reactor vault and so on.  
Details about some of the failure criteria available in M4C are given in [12-1].  For reference, a 
brief description of the failure criteria used in the present analysis is given below.   

12.5.1 Containment Failure Criteria 

The present understanding of containment failure under pressure loads is largely based on results 
of experiments/analysis presented in [12-2].  Based on those experimental analysis results, a 
simple methodology was used to determine whether the containment failed.  If the pressure in a 
given containment node is higher than a user-input value, an artificial junction (flow path) is 
formed through the containment concrete wall.  The diameter of this flow passage is also a 
user-input value.  In the present work, 600 kPa (a) for the containment failure pressure and 0.4 m 
for the containment leak diameter was assumed.   

12.5.2 Calandria Vessel Failure Criteria 

Several criteria are used to determine when the CV fails: 

• Failure by creep based on Larson-Miller parameter [12-1].   

• Failure by high pressure in CV.  This catastrophic rupture pressure is a user-input value; a 
value of 2.25 MPa is used in the present work.   

• Failure due to coherent jet of debris impinging directly onto the CV wall causing localized 
ablation of the CV wall.   

• Failure due to molten metal layer attack on the CV wall.   

12.5.3 Fuel Channel Failure Criteria 

Fuel channel failure is defined as a perforation in its pressure boundaries, which initiates mass 
transfer between the environment inside the PT and the environment inside the CV.  This means 
that both PT and CT are perforated.  The following mechanisms for fuel channel failure are 
considered in the M4C code depending on the level of pressure in the HTS: 
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High HTS pressure 

It is assumed that at high HTS pressures, the fuel channel fails by creep rupture.  Creep rupture is 
caused by high hoop-stresses and temperatures.  High hoop-stresses result from high pressures.  
M4C calculates the hoop-stress from the channel pressure for a given temperature and then uses 
an empirical creep rupture-stress experimental relationship developed by Mochizuki et al. [12-3] 
to determine whether the fuel channel has failed.   

Low HTS pressure 

At low HTS pressures, the fuel channels may fail because of local melt-through or sagging of the 
pressure and calandria tubes.   

Fuel Channel Disassembly Criteria 

Disassembly is a process during which fuel and channel structural materials are separated from 
the original channel and relocate into holding bins, which are artificial bins, constructed to keep 
track of disassembled core parts until they are released into the CV.  An axial segment of the fuel 
channel is deemed to be disassembled if and when the average temperature of the PT and CT 
walls reaches a value calculated by the code, which is the melting temperature of oxidized Zr.   

Core Collapse Criteria 

When a large amount of debris become lodged on top of the supporting channels and thus exceed 
the load bearing capacity, the supporting channels collapse.  When the suspended debris bed 
mass located in the holding bins inside the CV exceeds a user- specified value (40,000 kg per 
loop is used in the present work), the core material in the suspended bed, plus some of the intact 
channels covered by the moderator relocate into the bottom of the CV.   

Reactor Vault Failure Criteria 

When the core debris/corium are relocated into the reactor vault after CV failure, and in the 
absence of cooling, the reactor vault floor erodes as a result of core-concrete interaction.  When 
the eroded concrete thickness reaches a certain “critical” depth, the floor can no longer support 
the weight of concrete and corium and the reactor vault is considered failed.  This eroded 
concrete depth is a user-input value, and is set to 2 m in the present work.   

Fission Products Release Criteria 

The following criterion is used in M4C for the release of fission products from structural 
material:  if the combined fuel sheath/UO2 temperature of the given core node reaches a user-
defined value, noble gases in the gap are released from the fuel bundle.  In this analysis, 1000 K 
was used.  The remaining fission products are released depending on the fuel temperature based 
on fractional release models described in [12-4] and [12-5].  Once the fuel bundles leave the 
original core boundary, fission products are released from the suspended debris bed into the CV 
and into the containment during corium-concrete interaction.  It is also assumed that no fission 
product is released from the terminal debris bed accumulated on the CV bottom because it is 
assumed that the top crust will prevent the release of fission products.   
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12.6 Key Input Parameters for CANDU 6 Station 

The M4C parameter file for a generic CANDU 6 station consists of ~15 000 lines of data, which 
describe the important systems and components considered in the analysis.   

Table 12-2 presents only some of the key input parameters for the station, which were used in the 
analysis.   

12.7 Results and Discussion 

12.7.1 Station Blackout Scenario 

For the present analysis, a SBO scenario is considered as a transient initiated by a loss of off-site 
AC (Class IV) power with subsequent loss of all on-site standby and emergency electric power 
supplies.  The results of significant event sequences are summarized in Table 12-3.  The 
responses of key systems are only described below because of their importance.   

Response of Primary Heat Transport System and Steam Generators 

The postulated initiating events for the SBO accident scenario are imposed at the start of the run.  
Figure 12-2 shows the pressure in the HTS loops and in the pressurizer.  As expected, both loops 
show similar behavior.  Initially the pressures in both loops decrease with time because of the 
following reasons:  (1) the loss of fission power from the reactor core, (2) the core decay heat is 
transferred through HTS (no break in HTS yet) to the steam generators, and (3) the secondary 
side of the steam generators has sufficient heat sink capacity to absorb the decay heat.  The heat 
transfer from HTS to steam generators causes the water in steam generator secondary side to boil 
off.  As a result, the pressure in the secondary side of steam generators increases gradually and 
causes main steam safety valve (MSSV) to open and to discharge steam from the secondary side 
to the environment outside the containment.  The secondary side steam generator pressure then 
oscillates at the MSSV set point as the safety valves open and close.  The water level in steam 
generators decreases as boil-off proceeds.  When water in the steam generators is depleted at 
~8100 s, the steam generators dry out and are no longer a heat sink to remove heat from HTS.  
Thus the pressure in HTS starts to increase until it reaches the HTS liquid relief valve (LRV) set 
point 10.16 MPa (a) and then oscillates at the relief valve set point as shown in Figure 12-2.   

Continuous loss of the HTS inventory through the LRVs results in fuel channel dryout.  In 
parallel, the moderator level in CV decreases gradually as a result of the moderator boiloff from 
the decay heat and leads eventually to the uncovery of some of the top fuel channels.  
Subsequent heatup of the calandria and pressure tubes at ~10 MPa  HTS pressure results in the 
creep rupture of the both tubes causing a rapid blowdown from the HTS into the CV.  Therefore, 
the HTS pressure drops drastically at ~32200 s (see Figure 12-2).   

Fuel Channel Response 

Table 12-3 shows that the first fuel bundles are uncovered inside fuel channels at ~12100 s in 
both loops.  The uncovery of fuel elements is the result of one or more of the following 
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phenomena: (1) the decay heat from core is used to boil off coolant, (2) loss of coolant through 
the HTS LRVs, and (3) loss of heat sink at the steam generators when steam generators lose 
water inventory from the secondary side.  Following the loss of HTS coolant, the fuel rods inside 
the fuel channel begin to uncover.  When the pressure and calandria tube temperatures rise to 
approximately 900 K, the pressure and calandria tubes rupture at ~32000 s.  In this analysis, it is 
assumed that the channel ruptures by creep mechanism.  In reality, non-uniform circumferential 
fuel channel temperature distribution at high pressures may cause earlier channel rupture.  
Temperatures of pressure and calandria tubes as well as that of the central fuel ring for a selected 
channel are presented in Figure 12-3.  Figure 12-3 shows that the PT, CT and fuel temperatures 
remain constant up to ~18000 s for the selected channel.  The current code version assumes that 
the core decay heat goes directly into HTS coolant during that period.  Once a given fuel channel 
is dry (~18000 s), the channel module of the code is initialized and temperatures are calculated at 
every time step.  After PT and CT rupture at ~32200 s, the HTS inventory is discharged through 
the break.   

When the PT and CT axial segments reach the specified disassembly conditions as described 
above, the fuel channel fragments relocate to “holding bins” and are held there temporarily as a 
suspended debris bed.  The suspended debris bed material heats up further from the decay heat 
and from the Zr/steam exothermic reaction resulting in partial melting.  Eventually the molten 
material relocates from the suspended debris bed to the bottom of the CV and is quenched in the 
water.  When the suspended debris bed mass exceeds the user- specified value, as described 
above, the core material in the suspended bed and most of the intact channels relocate to the 
bottom of the CV by core collapse at ~69100 s.   

Calandria Vessel Response 

The moderator temperature and pressure in CV increase as a result of the loss of moderator 
cooling and heat transfer from the core.  The moderator in CV reaches the saturation temperature 
at ~16900 s.  At ~19600 s, the pressure inside the CV reaches 238 KPa (a), which is the set point 
of the rupture disks.  As a result, the rupture disk fails and the moderator is lost through the relief 
ducts.   

As mentioned in the previous section, core collapse occurred at ~69100 s.  As a result, moderator 
inside the CV is depleted at ~69700 s; therefore, no steaming source is available to cause 
pressure increase.  The water in the reactor vault acts as the heat sink to cool the external CV 
wall.  Steam generated in CV is released from the reactor vault into the containment.  The water 
level in the reactor vault reaches the CV bottom at ~211000 s.  Thus, the CV bottom heats up 
rapidly by the heat from the core debris inside and the CV fails due to creep at ~213000 s.  When 
the CV fails, the debris relocate into the reactor vault.   

Reactor Vault and End-Shield Response 

The pressure and water levels in reactor vault and end-shields increase gradually after the 
initiating event.  This behaviour is caused by the loss of shield and moderator cooling and heat 
transfer from the core to the moderator and end-shield.  The reactor vault and end-shield have 
combined vent lines, and two rupture disks are connected to the combined vent lines to relieve 
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over-pressure caused by boiling of the reactor vault and end-shield water.  For the purpose of the 
GPSA it has been assumed that the rupture disks have adequate relief capacity for these severe 
accident conditions.  At ~14700 s the rupture discs burst and steam is discharged from end-
shields to the containment.  Water in the reactor vault begins to boil off at ~91000 s resulting in a 
gradual decrease of the reactor vault water level.   

At ~213300 s, the CV bottom fails and corium in the CV relocates into the reactor vault floor.  
Energetic steam interaction in reactor vault was predicted soon after with a resulting peak 
pressure of ~460 kPa (a).  Eventually all water in the reactor vault dries out at ~232500 s.  The 
corium then reacts with the concrete floor.  When the eroded depth of the concrete reaches 2 m, 
the concrete floor of the reactor vault floor is considered failed at ~478900 s.  Following the 
reactor vault failure the corium interacts with the water in the basement.   

Containment Response 

Figure 12-4 shows the pressure in the containment node representing the lower half of steam 
generator enclosure (node 8) along with the pressure in the end-shield and reactor vault.  After 
accident initiation, the containment pressure increases gradually because water is discharged into 
the containment through the HTS LRVs.  The rapid increase or (decrease) of containment 
pressure as shown in Figure 12-4 at the various times ~8770 s, ~32170 s, ~67000 s, ~138600 s, 
~213260 s, ~478900 s can be explained by the following processes, which occur at those 
respective times:  (1) HTS coolant release via LRVs and CV bleed valves, (2) rupture of pressure 
and calandria tubes, (3) core collapse, (4) containment failure, (5) CV failure and corium 
relocation into the reactor vault and (6) corium relocation into the basement after reactor vault 
failure.   

As mentioned above, at ~91000 s water in reactor vault reaches the saturation temperature and 
begins to boil off, thus gradually increasing the containment pressure.  At ~136200 s, the 
containment pressure reaches the failure set point of 600 KPa (a) resulting in containment 
failure.   

Fission Product and Hydrogen Release 

The initial inventory of the noble gases is 57.7 kg based on calculations using coupled multi-
region WIMS-AECL/ORIGEN-S code.  The major portion of the noble gases is released into the 
CV from the fuel and the suspended debris bed during core disassembly and core collapse 
starting from ~35000 s up to 70 000 s.  In the present analysis, no containment leakage or 
ventilation is modelled.  Therefore, eventually all noble gases are released to the environment 
after the containment fails at ~138600 s.   

Figure 12-5 shows the mass of CsI released in-vessel, ex-vessel (outside CV), in the HTS, in CV, 
in containment, and to the environment.  The initial inventory of CsI is ~28 kg based on 
calculations using coupled multi-region WIMS-AECL/ORIGEN-S code.  At ~32200 s, pressure 
and calandria tubes rupture and the fuel element temperatures reach 1000 K so that the fission 
products are released.  Because the CV rupture disks are already opened at ~19600 s, the fission 
products are released through the CV rupture disks into the containment.  The mass of CsI in the 
containment (including airborne and deposited) remains at ~3.2 kg until ~250000 s.  Because 
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almost all of CsI is retained in the containment by various fission product retention mechanisms, 
only a very small amount of CsI (0.0014 kg) and CsOH (0.011 kg) are released to the 
environment when the containment fails.  The total mass of Cs and I released to the environment 
in the form of CsI and CsOH at ~155000 s is ~0.039% of the initial Cs and I inventory.   

When the water in reactor vault is almost depleted at ~232500 s, corium reacts with the concrete 
and fission products are released ex-vessel (outside CV).  At ~443000 s, 0.064 kg of CsI and 
0.473 kg of CsOH, are released into the failed containment and subsequently to the environment.  
The total mass of Cs and I released to the environment in the form of CsI and CsOH is ~1.8% of 
the initial inventory.   

During the SBO sequence hydrogen is generated as a result of the following reactions: (1) 
Zr-steam reaction in the fuel channels and in the suspended debris beds during core debris 
oxidation,  (2) in the reactor vault due to jet breakup of molten debris in the water pool and (3) 
molten core-concrete interaction.  The results show that the mass of hydrogen generated in HTS 
and CV is ~496 kg prior to CV failure and it is ~ 2084 kg in reactor vault as a result of jet 
breakup and molten corium-concrete interaction.   

12.7.2 Large LOCA Scenario 

In the present analysis, a large LOCA scenario initiated by a guillotine rupture of the reactor 
outlet header in loop 1 followed by a double-sided blowdown of the HTS coolant is considered.  
The break area of the outlet header considered is 0.2594 m2.  Table 12-4 lists the sequence of 
significant events observed during this simulation.   

Primary Heat Transport System and ECCS Response 

Figure 12-6 shows the pressure in the two HTS loops and in the pressurizer.  As a result of the 
break in the outlet header in loop 1, the pressure in loop 1 decreases faster than in loop 2.  When 
the pressure in loop 1 reaches 5.5 MPa the loop isolation valves are closed at ~25 s to isolate the 
pressurizer from the two loops and loop 2 from loop 1.  HPI injection into loop 1 starts when its 
pressure reaches 4.14 MPa and is terminated at ~ 98 s.  Since loop 2 pressure is greater than 
loop 1, water from HPI ECCS goes mainly into loop 1.  After ECCS injection terminates, the 
pressure in the intact loop (loop 2) increases as a result of core decay heat, and because of the 
absence of the auxiliary feedwater and shutdown cooling systems availability.  Pressure in loop 2 
reaches a constant value of ~10 MPa and oscillates as a result of the periodical opening and 
closing of the LRVs.  The pressure in loop 2 then drops rapidly at ~27100 s because of fuel 
channel failure in loop 2.   

When the pressure difference between MPI water source (dousing tank) and HTS reaches the set 
point of 114 KPa, the MPI injection starts at ~ 98 s and water from the dousing tank is pumped 
into the HTS.  The MPI injection continues until 1100 s when water in the dousing tank is no 
longer available.   
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Steam Generator Response 

The steam generator MSSVs are opened at ~34 s after receiving the LOCA signal to initiate 
crash cooldown, which decreases  the pressure in the primary side of the steam generators.  As a 
result of the blowdown through the open MSSVs and the boil off of water from the secondary 
side of the steam generators the water level in all four steam generators decreases.  Steam 
generators dry out by ~2200 s in loop 2 and by ~12800 s in loop 1 (see Table 12-4).  Water level 
in the steam generators in broken loop (loop 1) is higher than in the unbroken loop (loop 2).  
Because very little HPI water is injected into loop 2 the coolant in loop 2 is hotter than in loop 1 
resulting in faster boil off of water in the secondary side of steam generators in loop 2.  As a 
result, the water level in the secondary side of steam generators in loop 2 decreases faster than in 
loop 1.   

Fuel Channel Response 

Table 12-4 shows that the fuel bundles are uncovered inside the fuel channels at ~2900 s in 
loop 1 and at ~10400 s in loop 2.  The fuel bundle uncovery is the result of a combination of the 
following phenomena: (1) decay heat from core to boil off coolant, (2) loss of coolant through 
the break, (3) loss of coolant through HTS LRVs, and (4) loss of heat sink in the steam 
generators because the secondary side steam generator inventory is lost.   

As steam generators dry out by ~2200 s in loop 2 (Table 12-4), the HTS pressure increases to the 
LRVs set points and the HTS coolant inventory is lost through steaming, and is discharged into 
the containment.  When the average temperature of pressure and calandria tubes rise to ~ 900 K 
at the high HTS system pressure in loop 2, one fuel channel in loop 2 ruptures at ~27100 s by 
creep.   

Temperature of PT and CT as well as that of the central fuel ring for a selected fuel channel are 
presented in Figure 12-7 for loop 1 and in Figure 12-8 for loop 2.  These figures show that the 
PT, CT and fuel temperatures remain constant up to ~14000 s for the channel in loop 2 and up to 
~20000 s for loop 1 because the current code version assumes that the core decay heat goes 
directly into HTS coolant during that period.  After the given fuel channel is dry, the channel 
module of the code is initialized and the fuel channel conditions and PT, CT and fuel 
temperatures are analyzed at every time step.   

When the disassembly criteria are satisfied, channel sections relocate into the “holding bins” and 
stay there temporarily as a suspended debris bed.  When the suspended debris bed mass exceeds 
the user input value of 40000 kg/per loop, the core material in the suspended debris bed, and 
most of the intact channels relocate into the CV bottom by core collapse at ~46300 s.   

Calandria Vessel Response 

Following the initiating event, the moderator temperature and pressure in CV increase as a result 
of loss of moderator cooling and heat transfer from the core.  The moderator in the CV reaches 
the saturation temperature at ~17100 s.  At ~20600 s, the pressure inside the CV reaches the set 
point of rupture disk, failing the rupture disks and thus, resulting in moderator expulsion through 
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the relief ducts.  The moderator continues to discharge into the containment resulting in a further 
gradual decrease of CV water level.   

Following the core collapse at ~46300 s, the water inside the CV is depleted.  Water in the 
reactor vault acts as a heat sink and cools the CV.  Eventually, water in the reactor vault reaches 
saturation temperature and boils off.  Crusts are formed on the CV walls very soon after core 
collapse; crust thickness on the CV walls is in the range of 5 to 10 cm.  After water in the CV is 
depleted, the core debris in CV begins to heat up.   

When the water level in RV falls to the CV bottom level, which occurs at ~200000 s, the CV 
bottom heats up rapidly and fails due to creep at ~230000 s.  When the CV fails, the debris 
relocates into the reactor vault.   

Reactor Vault and End-shield Response 

The pressure and water level in RV and end-shields increase gradually after the initiating event 
because of the unavailability of shield and moderator cooling systems and the heat transfer from 
the core.  The RV and end-shields are connected to combined vent lines to relieve over-pressure 
through rupture disks.  For the purpose of the GPSA it has been assumed that the rupture disks 
have adequate relief capacity for these severe accident conditions.  At ~16300 s, these rupture 
disks burst.  Steam is discharged from the end-shields in to the containment resulting in a 
decrease in the end-shields water level.  The water in the RV begins to boil off at ~70000 s, 
which results in a gradual water level decrease.   

At ~230000 s, the CV fails and the corium in CV relocates into the reactor vault floor.  Energetic 
steam interaction was predicted by the code at ~230,000 s in the reactor vault following the 
corium relocation.  Eventually all water in the reactor vault dries out and corium reacts with the 
concrete floor.  When the eroded depth of the concrete reaches a 2 m, reactor vault fails at 
~461500 s.   

Containment Response 

Figure 12-9 shows the pressure in the lower half of the steam generator enclosure (node 8).  
After accident initiation, the containment pressure increases because the HTS coolant is 
discharged into the containment through the outlet header break, and HTS LRVs.  When the 
containment pressure reaches 114 KPa (a), the dousing sprays are turned on at ~6 s; the 
containment pressure is thus reduced.  The sprays are turned off when the containment pressure 
decreases to 107 KPa (a).  The rapid increase (or decrease) of containment pressure as shown in 
Figure 12-9 at ~ 9500 s, ~46000 s, ~230000 s, and ~461600 s, are due to the following events 
respectively: (1) opening of CV bleed relief valves, (2) core collapse, (3) corium relocation from 
CV and subsequent containment failure, and (4) corium relocation into the basement after reactor 
vault failure.  The containment failure pressure 600 kPa (a) is reached at ~230000 s.   

Fission Product and Hydrogen Release 

The original inventory of the noble gases is 57.7 kg based on calculations using coupled multi-
region WIMS-AECL/ORIGEN-S code.  The major portion of the noble gases is released into the 
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CV from the fuel and the suspended debris bed during core disassembly and core collapse during 
the period from ~30000 s to ~46000 s.  Eventually all noble gases are released into the 
environment when the containment fails at ~230000 s.  No containment leakage or ventilation is 
modeled in the present analysis.   

Figure 12-10 shows the mass of CsI released in-vessel, ex-vessel (outside CV), in the HTS, in 
CV, in containment and into the environment.  The initial inventory of CsI is ~28 kg.  At 
~27100 s, PT and CT rupture and the fuel element temperatures are greater than 1000 K, thus 
fission products are released as shown in Figure 12-10.  Because the CV rupture disks are 
already opened at ~20600 s, the fission products are released through the CV rupture disks into 
the containment.  The mass of CsI in the containment (including airborne and deposited) remains 
at ~2.5 kg until ~250000 s.  Because almost all of CsI is retained in the containment by various 
fission product retention mechanisms, only a very small amount of CsI (0.000172 kg) and CsOH 
(0.00155 kg) are released into the environment when containment fails.  When water in reactor 
vault is depleted at ~231800 s, the corium reacts with the concrete and fission products are 
released ex-vessel.  At ~475000s, 0.00794 kg of CsI and 0.3761 kg of CsOH are released in to 
the failed containment and subsequently to the environment as shown in Figure 12-10.  Total Cs 
and I released to the environment in the form of CsI and CsOH is ~ 1.42% of the initial Cs and I 
inventory.   

Hydrogen is generated during the large LOCA scenario as result of the following reactions: (1) 
Zr-steam interaction in fuel channels and during core debris oxidation in the suspended debris 
beds, (2) in the reactor vault due to jet breakup of molten debris in the water pool and (3) the 
molten core concrete interaction.  Analysis show that the mass of hydrogen generated in HTS 
and CV prior to CV failure is 373 kg and it is ~2095 kg in reactor vault as a result of jet breakup 
and molten corium-concrete interaction.   

12.8 Conclusions 

The following general conclusions are drawn from the study reported here: 

MAAP4 CANDU V0.2 beta code runs on a PC platform smoothly for CANDU 6 analysis and 
the computation speed is about forty times faster than real time.  The code contains the most 
significant CANDU 6 systems required for severe accident analysis.  The obtained results and 
trends in this study are consistent with prior engineering judgement for the two scenarios 
analyzed.  The total mass of Cs and I released to the environment in the form of CsI and CsOH is 
less than 2% of the initial Cs and I inventory for both scenarios.  The results show that 
significant time is available for operator action during the station blackout and large LOCA 
accidents to arrest the accident progression.  The results obtained in this study demonstrate the 
capability of the code for Level II PSA applications.   
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Table 12-1 
Node Numbers and Their Corresponding Containment Rooms 

Node Number Room Number 
1 002, 003, 004, 005, 006, 007, 008, 009, 010, 011, 012, 

013, 014, 018, 101, 102 
2 017 
3 103 
4 104 
5 106, 109, 110, 113, 114, 115, 201, 301, 305, 306, 307, 

401, 402, 403, 405, 406, 502, 503 
6 107 
7 108 
8 501, 504, 505, 506, 507, 508, 509, 601 (below 

elevation 133 m) 
9 111, 121 
10 Reactor vault 
11 End shields 
12 Dousing tank 
13 601 (above elevation 133 m) 
14 Environment 
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Table 12-2 
Key Input Parameters for CANDU 6 Station  

Thermal reactor power, MW 2064 
OH pressure, MPa (a) 10.0 
SG secondary side pressure, MPa (a) 4.78 
IH coolant temperature, K 539 
OH coolant temperature, K 583 
Water temperature at SG secondary side, K 533 
Moderator temperature in calandria vessel, K 342 
Water temperature in reactor vault, K 324.5 
Uranium dioxide mass in the core, kg 98815 
Zircaloy mass in the core (including pressure and calandria tubes), kg 38647 
Number of fuel channels in the reactor core 380 
Number of fuel bundles in one reactor channel 12 
D2O inventory in HTS (without pressurizer), kg 130000 
D2O inventory in pressurizer, m3 37.7 
D2O inventory in calandria vessel, kg 227000 
H2O inventory in reactor vault, kg 465324 
H2O inventory in each SG secondary side, kg 38000 
Water inventory in each of ECCS HPI accumulators, m3 107.5 
Dousing system inventory available for ECCS MPI, m3 500 
Dousing system inventory available for containment sprays, m3 1559 
Pressure to open HTS LRV, MPa (a) 10.34 
Pressure to open PSBV, MPa (a) 10.03 
Pressure to open pressurizer relief valves, MPa (a) 10.96 
Pressure to open degasser condenser relief valve, MPa (a) 10.16 
Pressure to open SG MSSV, MPa (a) 5.11 
Pressure to start dousing system operation, MPa (a) 0.114 
Free volume space inside containment, m3 48000 
Thickness of the calandria vessel circumferential wall, m 0.0286 
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Table 12-3 
Sequence of Significant Events for Station Blackout Scenario 

Time (hr) Event 
0 AC and DC loss 
0 Reactor shutdown 
0 SG governor valves and MSIVs are closed 
0 SG MFW and AFW off 
0 Dousing spray off 
0 Moderator cooling off 
0 Reactor vault circulation and cooling system off 

0.005 First opening of MSSV  
2.3 SG secondary side is dry 
2.4 LRVs first opening 
3.4 Fuel bundles are uncovered inside fuel channels (at least one channel) 
4.1 Reactor vault rupture disk is open 
4.1 At least one channel is dry (complete boil-off) 
4.7 Moderator in calandria vessel reaches saturation temperature 
5.4 Calandria vessel rupture disk 1 is open 
8.9 Pressure and calandria tubes are ruptured 
9.9 Beginning of the core disassembly 
19.2 Core collapse onto the CV bottom 
19.3 Water is depleted inside calandria vessel 
25.3 Water in reactor vault reaches saturation temperature 
38.5 Containment failed 
59.2 Calandria vessel failed due to creep 
59.2 Steam explosion occurred in reactor vault 
64.6 Water is depleted inside reactor vault 
133 Reactor vault failed because of the concrete erosion 
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Table 12-4 
Sequence of Significant Events for Large LOCA 

Time (hr) Event 
0 OH guillotine rupture on loop 1 
0 Reactor shutdown 
0 SG governor valves are closed  
0 Reactor vault circulation and cooling system off  
0 Dousing tank heat exchanger off  
0 Dousing spray initiation signal received  

0.001 LOCA signal received  
0.0015 ECCS HPI is on  
0.0016 Dousing system is on  
0.007 Pressuriser is isolated 
0.01 SG MSSVs are open, crash cool-down system is on  
0.03 ECCS HPI is terminated  
0.03 ECCS MPI is on  
0.08 Dousing tank water is depleted for containment sprays  
0.30 ECCS MPI is off  
0.60 SG is dry, loop 2  
0.80 Fuel bundles are uncovered inside fuel channels in loop 1  
2.7 Calandria vessel bleed/relief valves are open 
2.9 Fuel bundles are uncovered inside fuel channels in loop 2 
3.5 At least one channel is dry in loop 2  
3.6 SG dry, loop 1  
4.8 Calandria vessel water pool is saturated  
5 At least one channel is dry in loop 1  

5.7 Calandria vessel rupture disk  #1 is open  
7.5 Pressure and calandria tubes rupture, loop 2 
7.9 Beginning of the core disassembly 

12.8 Core collapse onto the CV bottom 
14.4 Water is depleted inside calandria vessel 
63.8 Calandria vessel bottom wall failed due to creep  
63.8 Corium contacted reactor vault floor  
63.8 Steam explosion occurred in reactor vault 
63.9 Containment failed  
64.4 Water is depleted in reactor vault 

128.2 Reactor vault floor failed because of the concrete erosion 
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Figure 12-1  CANDU6 Fuel Bundle that Consists of a Calandria Tube, a Pressure Tube and 
37 Fuel Elements 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 12-2  Pressure in HTS Loops and in Pressurizer (SBO) 
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Figure 12-3  PT, CT and Fuel Temperature for Channel 2, Bundle 7 (SBO) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 12-4  Containment and End Shield Pressure in Reactor Vault 
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Figure 12-5  Mass of CsI Released and in Various parts of Reactor Building (SBO) 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 12-6  Pressure in HTS Loops and in the Pressurizer (Large LOCA) 
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Figure 12-7  PT, CT and Fuel Temperature for Channel 2, Bundle 7, Loop 1 (Large LOCA) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 12-8  PT, CT and Fuel Temperature for Channel 2, Bundle 7, Loop 2 (Large LOCA) 
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Figure 12-9  Pressure in Containment, Reactor Vault and End-Shield (Large LOCA) 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 12-10  Mass of CsI Released in Various Parts of Reactor Building (Large LOCA) 
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13. GLOSSARY 

Abnormal Event (or Condition or Situation) – an event that disrupts the normal conditions in 
a plant.  In the context of this document, it corresponds to the occurrence of an initiating event, a 
loss of coolant accident, or a system failure subsequent to an IE or LOCA.   

Accident  – an event or series of events in a plant resulting in an abnormal situation, and that 
requires an appropriate system response (including human response), in order to restore the plant 
to a safe condition.  This definition is a subset of the “Abnormal Event” event described above.   

Accident Repair Time – the time required to gain access to the failed process system, and to 
return it to a functioning state, together with any other required equipment that was subsequently 
affected.   

Accident Sequence Quantification (ASQ) – the process for quantifying accident sequences, in 
order to determine the dominant accident sequences, cutsets and frequencies.   

Accident Sequences, Dominant – those combinations of IEs and hardware and human failures 
that lead to undesirable consequences with significant frequency.   

Active Failure – a failure that occurs during equipment operation, and that is immediately 
detectable by its effects on the system 

Administration Time – the time between failure detection and repair initiation.  

Availability – the probability that the device (system) is operating satisfactorily at any given 
point in time, when used under stated conditions, and where the total time includes the operating 
time, active repair time, and administrative time.   

Average Repair Time – see “mean time to repair” (MTTR). 

Basic Event (BE) – one of the primary events - see “primary event”. 

Basic Event (BE) Database – one of three reliability databases in CAFTA.  The BE database 
has a .BE file name extension, and is referred to as the .BE file or database.  It contains the BE 
label (or name) description, based on the fault tree event labelling scheme, probability data, and 
other support information. 

Basic Event Label/Name – A sixteen character label that contains the Subject Index (SI), 
Component Number (CN), Component Type, Component Class (CC) and Failure Mode (FM) for 
the unique identification of a basic event.   

Basic Human Error Probability (BHEP) – the probability of a human error for a task that is 
considered as an isolated entity, i.e., it is not influenced by previous tasks.   

CAFTA – A desktop-computer-based program developed by Science Applications International 
Corporation (SAIC) that is used for fault tree modelling and analysis.  CAFTA comprises a set of 
interactive editors, reliability databases and model evaluation tools. 
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Checker – a person who is assigned to verify the accuracy of another person’s work, either 
while that person is doing the work, or after its completion.  The use of a checker is an example 
of human redundancy.  A checker is not the same as the person who performs an inspection.  The 
checker is “person-oriented” whereas the inspector is “equipment-oriented” – see “Human 
Redundancy.”   

Checklist – a written procedure, in which each item is to be checked off using a pencil or other 
writing instrument as its status is verified.   

Common-Cause Failure – a failure that has the potential to fail more than one function and to 
possibly cause an IE or other abnormal event simultaneously, e.g., a human error that results in 
mis-calibration of several setpoints.   

Complete Dependence (CD) – a dependence between two activities that are performed by the 
same person, or between activities that are performed by different people.  CD describes a 
situation in which, if the relationship between activities or people is positive (positive 
dependence), then failure to perform one activity correctly will result in certain failure to 
perform the other.  Similarly, if success occurs in performing the first activity, then success will 
occur with the other.  The opposite results will occur, if the relationship between the activities or 
people is negative (negative dependence).   

Consequence Analysis (radiological) –the calculations that are performed to estimate the dose 
uptake from a given fuel or core damage condition.  It includes the calculation of the fission 
product inventory and radionuclides released, analyses of release paths, filtration, shielding, 
atmospheric and liquid dispersion, and the determination of dose pathways and dose uptake. 

Containment Envelope –comprises the reactor building, sealed penetrations, closed and open 
penetrations.  All open penetrations are part of the containment isolation system.   

An intact containment assumes that the reactor building perimeter wall is intact, and the main 
and auxiliary airlocks and irradiated fuel transfer room are closed and intact.   

Critical Action – an action that is identified in the initial systems analysis as having the potential 
for putting some system or component at risk, e.g., the failure to restore an important blocking 
valve to its normally open condition following maintenance.   

Cutset – a set of elements whose failure will cause the system to fail.   

Cutset, Minimal – a set of elements that has no proper subset, and whose failure alone will 
cause the system to fail.   

Dependence (between two activities) – the situation in which the probability of failure (or 
success) for one activity is different, depending on whether a success or failure occurred on 
another activity.  The activities may be performed by the same person (within-person 
dependence) or by different persons (between-person dependence).  For the same pair of 
activities, the level of dependence may differ for errors of commission and errors of omission.   
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Detection Time – the time from the occurrence of a failure to its detection.  This duration is 
essentially zero for an active failure.  For a dormant failure, it represents the average time 
between tests. 

Deterministic Analysis –analysis of the consequences of prescribed abnormal events, usually 
chosen from single and dual failure criteria, or as combinations of process and safety system 
failures, without any attempt to quantify the frequency of those events or event sequences.  The 
results of the event consequence analyses are then compared against prescriptive deterministic 
criteria for defined event categories. 

Diagnosis – the attribution of the most likely cause(s) of an abnormal event to the level that is 
required to identify those systems or components whose status can be changed, in order to reduce 
or eliminate the problem.  Diagnosis includes interpretation and (when necessary) decision-
making. 

This definition of diagnosis does not mean it is necessary to assign the proper name of the 
abnormal event, in order to figure out what to do to cope with the event.  The requirement for 
diagnosis in a post-accident situation can be minimized to the extent that the displays and 
emergency operating procedures clearly and unambiguously define the sequence of actions that 
is required, after the initiation of some abnormal event.   

Dormant Failure – a failure that occurs when a piece of equipment is not in operation.  The 
equipment may be out of service or on standby.  This failure is not immediately detectable, 
unless detected and annunciated by a specific system.  Without detection and annunciation, the 
failure will only be detected when there is a demand for the system, or during testing to ensure 
operability. 

Event Tree Analysis – a method of modelling plant-level sequences that may lead to a PDS and 
that represents the response of the plant to the IE.   

Failure Probability (unavailability) – the probability that, at any given point in time, a system 
or component will be unavailable on demand, i.e., not functional or operationally ready when 
required. 

Fault Tree Analysis – a deductive type of failure analysis that focuses on one particular 
undesired event at a time, and then provides a method for determining the possible causes of that 
event.  The fault tree itself is a graphical model of the various parallel and sequential 
combinations of faults that will result in the occurrence of the predefined undesired event.   

Fault Tree Editor – a program that builds and maintains the fault tree model that is contained in 
the *.CAF files.  The program files contain the gate names, gate types, basic event names, and 
the logic that links gates and basic events. 

Fault Tree Event Labelling Scheme – a method for uniquely identifying the primary events in 
a fault tree. 

Fuel Channel Failure –the failure of the PT and the CT.   
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Human Error Probability (HEP) – the probability that an error will occur when a given task or 
activity is performed.  The nominal HEPs in the tables in this document are judged to represent 
medians of the lognormal distributions of HEPs.   

Human Redundancy – the use of a person to check another person’s work, or to duplicate the 
work (synonym:  “Checker”).  This term is the analog of equipment redundancy in a parallel 
system, i.e., at least two humans must err, in order that human error contributes to the probability 
of some unwanted system condition.   

Human Reliability Analysis Definitions – based on NUREG / CR–4772.   

Initiating Event – an event that creates a disturbance in the plant and that has the potential to 
cause the release of fission products, depending on the successful operation of various mitigating 
systems in the plant.   

Inspection – the recovery factor that describes someone looking at items of equipment to 
ascertain their status.  If the task is to check someone else’s work (by checking component 
status), then the job is designated as that of a checker.  The inspector is “equipment-oriented”, 
whereas the checker is “person-oriented”.   

Level I PSA –the identification and quantification of accident sequences, component data and 
human reliability, in order to determine a frequency of PDSs inside the containment.   

Level II PSA –an analysis of the physical processes of an accident and the response of the 
containment, in addition to the analysis performed in a Level I PSA.   

Level III PSA –environmental transport and consequence analysis.  The Level III PSA assesses 
the public health risk and economic consequences of the accident, in addition to performing the 
tasks of a Level II PSA.   

Loss of Core Structural Integrity – a loss of heat sinks leading to core damage that involves 
multiple fuel channel failures and core disassembly.   

Mean Time to Repair (MTTR) - the average active repair time between the initiation and 
completion of a repair of a component.  The MTTR of a component is given by the ratio of the 
cumulative repair time (based on observation of actual repairs) in a given elapsed time, to the 
cumulative number of repairs (or failures) of the component in the same elapsed time.  The 
MTTR does not include the time that is associated with repair-related activities, such as 
administration time.   

Mission Reliability – the probability that, under stated conditions, the system will operate in the 
mode for which it was designed (i.e., with no malfunctions) for the duration of a mission.   

Mission Time – the period of time in which a device (or system) must perform a specified 
mission (hours, days or months) under operating conditions or after an IE.   
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Parallel System – a system in which the system fails only if all of the human actions in a set are 
performed incorrectly, and if at least one of the incorrect actions is not corrected by the 
successful use of a recovery factor.   

For example, in a system having two locally operated valves which are on redundant paths, an 
operator could cause some critical system safety function to be unavailable, by failing to restore 
at least one of the valves to the normal state after the completion of maintenance.  This is the 
opposite of a series system.   

Performance Shaping Factor (PSF) – any factor that influences human behaviour.  PSFs may 
be external to the operator, or they may be part of his or her internal characteristics.   

Plant Damage State (PDS) – a group of fission releases into containment that includes severe 
accident/severe core damage sequences, which have similar characteristics with respect to the 
severe accident progression and containment performance.  In CANDU PSA, PDS also includes 
economic damage to the plant.   

Post-Accident Task – all tasks required to cope with an abnormal event.   

Post-Calibration Test – a test to determine if a particular component has been properly 
calibrated.   

Post-Maintenance Test – a test to determine if a particular component works properly after 
maintenance.   

Pre-Accident Task – a term denoting activities that are performed under normal operating 
conditions, including special conditions such as start-up operations or other activities, and that 
can affect the availability of equipment that are needed to cope with an abnormal event.  
(synonym:  “test and maintenance task”)   

Primary Event – an event that, for one reason or another, has not been developed further, and 
hence represents the limit of resolution for a particular fault tree.  Primary events include basic 
events, undeveloped events, developed (interfacing) events, conditioning events, and normally 
expected or external events. 

Recovery Analysis – the process of identifying, quantifying and applying recovery actions to 
dominant minimal cutsets following accident sequence quantification.  Normally, there are two 
types: those accomplished from the control room, and those performed locally (if possible).   

Recovery Factor (RF) – a factor that prevents or limits the undesirable consequences of a 
human error.  One of the most common RFs is human redundancy.  Other RFs are the effect on 
human performance of displays of component status in the control room (especially those which 
are annunciated), the effects of post-maintenance tests or post-calibration tests, and the effects of 
daily or shiftly inspections, especially those involving the use of written checklists.   

Reliability – the probability that a device will perform a required function under stated 
conditions for a stated period of time.   
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Restoration (Down) Time – the time interval during which a component is in the “down” state.  
The restoration time includes the following: detection time, administration time, MTTR, and the 
time between the completion of the repair and the return of the component to service. 

Restore or Restoration Task – the returning of valves, circuit breakers, and other components 
to their normal states after completion of maintenance, calibration, or testing.  Restoration is not 
usually considered to be part of maintenance, because operations personnel, rather than 
maintenance personnel, usually perform the restoration tasks.   

Screening Analysis –the use of conservative estimates of human behaviour (i.e., higher HEPs 
and longer response times than expected) for each system event or human task, as an initial type 
of sensitivity analysis.  If a screening failure probability does not have a material effect in the 
systems analysis, then it may be dropped from further consideration.   

Sequence Designator – the abbreviation for a mitigating system.   

Series System – a system that will fail (or be designated as a failure) if any of the human 
activities in a set is performed incorrectly, and is not corrected by the successful use of an RF.  
This is the opposite of a parallel system.   

Severe Accident – in a CANDU reactor, this is an accident in which the fuel heat is not removed 
by the coolant flow in the HTS.  Severe accidents are characterized by plant damage states PDS3 
and PDS4.  

For example, a LOCA + LOECC is classed as a severe accident in a CANDU reactor, but it does 
not lead to SCD, due to the presence of the moderator heat sink.  In LWRs, this would normally 
result in a core melt.  In CANDU reactors, the moderator provides a heat sink for the core, and 
no fuel melting or fuel channel failures occur.  Fuel damage (sheath failure) and structural 
distortion of the fuel bundles may occur within the fuel channels.   

A LOCA + LOECC accident is defined by plant damage state PDS3 for the early need for the 
moderator as a heat sink, and by PDS4 for the delayed need for the moderator as a heat sink.   

Severe Core Damage (SCD) Accident – an accident in which the rapid or late loss of core 
structural integrity occurs.  SCD accidents are characterized by plant damage states PDS0, PDS1, 
PDS2.  

PDS0 involves accidents with early (rapid) loss of core structural integrity. 

PDS1 involves accidents with late loss of core structural integrity with the PHTS at a high 
pressure (for example, a LOCA + LOECC combined with the loss of the moderator as a heat sink 
at high PHT pressure).   

PDS2 involves accidents with late loss of core structural integrity with the PHTS at a low 
pressure (for example, a LOCA + LOECC combined with the loss of the moderator as a heat sink 
at low PHT pressure).  

Surveillance – see “Inspection”.   
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System, Dormant or Standby – a system (or part thereof) that is not in use during plant 
operation.   

System, Front Line – a system that directly performs a function (such as ECC, moderator, 
feedwater).   

System, Mitigating – a system that is required to function following an IE to assist in returning 
the plant to a safe state.   

System, Support – a system that provides a function to a front-line system (e.g., electrical 
power, instrument air, service water).   

Type Code – a segment of the primary/basic event label that contains the CT, CC and FM 
identifiers for specific components. 

Type Code (TC) Database – the TC or failure rate database in CAFTA has a *.TC file name 
extension, and is referred to as the *.TC file or database.  The TYPE field contains the actual 
type codes that identify specific components and failure modes.  The RATE field contains the 
failure rate for the specified component failure mode. 

Unreliability – the probability that a device will fail within a given period of time.  Unreliability 
can be calculated as 1 minus the reliability of the device.   

Zero Dependence (ZD) (between two activities) – the kind of dependence in which the 
probability of failure or success for one activity is the same, regardless of whether failure or 
success occurred for the other activity.  The same or different person(s) may perform the 
activities (synonym:  “Independence”). 
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Appendix A 
 

CANDU 6 Internal Events Analysis -Event Trees 

                                                 
Note: For LOCA initiating events, EWS1 should be EWS2. 
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Figure A-1  Event Tree - HTS Leak within Operating D2O Feed Pump Capacity (IE-LKC1) 
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Figure A-2  Event Tree - HTS Leak within Operating D2O Feed Pump Capacity (IE-LKC1) 
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Figure A-3  Event Tree - Steam Generator Tube Rupture (IE-SGTR) 
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Figure A-4  Event Tree - Steam Generator Tube Rupture (IE-SGTR) 
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Figure A-5  Event Tree-HTS Leak-HX Single Tube Rupture into RCW (IE-LKHX) 
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Figure A-6  Event Tree – Small Loss of Coolant Accident (IE-SL) 
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Figure A-7  Event Tree - Pressure Tube Rupture (IE-PTR) 
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Figure A-8  Event Tree - Pressure Tube Rupture and Calandria Tube Rupture (IE-PTCR) 
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Figure A-9  Event Tree - Feeder Stagnation Break (IE-FBS) 
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Figure A-10  Event Tree-Pipe Break Upstream of Pressurizer Relief/Steam Bleed Valves 
(IE-PRLB) 
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Figure A-11  Event Tree-Pressurizer Relief/Steam Bleed Valves Fail – Open (IE-PRVO) 
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Figure A-12  Event Tree-Heat Transport Liquid Relief Valve (LRV) Fail Open (IE-LRVO) 
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Figure A-13  Event Tree-Large Loss of Coolant Accident (IE-LL1) 
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Figure A-14  Event Tree-Partial Loss of HTS Pumped Flow (IE-HPFP) 
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Figure A-15  Event Tree-Partial Loss of HTS Pumped Flow and Operator Starts BPCC 
(IE-HPFP) 
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Figure A-16  Event Tree – Loss of Feedwater  Supply to Steam generators Due to Failure of 
Pumps/Valves (IE-FWPV) 
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Figure A-17  Event Tree – Loss of Feedwater  Supply to Steam generators Due to Failure of 
Pumps/Valves (IE-FWPV) 
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Figure A-18  Event Tree – Asymmetric Feedwater Line Break Ouside RB Downstream of 
FW Regulating Station (IE-FWB1) 
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Figure A-19  Event Tree – Asymmetric Feedwater Line Break Ouside RB Downstream of 
FW Regulating Station (IE-FWB1) 
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Figure A-20  Event Tree – Asymmetric Feedwater Line Break Ouside RB Downstream of 
FW Regulating Station (IE-FWB1) 



CONTROLLED 91-03660-AR-002   Page A-22 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

IE
-F

W
B

2

R
S

S
G

P
R

F
B

IA

O
F

B
IA

E
C

C
-D

E
C

C
-L

T

M
H

S

P
LA

N
T

D
A

M
A

G
E

S
T

A
T

E

P
D

S
F

R
E

Q
U

E
N

C
Y

O
C

C
/Y

S
E

Q
U

E
N

C
E

N
U

M
B

E
R

F
W

B
A

I2
-2

F
W

B
2-

2

nd
f

P
D

S
4

F
W

B
2S

12
A

P
D

S
2

F
W

B
2S

12

P
D

S
1

F
W

B
2S

12
B

P
D

S
1

F
W

B
2S

12
C

nd
f

P
D

S
0

F
W

B
2S

13

F
W

B
2

A
S

Y
M

  F
W

  L
IN

E
B

R
E

A
K

  I
N

S
ID

E
R

B

In
iti

at
in

g
E

ve
nt

R
S

R
E

A
C

T
O

R
S

H
U

T
D

O
W

N

R
ea

ct
or

  T
rip

S
G

P
R

S
T

E
A

M
G

E
N

E
R

A
T

O
R

P
R

E
S

S
U

R
E

R
E

LI
E

F

S
G

  P
re

ss
ur

e

F
B

IA

B
R

E
A

K
IS

O
LA

T
E

D
A

U
T

O
M

A
T

IC
A

LL
Y

V
IA

  S
G

LC

O
F

B
IA

O
P

E
R

A
T

O
R

  I
S

O
L

A
T

E
S

  F
W

  L
IN

E
B

R
E

A
K

  B
Y

  C
LO

S
IN

G
  S

G
  L

C
V

s

B
re

ak
  I

so
la

tio
n

E
C

C
-D

D
O

R
M

A
N

T
  E

C
C

W
O

R
K

IN
G

E
C

C
-L

T

LO
N

G
  T

E
R

M
E

C
C

  W
O

R
K

IN
G

P
H

T
  M

ak
eu

p

M
H

S

M
O

D
E

R
A

T
O

R
H

E
A

T
  S

IN
K

Lo
ng

  T
er

m
H

ea
t  

S
in

k

A
S

Y
M

  F
E

E
D

W
A

T
E

R
  L

IN
E

  B
R

E
A

K
  I

N
S

ID
E

  R
B

F
W

B
A

I1
.T

R
E

10
-2

5-
96

 

Figure A-21  Event Tree – Asymmetric Feedwater Line Break Inside Reactor Building  
Upstream of Steam Generator Check Valve (IE-FWB2) 
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Figure A-22  Event Tree – Asymmetric Feedwater Line Break Inside Reactor Building  
Upstream of Steam Generator Check Valve (IE-FWB2) 
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Figure A-23  Event Tree – Asymmetric Feedwater Line Break Inside Reactor Building  
Upstream of Steam Generator Check Valve (IE-FWB2) 
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Figure A-24  Event Tree – Symmetric Feedwater Line Break Outside RB Upstream of FW 
Regulating Station (IE-FWB4) 
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Figure A-25  Event Tree – Asymmetric Steam Generator Blowdown Line Break Inside 
Reactor Building (IE-FWB5) 
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Figure A-26  Event Tree – Symmetric Steam Generator Blowdown Line Break Inside 
Reactor Building (IE-FWB5) 
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Figure A-27  Event Tree – Symmetric Steam Generator Blowdown Line Break Outside 
Reactor Building (IE-FWB7) 
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Figure A-28  Event Tree – Symmetric Steam Generator Blowdown Line Break Outside 
Reactor Building (IE-FWB7) 
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Figure A-29  Event Tree – Loss of Condenser Flow to Deaerator (IE-LOCD) 
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Figure A-30  Event Tree – Loss of Condenser Flow to Deaerator (IE-LOCD) 
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Figure A-31  Event Tree – Loss of Condenser Vacuum (IE-LOCV) 
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Figure A-32  Event Tree – Condenser Cooling Water Line Break – Large (IE-CCWL) 
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Figure A-33  Event Tree – Condenser Cooling Water Line Break – Small (IE-CCWS) 
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Figure A-34  Event Tree – Main Steam Isolation Valve Spurious Closure (IE-MSIV) 
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Figure A-35  Event Tree – Main Steam Isolation Valve Spurious Closure (IE-MSIV) 
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Figure A-36  Event Tree – Main Steam Isolation Valve Spurious Closure (IE-MSIV) 
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Figure A-37  Event Tree – Main Steam Line Break Inside Reactor Building (IE-MSL1) 
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Figure A-38  Event Tree – Main Steam Line Break Inside Turbine Building (IE-MSL2) 
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Figure A-39  Event Tree – Main Steam Line Break Inside Turbine Building (IE-MSL2) 
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Figure A-40  Event Tree – Small steam Line Failure Causing Low Deaerator and 
Condenser Hot Well Levels (IE-MSL3) 
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Figure A-41  Event Tree – Small steam Line Failure Causing Low Deaerator and 
Condenser Hot Well Levels (IE-MSL3) 
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Figure A-42  Event Tree – Small steam Line Failure Causing Low Deaerator and 
Condenser Hot Well Levels (IE-MSL3) 
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Figure A-43  Event Tree – Total Loss of Moderator Cooling (IE-MCTL) 
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Figure A-44  Event Tree – Total Loss of Moderator Cooling (IE-MCTL) 
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Figure A-45  Event Tree – Partial Loss of Moderator Cooling (IE-MCPL) 
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Figure A-46  Event Tree – Partial Loss of Moderator Cooling (IE-MCPL) 
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Figure A-47  Event Tree – Calandria Inlet/Outlet Pipe Break Outside Shield tank (IE-
CIOB)  



CONTROLLED 91-03660-AR-002   Page A-49 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

IE
-C

IO
B

1

O
B

P
C

C

B
P

C
C

C
N

D

C
N

D

C
N

D

O
S

D
C

1

O
S

D
C

2C

S
D

C
-N

O
R

S
D

C
-A

B
N

O
E

W
S

6

O
E

W
S

5

E
W

S
4

E
W

S
4

E
W

S
3

P
LA

N
T

D
A

M
A

G
E

S
T

A
T

E

P
D

S
F

R
E

Q
U

E
N

C
Y

O
C

C
/Y

S
E

Q
U

E
N

C
E

N
U

M
B

E
R

S S S P
D

S
1

C
IO

B
-S

6

P
D

S
1

C
IO

B
-S

7

P
D

S
1

C
IO

B
-S

8

S S S P
D

S
1

C
IO

B
-S

9

P
D

S
1

C
IO

B
-S

10

P
D

S
1

C
IO

B
-S

11

S S P
D

S
1

C
IO

B
-S

12

IE
-C

IO
B

1

C
A

LA
N

D
R

IA
  I

N
L

E
T

/O
U

T
LE

T
  P

IP
E

  B
R

K
  O

U
T

S
ID

E
  S

D
  T

K
,  

F
W

  W
O

T
ra

ns
fe

r

O
B

P
C

C

O
P

E
R

A
T

O
R

IN
IT

IA
T

E
S

B
P

C
  C

O
O

LD
O

W
N

B
P

C
C

B
O

IL
E

R
P

R
E

S
S

U
R

E
C

O
N

T
R

O
L

C
O

O
LD

O
W

N

C
N

D

C
O

N
D

E
N

S
A

T
E

S
Y

S
T

E
M

O
S

D
C

O
P

E
R

A
T

O
R

IN
IT

IA
T

E
S

S
H

U
T

D
O

W
N

C
O

O
LI

N
G

S
D

C

S
H

U
T

D
O

W
N

C
O

O
LI

N
G

S
Y

S
T

E
M

O
E

W
S

O
P

E
R

A
T

O
R

IN
IT

IA
T

E
S

  E
W

S

E
W

S

E
M

E
R

G
E

N
C

Y
W

A
T

E
R

  S
U

P
P

LY
S

Y
S

T
E

M
  T

O
  S

G
s

Lo
ng

  T
er

m
  H

ea
t  

S
in

k

C
A

LA
N

D
R

IA
  I

N
LE

T
/O

U
T

LE
T

  P
IP

E
  B

R
E

A
K

  O
U

T
S

ID
E

  S
T

C
IO

B
2.

T
R

E
10

-2
5-

96

 

Figure A-48  Event Tree – Calandria Inlet/Outlet Pipe Break Outside Shield Tank (IE-
CIOB)  
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Figure A-49  Event Tree – Moderator Pipe Break Inside Shield Tank (IE-MLBI) 
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Figure A-50  Event Tree Moderator Heat Exchanger Single Tube Rupture (IE-MHXS) 
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Figure A-51  Event Tree Moderator Heat Exchanger Single Tube Rupture (IE-MHXS) 
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Figure A-52  Event Tree Moderator Heat Exchanger Multiple Tube Rupture (IE-MHXM) 
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Figure A-53  Event Tree Moderator Heat Exchanger Multiple Tube Rupture (IE-MHXM) 
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Figure A-54  Event Tree – Loss of Moderator Cover gas Deuterium Control (IE-MCGD) 



CONTROLLED 91-03660-AR-002   Page A-56 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

IE
-E

S
C

H

O
R

S
B

R
S

H
W

1

F
W

O
S

D
C

2B

S
D

C
-A

B
N

O
E

W
S

4B

E
W

S
1

E
W

S
3

E
C

C
-D

E
C

C
-D

E
C

C
-D

E
C

C
-L

T

E
C

C
-L

T

E
C

C
-L

T

M
H

S

M
H

S

M
H

S

P
LA

N
T

D
A

M
A

G
E

S
T

A
T

E

P
D

S
F

R
E

Q
U

E
N

C
Y

O
C

C
/Y

S
E

Q
U

E
N

C
E

N
U

M
B

E
R

C
O

N
T

’D
E

S
C

H
-1

S S P
D

S
4

E
S

C
H

-S
5A

P
D

S
2

E
S

C
H

-S
5B

P
D

S
1

E
S

C
H

-S
5C

P
D

S
1

E
S

C
H

-S
5D

P
D

S
4

E
S

C
H

-S
6A

P
D

S
2

E
S

C
H

-S
6B

P
D

S
1

E
S

C
H

-S
6C

P
D

S
1

E
S

C
H

-S
6D

S P
D

S
4

E
S

C
H

-S
7A

P
D

S
2

E
S

C
H

-S
7B

P
D

S
1

E
S

C
H

-S
7C

P
D

S
1

E
S

C
H

-S
7D

P
D

S
0

E
S

C
H

-S
8

C
O

N
T

’D
E

S
C

H
-2

IE
-E

S
C

H

LO
S

S
  O

F
  E

N
D

S
H

IE
LD

C
O

O
LI

N
G

  H
E

A
T

S
IN

K

In
iti

at
in

g
E

ve
nt

O
R

S

O
P

E
R

A
T

O
R

IN
IT

IA
T

E
S

R
E

A
C

T
O

R
S

H
U

T
D

O
W

N

R
S

R
E

A
C

T
O

R
S

H
U

T
D

O
W

N

R
ea

ct
or

  T
rip

F
W

F
E

E
D

W
A

T
E

R
S

Y
S

T
E

M
  (

M
A

IN
A

N
D

A
U

X
IL

IA
R

Y
)

O
S

D
C

O
P

E
R

A
T

O
R

S
T

A
R

T
S

  S
D

C
O

P
E

R
A

T
IO

N

S
D

C

S
H

U
T

D
O

W
N

C
O

O
LI

N
G

S
Y

S
T

E
M

O
E

W
S

O
P

E
R

A
T

O
R

S
T

A
R

T
S

  E
W

S
F

O
R

  S
T

E
A

M
G

E
N

E
R

A
T

O
R

S

E
W

S

E
M

E
R

G
E

N
C

Y
W

A
T

E
R

  S
U

P
P

LY
T

O
  S

G
s

Lo
ng

  T
er

m
  H

ea
t  

S
in

k

E
C

C
-D

D
O

R
M

A
N

T
  E

C
C

W
O

R
K

IN
G

E
C

C
-L

T

LO
N

G
  T

E
R

M
E

C
C

  W
O

R
K

IN
G

P
H

T
  M

ak
eu

p

M
H

S

M
O

D
E

R
A

T
O

R
A

C
T

S
  A

S
  A

H
E

A
T

  S
IN

K

Lo
ng

  T
er

m
H

ea
t  

S
in

k

LO
S

S
  O

F
  E

N
D

  S
H

IE
LD

  C
O

O
LI

N
G

  H
E

A
T

  S
IN

K
E

S
C

H
.T

R
E

10
-2

5-
96

 

Figure A-55  Event Tree – Loss of End Shield Cooling Heat Sink (IE-ESCH) 
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Figure A-56  Event Tree – Loss of End Shield Cooling Heat Sink (IE-ESCH) 
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Figure A-57  Event Tree – Loss of End Shield Cooling Heat Sink (IE-ESCH) 
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Figure A-58  Event Tree – Loss of End Shield Cooling Flow (IE-ESCF) 
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Figure A-59  Event Tree – Loss of End Shield Flow (IE-ESCF) 
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Figure A-60  Event Tree – End Shield Cooling System Pipe Breaks (IE-ESCB) 
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Figure A-61  Event Tree – Total Loss of Instrument Air (IE-IA) 
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Figure A-62  Event Tree – Total loss of Service Water – Reactor Opening at Full power 
(IE-SW) 



CONTROLLED 91-03660-AR-002   Page A-64 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

IE
-L

O
S

W
1

LI

C
C

C
C

E
C

C
-D

E
C

C
-D

E
C

C
-L

T

E
C

C
-L

T

F
W

O
E

W
S

1B

E
W

S
1

P
LA

N
T

D
A

M
A

G
E

S
T

A
T

E

P
D

S
F

R
E

Q
U

E
N

C
Y

O
C

C
/Y

R

S
E

Q
U

E
N

C
E

N
U

M
B

E
R

P
D

S
9

LO
S

W
-S

11

P
D

S
9

LO
S

W
-S

12

P
D

S
1

LO
S

W
-S

13

P
D

S
1

LO
S

W
-S

14

P
D

S
1

LO
S

W
-S

15

P
D

S
1

LO
S

W
-S

16

P
D

S
1

LO
S

W
-S

17

P
D

S
9

LO
S

W
-S

18

N
D

F
LO

S
W

-S
19

N
D

F
LO

S
W

-S
20

N
D

F
LO

S
W

-S
21

IE
-L

O
S

W
1

C
O

N
S

E
Q

U
E

N
T

IA
L

LO
C

A
  A

F
T

E
R

IE
-L

O
S

W
  &

C
LP

S

T
ra

ns
fe

r

LI

P
H

T
  L

O
O

P
S

IS
O

LA
T

E
  A

T
5.

5 
 M

P
A

(A
)

C
C

C
R

A
S

H
  C

O
O

L
O

F
  S

T
E

A
M

G
E

N
E

R
A

T
O

R
S

E
C

C
-D

D
O

R
M

A
N

T
  E

C
C

E
C

C
-L

T

LO
N

G
  T

E
R

M
  E

C
C

P
H

T
  M

ak
eu

p

F
W

F
E

E
D

W
A

T
E

R
S

Y
S

T
E

M
S

U
P

P
LY

  T
O

  S
G

s

O
E

W
S

O
P

E
R

A
T

O
R

S
T

A
R

T
S

  E
W

S
F

O
R

  S
T

E
A

M
G

E
N

E
R

A
T

O
R

S

E
W

S

E
M

E
R

G
E

N
C

Y
W

A
T

E
R

  S
U

P
P

LY
T

O
  S

G
’S

  V
IA

E
W

S
  P

U
M

P
S

Lo
ng

  T
er

m
  H

ea
t  

S
in

k

T
O

T
A

L 
 L

O
S

S
  O

F
  S

E
R

V
IC

E
  W

A
T

E
R

LO
S

W
1.

T
R

E
10

-2
5-

96

 

Figure A-63  Event Tree – Total loss of Service Water – Reactor Opening at Full power 
(IE-SW) 
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Figure A-64  Event-Tree Total Loss of Class IV Power – Reactor Operating at Full Power 
(IE-CL4) 
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Figure A-65  Event-Tree Total Loss of Class IV Power – Reactor Operating at Full Power 
(IE-CL4) 
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Figure A-66  Event Tree – Digital Control Computer Failures (IE-DCC) 
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Figure A-67  Event Tree – Digital Control Computer Failures (IE-DCC) 
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Figure A-68  Event Tree – Digital Control Computer Failures (IE-DCC) 
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Figure A-69  Event Tree – Digital Control Computer Failures (IE-DCC) 
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Figure A-70  Event Tree – Loss of Regulation with Reactor Operating at Full Power (Core 
Power Excursion) (IE-LOR) 
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Figure A-71  Event Tree – General Transient (IE-T) 
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Figure A-72  Event Tree – General Transient (IE-T) 
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Appendix B 
 

CANDU 6 Emergency Water Supply System Reliability Analysis 

B.1 Introduction 

This appendix summarizes the modelling approach taken to evaluate the EWS reliability. The 
analysis applies to the generic CANDU 6 design.  The top event is EWS-COMB, “Combined 
failure of gravity driven and pumped EWS flow”.   

B.2 Summary of Assumptions 

The following design assumptions were made for the purpose of the GPSA.   

B.2.1 Redundancy to of EWS valves to the Steam Generators 

The two parallel valves are 3461-PV7 / 3461-PV107 and 3461-PV41 / 3461-PV141.  Control of 
PV8 was modelled by assuming that there will be an additional relay (RL-13H) in parallel with 
RL-11H which de-energizes to open PV107.  Similarly, PV141 is modelled assuming the 
presence of RL-14H in parallel with the existing RL-12H for PV41.  Separate hand switches 
were also assumed to be present to control PV107 and PV141, independent from those for PV7 
and PV41.  The instrument air feeding each pneumatic valve was assumed to be supplied through 
separate solenoids (SV7, SV107, SV41 and SV141).   

B.2.2 Steam Generator Auto-Depressurization  

The boiler level measurements that initiate the opening of the MSSVs is assumed to be from the 
Group 2 SDS2 channels G, H and J.  Also, a small UPS is assumed to be provided in the SCA to 
power the measurement loops to make the MSSV opening independent of the start of EPS. 

B.2.3 Number of EWS Pumps 

For the purposes of this reliability analysis, it is assumed that the four pumps are located in a 
common pump house.  However, it is further assumed that there is NOT a common header and 
shared piping for all four pumps.  Therefore, the redundancy for a single unit is 1 out of 2 pumps 
and not 1 out of 4. 

B.2.4 MSSV Success Criteria 

It is assumed that the success criteria for the MSSV opening on an auto-depressurization signal is 
4 out of 8. A larger number of MSSVs, 7 out of 16, are required for success of crash cooldown 
operation. 
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B.2.5 Modelling of Steam Generator Level Indication 

For seismic events, a mission time of 72 hours is specified.  The inventory in the dousing tank is 
capable of removing decay heat for this period, provided the EWS valves PV7/107 and/or 
PV41/141 are opened and closed to avoid wasting water by flooding the steam lines.  In order for 
the operators to perform this action, steam generator level indication in the SCA is required. 

Both wide range and medium range level indicators are available for this purpose.  The medium 
range level indication comes from seismically qualified SDS2 instrumentation for each boiler, 
while the wide range indication comes from SGLC measurements.  The power supplies for these 
instruments are 40Vdc, derived from the seismically qualified Class II buses 5542-PL1581A and 
5542-PL1582C.  Due to the redundancy of instrumentation, and its ultimate dependence on EPS 
power, it was deemed sufficient for analysis purposes to only model the power supplies and 
neglect the instruments themselves. 

Failure of instrumentation is therefore modelled as loss of 40 Vdc buses, 6064-PL180R and 
6064PL125R.  

B.2.6 Modelling of EWS Pump Start Signal 

With the non-qualified Group 1 Class I power not available, the availability of power from the 
EPS 48Vdc to start the EWS pumps is contingent on both the EPS availability and the 
interconnection between the EPS 48Vdc and 5561-PL1585A or 5561-PL1586C.  Logic has been 
included in the fault tree to reflect this. 

B.3 CCF Modelling - overview 

CCF modelling was done for the EWS fault tree.  A number of basic principles were followed in 
creating the CCF events.   

• Components shared with other systems were modelled using the same basic event label in 
both fault trees.  An example is the second steam generator crash cooldown system (e.g. the 
MSSVs).   

• Since the instrumentation and relay logic are channelized, CCF events were entered into the 
fault tree such that all channels fail.  Adding identically labelled CCF basic events to the 
logic for each channel does this. 

• Rather than creating CCF events for every basic event that represents a redundant component 
in all three channels, events were grouped as described in the CCF methodology [B-2].  
However, in this case it was not possible to group all of the logic and instrumentation 
associated with a given mechanical device.  An example would be the failure group for the 
MSSVs, which only includes the valves themselves and their solenoids.   

• Generally, components, which perform the same function within a given channel, were not 
separately counted as contributing to the CCF probability.  For example, the failure 
probabilities of the two fuses on one panel which supplies a given circuit were not counted 
separately, since any CCF event which fails the fuses in all channels will almost certainly fail 
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those in the same channel.  However relays, which are part of the same, channel but are 
located in a different part of the circuit were each taken to contribute to the total CCF 
probability since their specific functions are different.  Handswitches with different functions 
or locations (e.g. SCA/MCR) were also counted separately. 

• The fault tree was evaluated with a screening beta factor of 0.1 for all CCF events.  If a CCF 
event was found to be part of a cutset, which contributed more than one percent of the top 
event unavailability, the beta factor was re-evaluated using the Unified Partial Method 
(UPM) [B-1].  The UPM was applied only to the dominant events in the group.  Specifically, 
UPM beta factors were calculated only for the most important contributor and any other 
events having a probability within an order of magnitude of the dominant value. 

B.3.1 Descriptions of CCF Groups 

B.3.1.1 MSSVs - 3614MSSVALL-$CCF 

This CCF group includes the valves themselves and the solenoids, which supply air to the valves.  
The ECC and EWS solenoids are not counted separately as they perform the same function.   

B.3.1.2 Auto-Depressurization Valve Actuation Logic - 3620CC2ALOG-$CCF 

This CCF group covers the intervening logic between the instrumentation, which initiates 
auto-depressurization, and the EWS solenoid valves, which supply the MSSVs with instrument 
air.  Note that the voting logic for the instrumentation is modelled as the same undeveloped event 
for all valves and therefore does not separately contribute to the CCF probability.  Event 
3620CC2ALOG-$CCF also appears in the fault tree logic for the second steam generator crash 
cooldown because the dominant components grouped into this basic event are common to both 
systems. 

B.3.1.3 Failure to Open of PV7 & PV107 / PV41 & PV141:  3461PV7/107A$CCF, 
3461PV41141A$CCF  

These CCF groups cover the pneumatic valves, and the solenoid valves and relay contacts, which 
have a role in actuating the valves.  The UPM judgments for these events are shown in Table B1. 

B.3.1.4 Spurious Closure of PV7 & PV107 / PV41 & PV141:  3461PV7/107A+CCF, 
3461PV41141A+CCF 

The same components are included as in Section B.3.1.3, but the failure modes are different. 

B.3.1.5 Steam Generator Pressure Signal Instrumentation - 3461P12J34G-$CCF, 
3461P12J34G-+CCF 

These CCF groups represent dormant and mission failures of the pressure transmitters and 
current alarms on each steam generator. 
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B.3.1.6 Blocking of Steam Generator Pressure Signal by Pneumatic Valves 
-3461PV12J34G$CCF, 3461PV12J34G+CCF 

These two CCF groups represent dormant and mission failures, respectively, of the pneumatic 
valves used for testing the steam generator pressure transmitters.  Included in these groups are 
the valves themselves, their associated solenoid valves and handswitches. 

B.3.1.7 Motorized Valves 3461-MV13 & MV47 Fail Open Spuriously 

Spurious opening of both these valves will cause some of the water intended for the steam 
generators to be diverted through one of the ECC heat exchangers.  The independent basic events 
covered here are the C&I of the valves and the valves themselves. 

B.3.1.8 Motorized Valves 3461-MV110 & MV114 Fail Open Spuriously - 
3461MV110114+CCF 

These CCF groups are similar to those described in Section B.3.1.7, except that the flow is 
diverted through the second (redundant) heat exchanger. 

B.3.1.9 Steam Generator Level Transmitters - 3620LTALLHO-$CCF 

This event represents failure of all of the steam generator level transmitters, which are used to 
determine the need for auto-depressurization of the boilers. 

B.3.1.10 Feedwater Pump Discharge Pressure Transmitters - 4323PT49A/B/CCCF 

This event represents failure of all of the feedwater header pressure transmitters, which are used 
to determine the need for auto-depressurization of the boilers. 

B.3.1.11 EWS Pumps 3461-P1 and P2 (Fail to Start)- 3461P1/2----$CCF 

This CCF group includes all of the components, which can cause the EWS pumps to fail to start.  
The pumps, pump motors, motor starters, circuit breakers and fuses all contribute in calculating 
the CCF probability.  There are both local handswitches and handswitches in the SCA to start 
each pump.  These handswitches have been left out of the analysis, as the CCF probability will 
be negligible.  See Table B2 for a summary of the UPM judgments for this event. 

B.3.1.12 EWS Pumps 3461-P1 and P2 (Fail to Run)- 3461P1/2----$CCF 

This event models failure of the two EWS pumps after at least one started successfully.  
Although both of the pumps may not be running, it is assumed that the running failure rates of 
the pump and pump motor provide a reasonable estimate for calculating the CCF probability. 

Table B-3 shows the calculations for the HRA for EWS. 
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Table B-1 
EWS Valves PV7 & PV107 / PV41 & PV141 Fail to Open on Demand 

Sub-Factor Judgment Decision Category/
Numerical 

Value 

Comment 

Redundancy EWS valves PV7 and PV107:  1 out of 2 
must operate for success 
EWS valves PV41 and PV141:  1 out of 2 
must operate for success 

A 
1750 

Minimum identical 
redundancy as per 
Table 1 of UPM 
manual [B-1] 

Separation It is assumed that the redundant valves will 
be located in the same general area with no 
special barriers between them. 

A 
2400 

Less than Level 1 
separation as per 
Table 2 of UPM 
manual [B-1] 

Understanding More than 10 years of experience can be 
claimed for the EWS system.   
Novelty:  Although duplication of the valves 
represents a new configuration, simple 
redundancy of valves is assessed as SMALL 
novelty. 
Complexity:  The EWS system can provide 
water to the boilers, heat transport system 
and ECC heat exchangers.  Each mode 
requires the valves to potentially be in a 
different state (open/closed).  Complexity is 
assessed as BIG. 
Misfit:  Assessed as SMALL.  Equipment 
specific to the design is procured.   

D 
25 

Table 3 of UPM 
manual [B-1] 

Analysis Previous reliability assessments have been 
done for the EWS system and feedback has 
been that duplication is recommended. 

C 
100 

E.g. Previous 
PSAs 
Table 4 of UPM 
manual [B-1] 

Human Factors  N/A See [B-2] 
Safety Culture The median value for safety culture has been 

selected as indicated in the CCF 
methodology document. 

C 
90 

Table 6 of UPM 
manual [B-1] 

Environmental 
Control 

The valves are located in an easily accessible 
area of the service building.  Activities not 
directly related to the system may be present 
in the area but for nuclear plant operations a 
more than minimal level of environmental 
control is reasonable (e.g. authorized 
personnel only) 

B 
425 

Table 7 of UPM 
manual [B-1] 
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Sub-Factor Judgment Decision Category/
Numerical 

Value 

Comment 

Environmental 
Testing 

It is assumed that no environmental tests 
beyond those conducted by the manufacturers 
are performed. 

A 
1200 

Table 8 of UPM 
manual [B-1] 

Total Numerical Value (summation of sub-factors) 5990 
Beta Factor (ββββ)=  5990/50000 
(See partial β-factor estimation table in the UPM manual) 

β = 0.12 
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Table B-2 
EWS pumps P1 and P2 fail to start 

Sub-Factor Judgment Decision Category/N
umerical 

Value 

Comment 

Redundancy EWS pumps:  One out of two must start for 
success 
 

A 
1750 

Minimum identical 
redundancy as per 
Table 1 of UPM 
manual [B-1] 

Separation The pumps are located in the EWS pump house. A 
2400 

Less than Level 1 
separation as per 
Table 2 of UPM 
manual [B-1] 

Understanding More than 10 years of experience can be claimed 
for the EWS design, and the pumps used in the 
design.   
Novelty:  Assessed as SMALL. 
Complexity:  The EWS pumps can be used to 
provide water to the boilers, heat transport system 
and ECC heat exchangers.  The flow 
requirements may vary depending on the accident 
conditions.  Complexity is BIG. 
Misfit:  Assessed as SMALL.  Equipment 
specific to the design is procured.   

D 
25 

Table 3 of UPM 
manual [B-1] 

Analysis Previous reliability assessments have been done 
for the EWS system and feedback has been to 
enhance system reliability. 

C 
100 

e.g. previous PSAs  
Table 4 of UPM 
manual [B-1] 

Human Factors  N/A See [B-2] 
Safety Culture The median value for safety culture has been 

selected as indicated in the CCF methodology 
document. 

C 
90 

Table 6 of UPM 
manual [B-1] 

Environmental 
Control 

The pumps are located in a separate, dedicated 
building, the EWS pump house.  All activities are 
therefore related to the pumps operation.   

C 
100 

Table 7 of UPM 
manual B-1] 

Environmental 
Testing 

It is assumed that no environmental tests beyond 
those conducted by the manufacturers are 
performed. 

A 
1200 

Table 8 of UPM 
manual [B-1] 

Total Numerical Value (summation of sub-factors) 5665 
Beta Factor (ββββ)=  5665/50000 
(See partial β-factor estimation table in the UPM manual) 

β = 0.11 
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Table B-3 
HRA Modelling 

The calculation process used to arrive at the error probabilities is described below. 

Event Description HEP Comments 
3461OPSGLEV---ZH Operator fails to manually 

control SG level by EWS 
valves 

0.02 • dynamic task 
• operators credited 
• considered equivalent to 

task in control room due to 
proximity of valves 

• of sequence frequency 
contribution below 0.2g, 
more than 1 hour available 

OPPUMP Operator fails to start EWS 
pumps 

0.15 • Assumed high dependence 
with 3461OPSGLEV---ZH 

OMSSV Operator opens MSSVs - 
recovery action on failure of 
automated signal 
* used in recovery analysis, 
not shown in fault tree 

0.1 • step-by-step task 
• one operator credited 
• 5x multiplier for seismic 

events with action required 
within 1 hour 

OPPV7/41 Operator opens 
PV7/107/41/141 on failure of 
automatic signal 
* used in recovery analysis; 
valves fail open if EPS not 
started in one hour 

0.1 • see OMSSV, likely 
conservative 
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Appendix C 
 

CANDU 6 Internal Events Analysis – Dominant Accident Sequences 

C.1 Evaluation of Dominant Sequences 

The following sequences have been identified as being dominant in previous AECL CANDU 6 
PSAs.   The quoted sequence frequencies are for a 1-month mission time and include operator 
recovery actions.  These sequences were re-assessed in the GPSA taking into account CCF, 
changes in HRA approach and other assumptions. 

The description of the sequence headers is presented in Tables C-1 and C-2. The credited 
operator recovery actions are presented in Table C-3.  

C.1.1 Loss of Class IV Electrical Power 

The dominant sequences are: 

IE-CL4*R120E4*AFW*SDC-ABN*EWS1*MHS = 1.2e-7/yr 

IE-CL4*R120E4*AFW*SDC-ABN*OEWS*MHS = 2.8e-7/yr 

IE-CL4*R120E4*AFW*SDC-ABN*EWS1*ECC-D = 2.2e-7/yr 

IE-CL4*R120E4*AFW*SDC-ABN*OEWS*ECC-D = 2.4e-8/yr 

C.1.2 General Transient 

The dominant sequences are: 

IE-T*FW*SDC-ABN*EWS1*MHS = 3.3e-8/yr 

IE-T*FW*SDC-ABN*OEWS*MHS = 1.4e-7/yr 

IE-T*FW*SDC-ABN*OEWS*ECC-D = 8.0e-8/yr 

C.1.3 Loss of Service Water Events 

There are two dominant sequences: 

IE-SW*FW*EWS1 = 2.0e-7/yr 

IE-SW*FW*OEWS*EWS3 = 3.4e-8/yr 

C.1.4 Loss of Instrument Air Events 

There are two dominant sequences: 

IE-IA*FW*SDC-ABN*OEWS*MHS = 1.7e-7/yr 
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IE-IA*FW*SDC-ABN*OEWS*ECC-D = 4.5e-8/yr 

C.1.5 Loss of Feedwater (pumps and valves) Events 

There are three dominant sequences under this initiating event (IE-FWPV):   

IE-FWPV*AFW*OSDC*EWS3*ECC-LT = 5.4e-8/yr 

IE-FWPV*AFW*SDC-ABN*OEWS*ECC-D = 3.0e-8/yr 

IE-FWPV*AFW*SDC-ABN*OEWS*MHS = 5.4e-8/yr 

C.1.6 Small Steam Line Break Failure 

The dominant sequences are: 

IE-MSL3*SDC-NOR*EWS*MHS = 3.8e-8/yr 

IE-MSL3*AFW*SDC-ABN*OEWS*MHS = 9e-8/yr 

IE-MSL3*SDC-NOR*OEWS*MHS = 1.8e-7/yr 

C.1.7 Dual Control Computer Failures 

There is only one dominant sequence for dual control computer failures: 

IE-DCC*SMPCIP*ECC-D*FW*OEWS1A*MHS*/RS*/HTPC* 
/SGPR*/OSIHS*/LI*/CC*/OPTHT = 2.54e-7/yr 

C.1.8 End Shield Cooling Break 

The dominant sequences are: 

IE-ESCB*OCC =4.4e-7/yr 

IE-ESCB*RRS-SETB*ECC-LT = 4.3e-8/yr  

IE-ESCB*RRS-SETB*MHS=:  2.8e-8/yr. 

C.1.9 Loss of End Shield Cooling Flow 

The initiating event is a loss of end shield cooling flow (IE-ESCF).  

IE-ESCF*OBPCC-8H = 5.9e-7/yr 
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Table C-1 
Event Tree Headings for Mitigating Systems 

Top Event 
Label 

Top Event Heading Description 

AFW Auxiliary Feedwater System Following the loss of main feedwater (MFW), the auxiliary feedwater (AFW) pump starts automatically and 
supplies feedwater to the steam generators.  The deaerator has about 3 to 5 hours of inventory for HTS cooldown 
(5 full power minutes) without condensate makeup.  It has about 2 hours of inventory for decay heat removal by 
the auxiliary feedwater pump if the deaerator level is at the main feedwater pump trip level. 
If class IV power is lost, the AFW pump starts automatically when the class III even bus is restored.  If only the 
class III odd bus is restored, the operator may interconnect both odd and even class III buses and start the AFW 
pump.  
There is a feedwater regulating station for each steam generator (SG).  Each feedwater regulating station has 2 x 
100% main (large) regulating valves (closes on loss of IA) and 1 x 15% auxiliary (small) regulating valve (opens 
on loss of IA, with a one–hour capacity back–up air supply).  If the auxiliary regulating valve fails open on loss of 
IA, the operator can control the steam generator level by controlling the motorized isolation valve manually.  
The AFW pump uses the same train as the MFW pumps.  

BPCC Boiler Pressure Control 
Cooldown 

Once the feedwater mitigating system works, the operator initiates the heat transport system (HTS) cooldown 
using the ASDVs and CSDVs for most initiating events (IEs).  If the condensate system works successfully, the 
plant remains stable as long as feedwater is available, and operator action may not be required. 
If the condensate system does not work, the operator initiates HTS cooldown via the BPCC program using the 
ASDVs and CSDVs and transfers operation to the normal shutdown cooling sequence. 

CC Crash Cooldown of Steam 
Generators 

For small LOCAs depressurization of the HTS is very slow.  Rapid (crash) cooldown of the steam generators via 
the main steam safety valves (MSSVs) is an important function for small breaks to allow  injection of ECC.  
The crash cooldown function opens up the required number of MSSVs in order to depressurize the  secondary side 
of the steam generators.  The heat transport system pressure in turn follows the secondary side pressure.   
Crash cooldown of the steam generators thus enables fast depressurization of the heat transport system  to allow 
timely injection of ECC for small breaks. 

CLPRV No LOCA via D2O Storage Tank Following reactor trip for some IEs, the HTS pressure rises and the LRVs are expected to open.  If the LRVs open, 
then the HTS pressure decreases and the LRVs reclose.  If any LRV does not reclose and the degasser condenser 
does not isolate (LCV-8/15 and PV-16 close on high temperature or high degasser condenser tank level), then the 
HTS inventory will be lost via the D2O storage tank 3333–TK1.  The sequence then will be transferred to the small 
LOCA event tree and will not be developed further in these event trees.  
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Top Event 
Label 

Top Event Heading Description 

CLPS HTS Pump Seal Integrity 
Maintained 

On the loss–of–service water IE, hot water from purification system may cause failure of the HT pumps seals. 
Therefore the purification and the bleed system should be isolated. 
The temperature rise in the purification system initiates the automatic closure of the motorized isolation valves 
(3335–MV3 and MV4) of the purification system; of the bleed isolation valve (3331–PV25); and of the 
purification flow control valve (3335–HCV5).  
If the degassing operation is in progress, the temperature rise at the outlet of the degasser–condenser initiates the 
automatic closure of the level control valves (63332–LCV8 and LCV15) and of the isolation valve (3332–PV16). 

CND Condensate System As long as the condensate system supplies water to the deaerator, the feedwater pump can supply feedwater to 
steam generators for up to 40 hours and the plant remains stable. 
In the case of loss of Class IV power, the the condenser becomes unavailable and main condensate extraction 
pumps are tripped.  The auxiliary condensate extraction pump can be used to supply water from the condenser 
hotwell to the deaerator with the odd Class III bus restored.  The water in the condenser hotwell can be made up 
automatically from the reserve feedwater tank and the two demineralized water tanks.  These tanks have sufficient 
inventory for greater than 24 hours of decay heat removal if the inventory is combined with the initial deaerator 
and condenser hotwell inventory .  
If the condensate system is not available, the operator is expected to initiate normal SDC operation or start the 
EWS system for long–term decay heat removal. 

D2X Deuterium (D2) Concentration 
Within Acceptable Limits 

For moderator IEs, under normal conditions, any potential cross–linked ignition sources have been designed out of 
the moderator system.  However, it is possible that ignition may occur from an unknown cause. 
If the deuterium (D2) concentration is below its flammability limits, then no ignition can occur.  If the D2 
concentration rises above the flammability limit and an ignition source exists, then burning occurs.  The resulting 
force on the calandria is not a reactor safety concern, especially with four cover gas rupture discs (20 psig), unless 
a very large quantity of deuterium is present in the cover gas space. 

DGBU Degasser/Condenser fails to 
Bottle Up on Demand 

Bottling up of the degasser condenser limits the loss of inventory from the heat transport system into the degasser 
condenser.   However, the degasser–condenser pressure increases and is expected to reach the reactor outlet header 
pressure.  The high pressure initiates window alarms (Degasser Condenser Very High Pressure) in the control 
room.  As discharge via the failed–open relief valve(s) exceeds the capacity of the D2O feed system, there is a 
simultaneous fall in the pressurizer level. 
If the degasser–condenser fails to bottle up, then a D2O spill occurs via the D2O storage tank onto the reactor 
building basement floor.   The operator is required to manually control the degasser–condenser isolation/level 
control valves from the main control room. 

ECC-D Dormant ECC  Emergency Core Cooling System - high pressure, medium pressure and  starting of low pressure  phases (excludes 
crash cool and HTS loop isolation) 
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Top Event 
Label 

Top Event Heading Description 

ECC-LT Long–Term ECC  Emergency Core Cooling System - running of low pressure phase 
ESC End Shield Cooling System For loss of Class IV electrical power initiating event, if end shield cooling is lost, the HTS cooldown must be 

initiated within 5 hours.  Otherwise, the calandria tubesheet may be challenged. 
EWS Emergency Water Supply System 

(supplies water to SGs) 
For cases where the operator recognizes that both feedwater and SDC systems are not available,  the operator is 
expected to initiate the EWS system.  The operator opens the MSSVs to depressurize the SGs, and opens valves 
3461-PV7 and PV41 to allow injection of the low pressure dousing tank water into the SGs.  
If the operator does not take any action, then steam generator depressurization is initiated by the auto 
depressurization signal in some cases.  However, dousing tank water will not be injected if valves 3461-PV7 and 
PV41 have been blocked by the operator.  The valves are blocked when the operator initiates  SGPC cooldown 
(where it is assumed that the operator initiates the BPCC cooldown) or the SDC operation.  Therefore, if the 
operator fails to initiate EWS, the function will not be credited in the event trees.  
EWS also includes the EWS pumps as backup to the dousing tank. 

FBIA Feedwater Break Isolated 
Automatically via SGLC 

Following asymmetric feedwater line breaks, the SG level in the affected SG falls much more rapidly. Feedwater 
level control valves to the affected SG are expected to be closed by the steam generator level control (SGLC) 
program. 
If the valves are not closed by the SGLC, the operator may close the valves, for which the sequence is the same as 
that of the break isolated by SGLC.  Therefore, the sequence will not be developed separately.  If the feedwater 
control valve to the affected SG is closed, the feedwater flow is terminated to the affected SG, i.e., the break is 
isolated and no more feedwater is lost via the break.  
The feedwater flow to the remaining three (3) SGs can be maintained.  If the valves are not closed, feedwater 
supply is lost via the break.  The AFW pump can not supply sufficient feedwater to the  remaining three SGs. 
Eventually, auto–depressurization is initiated (EWS3). 

FW Feedwater System (main and 
auxiliary) 

Steam generators provide decay heat removal.  In order for the steam generators to function as a long term heat 
sink feedwater should be supplied continuously to the steam generators via the main or auxiliary feedwater pumps. 

HTPC LRVs Open and Close Providing 
Coarse Pressure Control 

Following a failure of the digital control computer system,  the pressurizer heaters are de–energized and cease to 
provide heat, the pressure and inventory control system feed control valves fail open, and bleed valves fail closed, 
providing maximum flow to the HTS system.  The pressurizer fills up compressing the steam space and the 
pressurizer steam bleed valves 63332–PCV5 and –PCV6 fail closed. 
The D2O storage tank level falls and the tank is expected to empty in about 30 minutes.  The pressurizer relief 
valves 3332–PV47 and –PV48 open on increasing pressure, discharging HTS coolant from the pressurizer to the 
degasser condenser.  The pressure of the HTS system continues to rise and the LRVs open and close to provide 
coarse pressure control of the primary heat transport system.  Coolant is transferred to degasser condenser via the 
LRVs.   Heavy water (D2O) feed pumps 3331–P1 and –P2 start to cavitate as the D2O storage tank empties, since 
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Top Event 
Label 

Top Event Heading Description 

very low suction pressure protection is lost following a dual computer control failure. 
The operator is expected to trip the feed pump before damage occurs.  Discharge via LRVs and pressurizer relief 
valves stops as soon as the pump is tripped. Coolant continues to drain to the storage tank via the bleed system 
(orifice 3331–RO1) even after the D2O feed pumps trip.  D2O storage tank level starts to rise. 
With the heat transport system draining, the heat transport pumps are expected to cavitate.  The brakes on all four 
heat transport pumps (3312–PM1 to –PM4) become inoperable following dual computer control failure.  These 
brakes prevent the pumps from rotating at low speeds (after the pumps have been tripped) and damaging the 
bearings.  
For the above reasons, operator action is required to control primary heat transport system pressure and isolate the 
bleed system via valve 3331–PV25 in order to conserve inventory in the heat transport system.If the LRVs fail to 
reclose on demand, a continuous loss of coolant from the primary heat transport system to the degasser condenser 
occurs.  The degasser condenser is expected to isolate on high temperature at the outlet of degasser condenser 
cooler 3332–HX1 or on high level in D2O storage tank.  If the degasser condenser fails to isolate on either one or 
both of the above signals, the D2O storage tank level rises and a D2O spill occurs via the storage tank.  Under these 
conditions the operator is required to initiate heat transport make–up.   

LI HTS Loops Isolate at 5.5 MPa Following a LOCA and reactor trip, heat transport system depressurizes.  On heat transport system pressure 
reaching 5.5 MPa(a) the intact and broken loops isolate due to the closure of heat transport loop isolation valves, 
3331–MV13 and MV22 (feed and bleed system), 3335–MV1, –MV2, –MV3 and –MV4 (purification system) and 
3332–MV1 and –MV2 (pressurizer).  The main purpose of loop isolation is to conserve inventory in the intact 
loop. 

MHS Moderator Acts as a Heat Sink ECC is initiated automatically to function as a fully capable heat sink when HTS integrity is lost (ie LOCA).  
However should a failure of ECC occur moderator is required to function as a heat sink as pressure tubes contact 
calandria tubes. 

MKUP Isolation of HTS Bleed, D2O 
Recovery 

Isolation of bleed by the operator can compensate for a leak rate of up to 27.3 kg/s.  Following the HTS leak 
initiating event, operator starts D2O recovery system (provided recovery tank level is high) to provide makeup to 
heat transport system. 

MKUP1 Isolation of HTS Bleed, D2O 
Supply 

HTS bleed valves are closed and D2O supply to D2O feed pump suction work 

MPR Moderator Pressure Relief see D2X 
NICG No ignition Source in Cover Gas see D2X 

OBPCC Operator Starts BPC Cooldown Feedwater is working, operator initiates cooldown via the BPCC using CSDVs and ASDVs (see Table C-2) 
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Top Event 
Label 

Top Event Heading Description 

PTHT HT Pumps Trip on High Upper 
Bearing Temperature 

For loss of service water initiating event, the HT pumps lose cooling and have to be tripped. 

PVC SG Blowdown Isolation Valves 
PV1 to PV4 Closed 

This heading describes the unavailability of the SG Blowdown Isolation Valves, 3631–PV1 to PV4, on demand. 

R60E4 Switchyard Restored in 60 
Minutes 

On loss of Class IV, the grid may be restored within one hour. 

RS Reactor Shutdown Reactor shutdowns on RRS, SDS1 or SDS2 trip parameters 
RS-SB Setback on End Shield Low Level Following the breaks in the end shield pipes,  one end shield  inventory can be lost in a couple of minutes.  For the 

event, the setback signal  will be generated on the low end shield water level and the reactor will setback  to zero 
power. 

SDC Shutdown Cooling System Two modes of shutdown cooling are considered.  One is the normal shutdown cooling mode (SDC-NOR) after the 
BPC cooldown is complete (HTS temp < 177°C).  The operator must start SDC. In the normal operating mode one 
shutdown cooling pump and one shutdown cooling heat exchanger is needed for success criteria. 
The other is the abnormal shutdown cooling mode (SDC-ABN) which can be used in the case where feedwater is 
unavailable (HTS at zero power hot).  This mode requires the use of both shutdown cooling pumps. 
If only one Class III bus is restored, the abnormal mode of shutdown cooling operation can not be used, since only 
one shutdown cooling pump and 4 header isolation valves are available.   

SGPR Steam Generator Pressure Relief 
by MSSVs 

Steam generator pressure relief is achieved via twelve (12)  condenser steam discharge valves (CSDVs),  four (4) 
atmospheric steam discharge valves (ASDVs), and 16 main steam safety valves (MSSVs).  The CSDVs and 
ASDVs open under the control of the SGPC program.  The MSSVs are spring–loaded relief valves which open at 
about 5.01 to 5.14 Mpa (g) depending on pressure setting.  
The probability of steam generator pressure relief failure is very low.   The sequence is not developed further.  The 
MSSVs are equipped with a pneumatic actuator to allow operator control.  
Operator action to open the MSSVs is not considered at this point since this event is for the initial transient  stage. 

SMPCIP Solid Mode Pressure Control and 
Isolation of Bleed System  

Solid mode pressure control provides automatic pressure control of the heat transport system via an analog 
controller.  This analog controller automatically controls the feed and bleed valves with the pressurizer connected 
to the heat transport system for pressurizer levels above 6.0 metres.   
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Table C-2 
Post Accident Operator Actions in Event Trees 

Name Description Location Time 
Available 

Justification 

OBPCC Operator Starts BPC Cooldown after 60 
Minutes 

MCR 5 hours Feedwater is working, operator initiates cooldown via the BPCC 
(using CSDVs and ASDVs). 

OCC Operator Initiates Crash Cooldown after 60 
Minutes 

MCR 1-2 hours For IE–ESCB,  when reactor is shutdown it is assumed that 1-2 hours 
is available for this action. 

OCC1 Operator Initiates Crash Cooldown within 
5 hours 

MCR >5 hours  For IE–ESCF  (loss of ESC flow). Based on thermohydraulic analysis 
there is about 5 hours available for the operator to take action after the 
IE, even with reactor at full power.  Therefore, this is conservative. 

OCCW Operator Stops CCW Pumps within 15 to 
30 Minutes 

MCR 15–30 
minutes 

For IE–CCWS, the operator has to trip the CCW pumps in 22 
minutes. Otherwise, flooding of the main and aux condensate 
extraction pumps, feedwater pumps and instrument air compressors in 
the turbine building will occur.  

OCLPRV Operator Isolates Degasser Condenser 
within 30 Minutes 

MCR 30 minutes For IE–LRVO the degasser condenser (DC) level control valves will 
open in order to lower the DC level.  The operator isolates the DC by 
closing pneumatic valve 3332–PV16. 

OEP Operator Restores Class IV Power after 60 
Minutes 

MCR 24 hours On loss of Class IV power, Class III power is automatically restored 
by the standby diesel generators.  The grid is restored to the 
switchyard.  The operator then restores Class IV power to the rest of 
the plant.  He has 24 hours to perform this action.  During this time 
the Class III standby diesel generators provide the electrical power to 
the safety loads.  The PSA  analyst, conservatively, chose greater than 
60 minutes, so that for recovery analysis Class IV recovery can be 
credited for long term mission failures of Class III power. 

OEWS1A Operator Unblocks 3461–PV7 and PV41 
within 30 Minutes 

MCR 15–30 
minutes 

For initiating event IE–DCC,  the operator has less than 30 minutes to 
act based on reactor trip on low SG level and the SG inventory.  
Actions are in the MCR.  For FW failed and SDC initially blocked 
(valves 3461–PV7 and PV47 closed)  operator action is required to 
initiate EWS. 
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Name Description Location Time 
Available 

Justification 

OEWS1B Operator Unblocks 3461–PV7 and PV41 
within 60 Minutes 

MCR 30–60 
minutes 

For several IEs, the operator has 30 to 60 minutes to act based on SG  
inventory of 30–60 minutes.  Actions are in the MCR.   3461–PV7 
and PV47 are blocked, so that operator action required to initiate 
EWS. 

OEWS2 Operator Opens MSSVs (MCR) >30–60 
Minutes 

MCR 30-60 
minutes 

For initiating event IE–LOSW, the operator has 30–60 minutes to act 
based on SG  inventory.  Actions are in the MCR.   Secondary side 
has to be depressurized via the MSSVs. 

OEWS4A Operator Unblocks 3461–PV7 and PV41 
and Opens MSSVs within 30 Minutes 

MCR 15–30 
minutes 

For IE–IA, operator has 15 to 30 minutes to act based on SG  
inventory of 15–30 minutes since reactor trip was on low steam 
generator level.  Actions are in the MCR.    
 

OEWS4B Operator Unblocks 3461–PV7 and PV41, 
and Opens MSSVs within 60 Minutes 

MCR 30–60 
minutes 

For several IEs, operator has 30 to 60 minutes to act based on SG  
inventory of 30–60 minutes since reactor trip was not on low steam 
generator level.  Actions are in the MCR.    
For sequences where FW fails and shutdown cooling also fails and 
secondary side needs to be depressurized 

OEWS4C Operator Unblocks 3461–PV7 and 41, 
Opens MSSVs after 60 Minutes but Before 
SG Dryout 

MCR >60 
minutes 

For IE–LOCD, operator has >60 minutes to act based on SG  
inventory of >60 minutes since setback occurred on low deaerator 
level.  Actions are in the MCR.    
For sequences where FW fails and shutdown cooling also fails and 
secondary side needs to be depressurized. 

OEWS5 Operator Unblocks 3461–PV7 and PV41, 
Opens MSSVs and Starts EWS Pumps 
after 60 Minutes 

SCA 5 hours For several IEs, operator has >60 minutes to act based on SG  
inventory of >60 minutes since FW system is working.     
For sequences where FW is successfull and BPCC, CND and 
shutdown cooling also fail and secondary side needs to be 
depressurized before starting EWS. 

OEWS6 Operator Unblocks 3461–PV7 and PV41 
and Starts EWS Pumps after 60 Minutes 

SCA 5 hours For several IEs, operator has >60 minutes to act based on SG  
inventory of >60 minutes since FW system is working.     
For sequences where FW and BPCC success, and CND and shutdown 
cooling fail.  
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Name Description Location Time 
Available 

Justification 

OFBIA Operator Isolates FW Line Break By 
Closing SG LCVs within 30 to 60 Minutes 

MCR 60 minutes For asymmetric feedwater line break outside the R/B and the break is 
not isolated via the steam generator level control (SGLC), the 
remaining 3 generators will also lose their feedwater supply.  Since 
the reactor trips on low boiler feedline pressure, there is at least 60 
minutes of inventory in the steam generator without any operator 
action. 

OHTMU Operator Bolt Up and Fill of HTS Via D2O 
Feed System within 60 Minutes, HTS 
Drained to Headers 

MCR & 
Field (RB)

2 hours For the case when HTS is cold, depressurized and partially drained to 
the headers; the time to boil is estimated as 2 hours following loss of 
shutdown cooling.  Due to the complex nature of the bolt–up and fill–
up procedure, a multiplication factor of 3 has been applied.  The 
screening value chosen was initially taken as 3E–2 based on one hour 
available time.  Depending how the SDC system is impaired (loss of 
cooling or loss of flow) the available time is believed to be between 1 
to 2 hours. 

OHTU Operator Opens D2O Feed Valves MV13 
and MV22 after 60 Minutes 

MCR 2 hours For IE–MSL2, the HTS inventory decreases to the point that PHT 
loop isolates.  For the case where ECC has failed to provide make–up, 
the operator is required to open.  D2O feed valves 3331–MV13 and 
MV22 to provide make–up for HTS shrinkage during PHT cooldown 
via SDCS.  

OIBDS Operator Isolates SG Blowdown Line 
Break within 30 to 60 Minutes 

MCR 60 minutes For IE-FWB7, symmetric boiler blowdown line break outside the 
R/B, the operator would try to isolate the break by closing pneumatic 
valves 3631–PV1 to PV4.  This action would isolate the break and 
allow cooldown of the HTS for repair work.  If the operator fails to 
take action auto–depressurization and EWS is automatically initiated.  
The 60 minute time period was chosen in order for the operator to 
have time to act before the auto–depressurization signal is 
automatically initiated, and thus put the HTS in a rapid cooldown 
cycle. 
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Name Description Location Time 
Available 

Justification 

OMCGD Operator Corrective Action to Control D2 
Concentration in MCGS after 60 Minutes 

MCR >60 
minutes 

For IE–MCGD, the operator has several hours to take corrective 
action (the operator could reduce conductivity of moderator by 
purification, lower moderator temperature to increase solubility or 
purge the cover gas space) following a loss of moderator cover gas 
deuterium control.  An alarm is sounded on a D2 concentration above 
2% vol, and it is assumed to take several hours for D2  concentrations 
to reach the flammability limit.   

OMFW Operator Restores MFW Supply to SGs 
between 30 to 60 Minutes 

MCR 60 min. For asymmetric feedwater line break outside the R/B and the break is 
successfully isolated, the main feedwater props may have tripped due 
to excessive over–current auxiliary feedwater (AFW) pump would 
start automatically.  If, however, the AFW pump fails, the operator is 
required to start one of the main feedwater pumps.  If the operator 
fails to start the MFW, then auto–depressurization boiler makeup 
water will be automatically initiated after 60 minutes.   Thus, the PSA 
has credited operator action between 30 to 60 minutes. 

OMRS Operator Starts Makeup (Isolation Bleed, 
D2O Recovery) and Reactor Shutdown 
within 30 Minutes 

MCR 30 minutes Following a HTS leak, within the D2O feed pump capacity, the 
operator is required to shutdown the reactor, isolate PHT bleed flow 
from the HTS, and start D2O recovery system.  This action is required 
to be performed within 30 minutes, otherwise, the reactor will trip 
automatically with subsequent firing of ECC. 

OMRS1 Operator Starts MKUP (Isolation Bleed, 
D2O Supply) and Reactor Shutdown within 
30 Minutes 

MCR 30 minutes Following a SGTR, (HTS leak within D2O feed  pump capacity) the 
operator is required to shutdown the reactor, isolate PHT bleed, and 
start D2O supply within 30 minutes.  If the operator fails to act in 
time, the reactor will trip automatically with subsequent firing of 
ECC. 

OMSSV1 Operator Opens MSSVs from MCR after 
60 Minutes 

MCR >60 minutes For IE–IA and IE–LOSW, operator has to depressurize the steam 
generators via the MSSVs since BPCC is unavailable.  Operator has 
greater than one hour to act since FW is working. 

OMSSV2  Operator Opens MSSVs from SCA after 
60 Minutes 

SCA   
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Name Description Location Time 
Available 

Justification 

OMSSV3 Operator Opens MSSVs from MCR within 
30 Minutes 

MCR 30 minutes For IE–DCC, FW failed and operator has to depressurize steam 
generators via the MSSVs within 1/2 hour since reactor tripped on 
low steam generator level 
– SGs have 30 minutes of inventory because reactor trip on low SG 
level on SDS2. If reactor trips on SDS1 the operator has 45 minutes to 
act. 

OPTHT Operator Trips HTS Pumps within 30 to 60 
Minutes 

MCR 60 minutes For the loss of service water event, the operator is required to trip all 
the HTS pumps on high upper thrust bearing temperature within 60 
minutes.  If he fails to trip the pump, the automatic PHT pump trip 
will occur.  If however the HTS pumps continue to run on LOSW 
(operator failure, and automatic pump trip failure) an indeterminate 
LOCA will occur. 

ORSA Operator Initiates Reactor Shutdown 
within 30 Minutes 

MCR 30 minutes For endshield cooling pipe break (IE–ESCB), and the reactor setback 
fails on low endshield level, the operator is required to trip reactor 
within 30 minutes, and crash cooldown of the HTS. 

ORSB Operator Initiates Reactor Shutdown 
within 60 Minutes 

MCR See Note 1 For loss of endshield cooling (IE–ESCH and IE-ESCF).  Based on 
thermohydraulic analysis there is 90 minutes to boiling (IE-ESCF) 
and 4.2 hours to boiling with reactor at full power (IE-ESCH) 

ORSC Operator Initiates Reactor Shutdown after 
60 Minutes 

MCR 3 hours For partial loss of moderator cooling (IE–MCPC), which is 3% of 
total loss of moderator cooling, and reactor setback, and SDS#1 fail to 
trip the reactor, the moderator would start to boil in about 3 hours.  
Therefore the operator has 3 hours to trip the reactor on SDS2. 

ORSIHX Operator Initiates Reactor Shutdown and 
Isolates Moderator Heat Exchanger within 
15 to 30 Minutes 

MCR & 
Field (SB)

15–30 
minutes 

For IE–MHXS,  operator has at least 15 minutes to take corrective 
action before top row of calandria tubes are uncovered. 

OSDC1 Operator Starts SDC–NOR Operation after 
60 Minutes with FW Available 

MCR at least 5 
hours 

– with FW working there is at least 5 hours of water available to the 
SGs from the deaerator (if no condensate available) and secondary 
side depressurized 
with condensate available there is approx 40 hours 
– greater than 60 minutes  based on available time 
– operator needs to keep cooling rate at less than 2.8° C/min and later 
switch to solid mode pressure control – therefore complexity factor is 
3x 
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Name Description Location Time 
Available 

Justification 

OSDC2A Operator Starts SDC–ABN Operation.  
Operation Is Complete in 30 Minutes 

MCR 30 minutes  – when HT system has not been cooled down or depressurized (i.e. at 
~ 9 MPa and 265° C), e.g. when FW fails or, BPCC fails and CND 
fails 
– SGs have 30 minutes of inventory because reactor trip on low SG 
level on SDS2. If reactor trips on SDS1 the operator has 45 minutes to 
act. 

OSDC2B Operator Starts SDC–ABN Operation 
within 60 Minutes 

MCR 30–60 
minutes 

– when HT system has not been cooled down or depressurized (i.e. at 
~ 9 MPa and 265° C), e.g. when FW fails or, BPCC fails and CND 
fails 
– SGs have 30–60 minutes of inventory because reactor trip not on 
low SG level 

OSDC2C Operator Starts SDC–ABN Operation after 
60 Minutes 

MCR 5 hours – with FW working there is at least 5 hours of water available to the 
SGs from the deaerator (if condensate not available) 
– HT system has not been cooled down or depressurized (i.e. at ~ 9 
PMa and 265° C), e.g. BPCC fails and CND fails 
– SGs have >60 minutes of inventory because FW working 

OSDC3 Operator Starts SDC–NOR Operation (Not 
Solid Mode) after 60 Minutes 

MCR >60 minutes This was credited in ET IE–CL4, however, the ET should show 
OSDC1.  This operator action was not credited anywhere else. 

OSDC4 Operator Starts SDC–ABN Operation (Not 
Solid Mode) Between 15 to 30 Minutes 

MCR 15–30 
minutes 

For IE–DCC,  FW has failed and operator has successfully 
depressurized the secondary side by opening the MSSVs.  Time 
available is based on 15 to 30 minutes to boil off SG inventory. 

OSIHS Operator Initiates Solid Mode Pressure 
Control and Isolates Valve 3332–PV25 
within 2 Hours 

MCR 2 hours For failure of dual computer controls (IE–DCC), the operator is 
required to initiate solid mode pressure control, and isolate the HTS 
bleed.  If the operator fails to act within 2 hours, then coarse HTS 
pressure control continues via the LRVs, until the D2O feed pump trip 
on an empty D2O storage tank estimated to occur 2 hours later. 

Note 1 – Recovery actions were added to IE-ESCF and IE-ESCH to account for the extra time available.  ORSB remained at 1E-02.  
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Table C-3 
Recovery Actions 

Label Action 
OR–CL4–30M Recovery of Class IV power within 30 minutes 
OR–CL4–60M Recovery of Class IV power within 60 minutes. 
OR–CL4–3H Recovery of Class IV power within 3 hours. 
OR–CL4–12H Recovery of Class IV power within 12 hours. 
OR–CL4–C12H Recovery of Class IV power within 12 hours conditioned by R60E4 
OR–SDC–PHT4P60 Transfer from SDC pump mode to HTS pump mode of SDC with 4 HTS 

pumps within 60 minutes. 
OR–SDC-PHT2P60 Transfer from SDC pump mode to HTS pump mode of SDC with 2 HTS 

pumps (one HTS pump per loop operating) within 60 minutes. 
OR–EPS/EWS–ECC–A Start EPS/EWS to restore ECC following LOCA events within 60 minutes 

following loss of ECC. 
OR–SST Restore system service transformer (SST) to service within 12 hours. 
OR–MFW–VL–A Open alternate MFW valve train to steam generators within 30 to 60 minutes of 

loss of FW. 
OR–N2BOTTLE–FW Connect N2 bottles to regulating valves in the condensate and feedwater, 

system sto restore feedwater supply. 
OR–LOCAPHTTRP Trip HTS pumps from MCR within 30 minutes when HTS pressure is less than 

2.5 MPa. 
OR–DA–MAKEUP Makeup to deaerator from the demineralized water treatment plant via the 

condenser hotwell and condensate extraction pump(s). 
OR–SDC1 
OR–SDC1/OEWS1B 
OR–OEWS6 
OR–OBPCC 

Start SDC–NOR within 5 hours 
Start SDC–NOR or EWS within 5 hours 
Start EWS within 5 hours 
Start boiler pressure control cooldown within 5 hours 

OR–EWSDT–SG1 Unblock EWS within 3 hours to provide water from the dousing tank, given 
operator initially inhibited EWS and operator failed previously in cutset. 

OR–EWSDT–SG2 Unblock EWS within 60 minutes to provide water from dousing tank, given 
operator initially inhibited EWS. 

OR–RFT Provide reserve feedwater tank make–up to AFW pump suction. 
OR–HTCOOL1 Start cooldown of HT system primary side with MSSVs within 3 hours. 
OR–HTCOOL2 Start cooldown of HT system primary side with MSSVs within 5 hours. 
OR–EPS/EWS–SG1 Start EPS and EWS to SGs within 5 hours with previous human errors. 
OR–EPS/EWS–SG2 Start EPS and EWS pumps to SGs within 3 hours given operator initially 

inhibits EWS and previous human error of 1E-3 total. 
OR–EPS/EWS–SG3 Start EPS and EWS pumps to supply emergency water to SGs within 60 

minutes. 
OR–EPS/EWS–SG4 Start EPS and EWS pumps to supply emergency water to SGs within 60 

minutes, with previous human error. 
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Label Action 
OR–EPS/EWS–SG5 Start EPS and EWS pumps to supply emergency water to SGs within 4 hours, 

given operator initially inhibits EWS, and total previous human error of 1E–2. 
OR-OBPCC2 Cooldown by BPCC extra credit. 
OR–BUETF1 Transfer power from 5323–BUE to BUF during mission within 60 minutes 

(extra HEP credit of 1E–1)  
OR–BUETF2 Transfer power from 5323–BUE to BUF during mission, extra credit, within 5 

hours. 
OR–CL4–CB–O Rack open Class IV circuit breaker in T/B within 30 minutes. 
OR–CL4–CB–C Rack closed Class IV circuit breaker in T/B within 30 minutes. 
OR–RCW/FW–VL1 Put manual RCW valve in correct position after maintenance error, to restore 

feedwater within 30 minutes. 
OR–RCW/FW–VL2 Put manual RCW valve in correct position after maintenance error, to restore 

feedwater within 60 minutes. 
OR–SV/DE–EN De–energize C&I of pneumatic valves within 60 minutes. 
OR–CL4XFER Manual transfer from UST to SST within 60 minutes. 
OR–RS–4H Operator initiates reactor shutdown after 4 hours with previous operator credit 

of 1E–2 in the cutset. 
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Appendix D 
 

CANDU 6 Seismic Events Analysis – Mitigating Systems Heading Description 
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Table D-1 
Seismic Event Tree Headings for Mitigating Systems 

Top Event 
Label 

Top Event Heading Description 

CL1 Loss of Class 1 Electrical Power 
Supply System 

Seismically-induced failure of Class I  

CLIII Loss of Class III Electrical Power 
Supply System 

Seismically-induced failure of Class III 

CL4 Loss of Class IV Electrical Power 
Supply System 

Seismically-induced failure of Class IV 

ECC-LT Failure of Long–Term ECC phase Random failure of Emergency Core Cooling System long term phase (pumped ECC running of low pressure 
phase) 

EWS-PUMP Emergency Water Pumped 
Supply to Steam Generators 

For cases where the operator recognizes that both Feedwater and SDC systems are not available, the operator is 
expected to initiate the EWS system.  The operator opens the MSSVs to depressurize the SGs, and opens valves 
3461-PV7 and PV41 to allow injection of the EWS pumped water (as backup to the dousing tank water) into the 
SGs.  

EWS-AUTO Automatic Dousing Tank Supply 
to Steam Generators 

Random Failure of Automatic Dousing Tank Supply to Steam Generators 

FRW Fire water supply to Steam 
Generators 

Random Failure of Fire water supply to SG’s 

FW Feedwater System (main and 
auxiliary) 

Random failure of feedwater system (main or/and auxiliary).  
Steam generators provide decay heat removal.  In order for the steam generators to function as a long-term heat 
sink Feedwater should be supplied continuously to the steam generators via the main or auxiliary Feedwater 
pumps. 

GRP1 Loss of all sources of Group 1 
Power 

Seismically – induced failure of Group 1 Systems 

GRP2 Loss of Group 2 systems Seismically – induced failure of Group 2 systems (EPS and EWS) 
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Top Event 
Label 

Top Event Heading Description 

HPECC +CC High Pressure Emergency Core 
cooling System + Crash 
Cooldown of Steam Generators 

Random failure of HPECC and Crash Cooldown.  
For small LOCAs depressurization of the HTS is very slow.  Rapid (crash) cooldown of the steam generators via 
the main steam safety valves (MSSVs) is an important function for small breaks to allow injection of ECC.  
The crash cooldown function opens up the required number of MSSVs in order to depressurize the secondary side 
of the steam generators.  The heat transport system pressure in turn follows the secondary side pressure.   
Crash cooldown of the steam generators thus enables fast depressurization of the heat transport system to allow 
timely injection of ECC for small breaks. 

IA Instrument Air System  Seismically – induced failure of Instrument Air System. 
IE-SEISMIC Seismic Initiating Event Seismically – induced initiating event 
ISO-L Isolation of PHT circuit for Large 

Leaks 
Random failure of Loop isolation, for Large Leaks. Following a LOCA and reactor trip, heat transport system 
depressurizes.  On heat transport system pressure reaching 5.5 Map (a) the intact and broken loops isolate due to 
the closure of heat transport loop isolation valves, 3331–MV13 and MV22 (feed and bleed system), 3335–MV1, –
MV2, –MV3 and –MV4 (purification system) and 3332–MV1 and –MV2 (pressurizer).  The main purpose of loop 
isolation is to conserve inventory in the intact loop. 

ISO-S Isolation of PHT circuit for Small 
Leaks 

Random failure of Loop isolation, for Small Leaks. Following a SLOCA and reactor trip, heat transport system 
depressurizes.  On heat transport system pressure reaching 5.5 MPa (a) the intact and broken loops isolate due to 
the closure of heat transport loop isolation valves, 3331–MV13 and MV22 (feed and bleed system), 3335–MV1, –
MV2, –MV3 and –MV4 (purification system) and 3332–MV1 and –MV2 (pressurizer).  The main purpose of loop 
isolation is to conserve inventory in the intact loop. 

LOCAMIT LOCA mitigated by ECC and 
EWS 

Random failure of ECC and EWS  

MPECC Medium Pressure Emergency 
Core Cooling System  

Random failure of MPECC 

SDC Shutdown Cooling System Seismically – induced failure of SDC system. 
SLOCA Small LOCA Seismically – induced Small LOCA 
SW Loss of Service Water System Seismically – induced failure of service water 
SEIS-ECC Fraction of Seismic ECC failure Random failure of ECC system  

In the LOCA case there is some probability that the ECC system will be unavailable due to seismic failure. 
ST1 Loss of Group 1 Systems Random failure of Group 1 systems 
SL Small LOCA Seismically-induced Small LOCA  
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Table D-2 
Post–Accident Operator Actions in Seismic Event Trees 

Name Description Location Comments 
OFRW Operator starts fire water to 

SG’s 
SCA If the EPS fails then the proposed redundant diesel pumps can be used to supply water to 

the steam generators. These are the pumps from fire water system. 
OPEPS Operator starts EPS SCA Operator starts EPS 
OPEWS Operator Starts EWS pumps for 

Steam Generators 
SCA Operator Starts EWS pumps to control Steam Generators level. 

OPECC-LT Operator switches on long-term 
ECC (pumped ECC) 

SCA Operator must switch to ECC-LT (long term ECC), pumped ECC, with decay heat removal 
through the boilers and /or ECC heat exchangers cooled by the EWS. 

OPMPECC Operator actuates the MPECC 
phase 

SCA If ECC system will be available the various stages of ECC must be activated. The HPECC 
is assumed to be automated. The operator must diagnose the event and actuate the MPECC 
phase, and must also start the EPS. 

OPSGLEV Operator controls the SG level SCA The operators must control the steam generator level. 
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Appendix E 
 

CANDU 6 Seismic Events Analysis – Event Trees 
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Figure E-1  CANDU 6 Main Seismic Event Tree 
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Figure E-2  Secondary Seismic Event Tree - Loss of Group 1 Systems 
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Figure E-3  Secondary Seismic Event Tree - Small LOCA + Automated HPECC 
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Appendix F 
 

CANDU 6 Fire Events Analysis – Supporting Information 

F.1 Introduction 

The main purpose of this study is to obtain meaningful insights regarding fire-induced risk.  The 
study requires a detailed evaluation of fire-induced scenarios.  Thus, this study omits the steps of 
the screening analysis and begins with the determination of the safety-significant fire zones or 
rooms requiring detailed evaluation.  The safety significance of fire zones is based on the 
systems/equipment located in the zone.  Information regarding the fire frequency, amount of 
combustibles in the zone, and fire PSA experiences in LWRs was used to supplement the 
analysis. 

For the fire zones that are determined to be safety-significant, the SCDF is estimated by 
evaluating the fire frequency in the zone, developing the fire scenarios and fire scenario event 
trees, and quantifying the CCDP for each fire scenario using the plant models. 

The reference plant can be divided into three large fire areas: Reactor Building (RB), Service 
Building (SB), and Turbine Building (TB).  Other buildings were considered not to be safety-
significant in terms of fire-induced risk. 

The calculations presented below are based on Section 6 of this report.  In some cases, for human 
reliability analysis, reference [F-1] was used. 

F.2 Determination of Significant Fire Zones in the Reactor Building 

In case the of LWR fire PSAs, the RB is not considered to be safety-significant.  It is usually 
screened out at the early stage of the analysis.  According to the Calvert Cliffs IPEEE Study 
report [F-2], the RB fire was considered not to be significant, because 

• a hot gas layer that can damage cables is unlikely to form in most areas of containment. 

• a large percentage of past fires were Reactor Coolant Pump (RCP) fires that are unlikely to 
occur in the future, due to oil collection system design. 

Based on the above and some additional qualitative evaluation, the Calvert Cliff fire PSA 
screened out the RB from further evaluation.  

The CANDU fire experience contains 74 fire events.  Among them, 11 fires occur in the RB, of 
which 3 fire events are HTS pump related.  The results suggest that the CANDU fire experiences 
might be different from those of LWRs, for the reasons listed below: 

• Unlike LWRs, the CANDU RB contains much equipment, including cables inside the RB, 
which can be ignition sources or combustibles.  Also, if the equipment is damaged due to fire 
the safety function of the system could be affected. 
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• The RB is accessible during power operation; thus, some maintenance activities are 
performed during power operation.  

• The RB does not have an automatic fire suppression system.  Thus, if fire occurs, operators 
should have access to the fire area to suppress the fire. 

Considering the fire experiences and observations described above, it is concluded that the risk 
from the RB cannot be screened out without detailed evaluation.  Thus, a detailed fire analysis 
for the RB is performed here.  

The RB is divided into 40 fire zones.  Among them, 10 fire zones are considered to be moderate 
to significant fire hazard zones.  These fire zones are FR-002, FR-005, FR-103, FR-107, FR-104, 
FR-108, FR-110, FR-305, FR-306, FR-401, FR-403 and FR-501.  The evaluation is focused on 
the location of flammable liquids or gases, or large quantities of cable insulation.  Fire zones 
FR-002, FR-005, FR-107, FR-108 and FR-501 are determined to be safety-significant fire zones 
for this analysis, as described below. 

Fire zone FR-002 consists of rooms R-002, R-003 and R-004, and contains cables related to the 
Group 1 safety function, including cables used for control and monitoring function (which travel 
to and from transmitter rooms A and C).  Thus, the fires in this fire zone could result in the loss 
of Group 1 control and monitoring function.  Also, this area contains two 400-litre hydraulic oil 
tanks, which could be a significant fire hazard.  Thus, this area is selected for this analysis.  

Fire zone FR-005 consists of a single room R-005, which is called the cable access area.  This 
fire zone contains a significant number of instrumentation cables.  Due to the presence of these 
cables, this zone is selected as a safety-significant area for this fire analysis.  

Fire zones FR-107 and FR-108 consist of a single room R-107 (fuelling machine room) and 
R-108 (fuelling machine room), respectively.  This combined area contains cables related to the 
Group 1 safety function, including decay heat removal, control and monitoring, and supporting 
services.  This fire zone is relatively big compared to other zones.  Although the total amount of 
combustibles is relatively large, the fire load is not significant.  This area is known to be 
inaccessible during power operation; therefore, early fire suppression activity is not possible.  
Thus, considering the safety function and accessibility for fire suppression, these areas are 
selected to be safety-significant areas for this analysis.  

Comparing FR-107 with FR-108, it was found that FR-107 has more ignition sources, 
combustibles and cables.  Thus, in this preliminary analysis, fire zone FR-107 is included in the 
analysis, and FR-108 is excluded from the evaluation. 

Fire zone FR-501 is open space at the RB elevation of 117.25 m (except for a few small rooms).  
Fire zone FR-601 is above FR-501.  There are no barriers between these two fire zones.  The 
major concern with fire zone FR-601 is PHTS pump fires; the PHTS contains a lot of lubricating 
oils, and thus has a potential for significant fires.  Due to these facts, these areas are selected as 
safety-significant fire zones for this analysis. 

Other fire zones not considered in this analysis can also cause the loss of Group 1 safety 
functionality, although the fire hazard is not significant.  Considering the impact of fire once it is 
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ignited, the fire-induced risk from these fire zones is not negligible.  These zones are required to 
be evaluated in future analysis. 

F.3 Determination of Safety Significant Fire Zones in the Service Building 

The SB consists of 35 fire zones.  Among the fire zones, it is estimated that seven fire zones 
(FS201, FS202, FS204, FS213, FS221, FS222 and FS226) are high fire hazard or above-average 
fire hazard. 

Fire zone FS201 is high fire hazard area, due to the presence of a large amount of cables and 
ignition sources, such as MCCs and cable shorts.  Also, the area contains cables related to all 
Group 1 safety functions.  Based on this, the fire area is included in the scope of the analysis 
here.  The area has cables related to the Group 2 safety function, such as SDS2, monitoring and 
control, and fission product barrier.   

Fire zone FS202 is high fire hazard area, due to the presence of a large quantity of cables and 
transient combustibles, such as paper and cloth.  The area contains cables related to the Group 1 
control and monitoring function, but no other safety functions are related to the cables located 
here.  This fire zone consists of Rooms S-305 (receiving area), S-307 (chemistry laboratories), 
S-310 (office), S-311 (oil analysis room), S-312 (glass blowing), and S-313 (office).  The fire 
zone is equipped with a pre-action sprinkler system.  Considering the nature of the fire zone, 
limited safety function and an automatic fire suppression system, this zone is judged not to be 
significant to fire safety, and is therefore not included in the scope of this study. 

Fire zone FS204 is high fire hazard area, due to the presence of a large number of HVAC filters 
and transient combustibles.  The fire zone contains cables related to the Group 1 decay heat 
removal function and support services.  A large amount of transient combustibles, such as 
industrial cleaners, lubricating oil and grease are expected to be kept within the zone during 
repair and maintenance periods.  However, this zone is equipped with a wet pipe sprinkler 
system and the major combustibles are transient combustibles, which are generally known not to 
be safety-significant; therefore, this zone is not included in the scope of the analysis. 

Fire zone FS213 has an above average risk of fire, due to the presence of a large number of 
cables.  The zone contains cables related to all Group 1 safety functions, including decay heat 
removal, control and monitoring and support services.  This fire zone is located directly below 
the MCR and electrical equipment room.  Thus, the fire may cause the loss of all Group 1 control 
and monitoring functions, resulting in MCR evacuation.  Also, if the cable penetration sealing to 
the MCR fails, then this could also lead to MCR evacuation due to smoke propagation.  
Considering the above points, this area is included in the scope of this analysis. 

Fire zones FS221 and FS222 are high fire hazard areas, due to the presence of a large quantity of 
electrical cables and transient combustibles.  These zones are estimated to have the highest heat 
loads (1.04×108 Btu and 1.13×108 Btu, respectively) in the SB.  The zones contain cables related 
to all Group 1 safety functions, except the shutdown function.  FS221 contains some cables 
related to the Group 2 safety system (SDS2 and fission produce removal function).  Thus, these 
zones are included in the scope of this analysis. 



CONTROLLED 91-03660-AR-002   Page F-4 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

Fire zone FS226 is a high fire hazard area, due to the potential for oil fires from oil leaked from 
the ECC pumps.  It is estimated that this fire zone has 850 L of lube oil, 7 gallons of grease and 
9 gallons of cleaner solvent.  The fire zone contains cables related to the Group 1 control and 
monitoring function and Group 1 support services.  However, since it has a wet pipe sprinkler 
system, and since the major pieces of equipment affected by the fires are part of the ECCS, this 
fire zone is not included in the scope of the study (because no LOCA will occur as a 
consequence of fire). 

The fire PSA and IPEEE studies done for US LWR plants showed that the MCR and electrical 
equipment room could be dominant contributors to the fire-induced risk.  Thus, in addition to the 
fire zones, the MCR (fire zone FS208), control equipment room (CER; FS207) and computer 
room (FS209) are included in the scope of this analysis. 

F.4 Determination of Safety Significant Fire Zones in the Turbine Building 

There is little information about the TB available for the analysis.  The fire hazard analysis report 
for the TB of the reference plant was not available at the time of the analysis, as well as the fire 
zone drawing and cable routing drawing.  This unavailability means that the minimum essential 
information for the fire PSA, such as combustible loading, fire barriers, fire detection and 
suppression, ignition sources, etc., is not available.  The fire protection database contains limited 
information about the TB fire zones.  Thus, the determination of safety significant areas has to be 
based on the general arrangement drawings and other available information. 

The cable access area of the TB is judged to be potentially fire-significant, since it contains a lot 
of cables, and no automatic fire suppression system.  The area is located at an elevation of 108 m 
and is located in a gap between SB and TB.  The floor of the area is covered with grating; thus, 
large fires originating in the areas below can propagate to this area. 

The 11.6 & 6.3 kV switchgear room is also judged to be potentially fire-significant, since it 
contains all 4.16 kV switchgear and related power cables.  This area is located at the 101-m 
elevation of the TB.  This area is judged to be enclosed by fire barriers and to have an automatic 
fire suppression system, such as a pre-action sprinkler system.  

The cable tray room located at the 108.27-m elevation is judged to be fire-significant, since it 
contains all the cables related to Group 1 safety functions.  This area is judged to be enclosed by 
fire barriers and to have automatic fire suppression system.   

The load centre and MCC room located at an elevation of 112.45 m is significant in terms of 
fire-induced risk, since it contains all Class III load centres and some Class III MCCs, which can 
lead to the loss of the entire Group 1 system, if the Class III MCCs fail due to the fires.  The area 
is judged to be enclosed by fire barriers and to have automatic fire suppression system.  

The inverter room located at the 119.70-m elevation is also judged to be safety-significant in 
terms of fire-induced risk, since it contains Class I and Class II MCCs, which can lead to the loss 
of the entire Group 1 system if Class I and Class II MCCs fail due to fires.  This area is judged to 
be enclosed by fire barriers and to have an automatic fire suppression system.  
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The main feed water pump area at an elevation of 88.92 m may be a potentially significant area, 
depending on the cable routing in the areas.  This area contains all the main feed water pumps, as 
well as the auxiliary feed water pump.  However, the distance between the pumps is about 7.5 m 
and the area has an automatic fire suppression system.  It is judged that a fire in one pump cannot 
cause damage to the other pump directly.  The most probable way for the fire to propagate to the 
other pumps is to damage cables, which may be routed above.  Since this area has an automatic 
fire suppression system and the cable routing is not dense, the fire area is not considered in this 
preliminary analysis.  

The standby DG room can be a potentially significant area, since it has a relatively higher fire 
frequency and a high combustible loading.  However, each standby DG room is judged to be 
enclosed by fire barriers and to have automatic fire suppression system.  Thus, for a fire in one 
standby DG room to propagate to the other standby DG room, the simultaneous failure of the 
automatic fire suppression system and fire barriers has to occur, which is judged to be a low 
probability event.  Therefore, the standby DG room is not considered in this preliminary 
analysis.  

The other potentially significant areas in terms of fire-induced risk may be the fires in battery 
rooms, which interface with the inverter room.  Fire propagation to other battery rooms or 
inverter rooms may have a significant impact the safety of the plants.  Also, battery room fires 
may be explosive, if hydrogen is accumulated due to the failure of exhaust fans.  There are three 
battery rooms in the plant.  Each battery room is enclosed within fire barriers, and each room has 
an automatic fire suppression system.  Thus, for the fires to propagate to other battery rooms 
and/or inverter rooms, the simultaneous failure of automatic fire suppression in the room and the 
fire barriers must occur, which is judged to have a low probability of occurrence.  Also, fire 
experiences in NPPs have shown that there are no explosive fires in the battery room.  Therefore, 
this type of failure is not considered in this preliminary analysis. 

F.4.1 Fires in Cable Access Area (FT001) 

F.4.1.1 Description of the Areas 

The cable access area is quite difficult to define, because the area starts from an elevation of 
97.150 m and is connected to the above floors by a grating, to the ceiling elevation of the 
120.54 m.  The cable tray access areas consist of a 108-m-elevation grating floor and a 
112.30-m-elevation grating floor. 

The ignition sources considered for this area are cable fires, welding- or cutting-induced cable 
fires, transient fires, and welding- or cutting-induced transient fires.  There is no information 
available regarding the amount of cables, cable trays and cable routing.  Thus, it is assumed that 
this area has the same amount of cables as that in the cable access area of the SB, which is 
judged to have similar characteristics in terms of fire-induced risk.  It is also assumed that this 
area has sufficient smoke detectors to assume that the reliability of fire detection is the same as 
that of other fire zones located in the SB.  It is assumed that this area does not have automatic 
fire suppression system, but enough fire extinguishers and fire hoses so that manual fire 
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suppression is possible.  This area is assumed to have all the control and power cables passing 
from the TB to the SB. 

F.4.1.2 Estimation of Fire Frequency 

The fire ignition sources in this area are mainly cables.  The transient fires, including welding 
and cutting related fires, are also considered to be ignition sources. 

The fire frequency of self-ignited cable fires F (cables) is  

  = weight of cables in the room/total cables estimated in the plants × cable fire frequency  

  = 4825/180000 × 1.18×10-2  

  = 3.16×10-4/yr  

Therefore, the fire frequency of self-ignited cable fires in the SB cable access area (fire zone 
S201) is estimated to be 3.16×10-4/yr.  

There are three types of transient fires: transient fires, cable fires caused by welding and cutting, 
and transient fires caused by welding and cutting.  The fire frequency for each type of transient 
fires is estimated as follows.  

Transient fires  = transient fire frequency × # of rooms in this fire zone/total number of 
rooms in the plant  

     = 3.34×10-2 × 2/262 = 2.55×10-4/yr  

Cable fires (welding and cutting) = fire frequency of cable fires caused by welding and 
cutting × # of rooms in this fire zone/total number of 
rooms in the plant  

       = 2.45×10-3 × 2/262 = 1.87×10-5/yr 

Transient fires (welding and cutting) = fire frequency of transient fires caused by welding 
and cutting × # of rooms in this fire zone/total 
number of rooms in the plant  

        = 2.65×10-2 × 2/262 = 2.02×10-4/yr 

As shown above, this area is assumed to consist of two rooms—one has a floor elevation of 108 
m, the other, 112.30 m.  

The total fire frequency of this fire zone is estimated to be 7.92×10-4/yr. 

F.4.1.3 Fire Scenarios 

The most significant impact of fire in this fire zone is damage to the cables that are related to the 
safety function.  However, since the detailed cable routing information is not available at the 
time of analysis, the safety function related to the cables has to be assumed here, based on the 
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limited information available.  Thus, it is conservatively assumed that damage to all cables 
would cause the loss of all Group 1 systems, which may cause the evacuation of the MCR. 

Self-ignited cable fires can be initiated in any cable trays.  If this type of fire occurs in the cable 
trays of the even or odd train, it would damage the cables in the cable trays before any fire 
suppression could be effective.  The smoke detectors installed in this area would generate fire 
alarms and send signals to the automatic fire suppression systems.  If fire detection fails, then 
automatic or manual fire suppression cannot be started.  

If automatic or manual fire suppression is not successful, then the fires will propagate to the 
upper cable trays in series.  Finally, the hot gases generated by the fires will damage the other 
train of the cable trays.  The preliminary estimation shows that it would take about 10 minutes to 
cause damage to the cable trays in the other train.  

Cable fires caused by welding and cutting would be similar to self-ignited cable fires.  However, 
during the welding and cutting job, it is common practice to block the fire alarms and automatic 
suppression systems, in order to avoid the spurious actuation of the fire suppression system.  In 
this case, the automatic fire suppression system is assumed to be ineffective.  On the other hand, 
the manual fire suppression probability would be higher than that of self-ignited fires, since the 
firewatcher for the job would suppress the fire, as soon as the fire initiates.  It is assumed that the 
manual fire suppression probability for the welding and cutting induced fire is the same as that of 
automatic fire suppression.  

For the transient fires, two sizes of fires, small and large, are generically assumed for all the fire 
zones.  It is assumed in this area that the lowest cable trays are located less than 1 m from the 
grating floor, so that any transient fires can damage the cables.  Ignition of cables requires 
5-10 min. of direct flame impingement; however, small transient fires do not maintain flame for 
more than 5 min.  The large fires can ignite the cables located above.  Moreover, it is assumed 
that there are enough stacks of cable trays to generate a hot gas layer that could damage all the 
cables.  The fraction of large fires is generically assigned to be 0.3. 

Transient fires caused by welding and cutting have the same fire scenarios as above, except that 
the automatic fire suppression system is not effective. On the other hand, the firewatcher can 
manually suppress the fire as effectively as the automatic suppression system. 

F.4.1.4 Fire Scenario Event Tree 

The fire scenario event tree for this area is shown in Appendix G, and the description of the 
headings and branch probability are presented below.  

Heading FT001:  Fires in Cable Access Area of Turbine Building 

This heading represents the total fire frequency estimated for the cable access area of the TB, and 
is estimated to be 7.92×10-4/yr, as described above.  
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Heading SIC:  Not Self Ignited Cable Fires  

This heading represents the fraction of the self-ignited cable fire frequency with respect to the 
total fire frequency of this area, and it can be estimated as below.  

F (SIG)  = 3.16×10-4/7.92×10-4  
    = 0.40 

Heading WIC:  Not Welding/Cutting Ignited Cable Fires 

This heading represents the fraction of fire frequencies due to welding/cutting-induced cable 
fires with respect to the remaining fire frequencies of this area.  The fraction is estimated as 
follows:  

F (WIC) = 1.87×10-5/(7.92×10-4 - 3.16×10-4)  
   = 0.039 

Heading TF:  Not Transient Fires 

This heading represents the fraction of transient fires with respect to the remaining fire 
frequencies considered above.  The fraction is estimated as follows: 

F (TF)  = 2.54×10-4/(7.92×10-4 - 3.16×10-4 - 1.87×10-5)  
   =  0.56 

Heading WTF:  Not Welding/Cutting Induced Transient Fires 

This heading represents the fraction of fire frequencies due to welding/cutting-induced transient 
fires with respect to the remaining fire sources.  The remaining fire source is this transient fire 
itself, and thus, the fraction would be 1.0. 

Heading SRC:  Safety Related Cables 

This heading represents the fraction of safety related cables located in this area.  Since the 
detailed information about the cable routing is not available, the generic value of 0.6 applied in 
SB fire zone analysis is used here.  

Heading SF:  Not Severe Fires 

This heading represents the probability of transient fires or welding-induced transient fires to 
ignite the cables located above.  As described above, it is assumed that there are two categories 
of transient fires, large and small fires, and the fraction of large fires is assumed to be 0.3.  

Heading FD:  Fire Detection 

Fire detection is assumed to have the same reliability as that for other fire zones, and is estimated 
to be 2.0×10-2.  
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Heading MFS:  Manual Fire Suppression 

This heading represents the failure probability of manual fire suppression after fire detection.  
For small transient fires, it is estimated to take about 5 minutes to cause damage to cable trays.  
For large transient fires, it is assumed that the cables are damaged before any fire suppression 
activities.  For the case of self-ignited cable fires originating in non-safety related cables, it is 
also estimated to take 5 min. to cause damage to adjacent safety related cables.  

For self-ignited cable fires, preliminary analysis estimates that it would take about 10 min. to 
generate the hot gas layer that would damage all cables in the area.  For large transient fires, it is 
estimated to take about 15 min. to cause damage to all cables in the area.  

The non-suppression probability of fires within 5 min., 10 min., and 15 min. is estimated to be 
0.8, 0.7 and 0.6, respectively.  The transient fire is related to the operator activities; thus, it is 
likely that operators are located near the fire sources.  Considering this, the non-suppression 
probability for the transient fires is assigned to be 0.3.  

The same probability with different operator reaction times is based on the observation that once 
the operator is near the fire and does not suppress the fire, it is not easy for other people in the 
plant to suppress the fire.   

During the welding/cutting job, fire detection is generally blocked to avoid triggering the alarm 
or suppression due to the welding/cutting task, although there is a firewatcher to monitor the fire 
potentials.  The firewatcher is assumed to have the same fire suppression probability as the 
automatic fire suppression system, and the 0.07 is assigned for the non-suppression probability. 

Heading CCDP:  Conditional Core Damage Probability 

As described above, the major concern for fires in this room is the potential for damaging the 
cables.  However, detailed information for the cable routing is not available at the time of the 
analysis, and it is assumed that all Group 1 related cables are passed through this room.  Fire 
damage state (FDS) 1 corresponds to the case where a fire could damage cables related to a train 
or a channel of the safety systems, although it does not grow to damage the redundant systems.  
The CCDP is estimated to be 1.07×10-3, as presented in the SB fire analysis.  FDS2 represents 
the case where fires grow to damage all the cables in the room, resulting in the loss of Group 1 
systems.  The CCDP for FDS2 is estimated to be 9.87×10-3, as described above. 

F.4.1.5 Results of the Analysis 

The SCDF due to self-ignited cable fires contributes 82.3% of the total SCDF, and the SCDF due 
to transient fires contributes 12.8% of the total SCDF.  The welding induced fires are estimated 
not to be significant, due to the effectiveness of the firewatcher during the job.  

As described earlier, flame retardant cables have a low self-ignited fire frequency.  In the SNL 
fire test, the ignition of the cables by electrical devices was not achieved.  Thus, it is generally 
considered that the fire frequency of flame retardant cables is at least 10 times lower than that of 
non-qualified cables.  Assuming that the cables are fire retardant and the fire is derived from 
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non-qualified cables, the sensitivity analysis is performed by applying a 10 times lower self-
ignited cable fire frequency.  The resulting SCDF for the area is estimated to be 7.18×10-7/yr.   

The other potential concern for fire-induced SCDF is the treatment of transient fires.  The 
transient fires are a result of the ignition of the transient combustibles located in this area, which 
are present due to the maintenance related activities.  The fire protection program that regulates 
the transient combustibles and a regular inspection are known to be able to reduce the fire 
frequency related to the transient combustibles.  A monthly inspection and immediate action 
taken to correct the problems found are known to reduce the transient fire frequency by a factor 
of 10 times, compared to the normal frequency.  The sensitivity analysis is performed applying 
the fire protection program, and the resulting SCDF is estimated to be 2.44×10-6/yr. 

When both fire retardant cables and the fire protection program can be applied, the SCDF is 
estimated to reduce to 3.98×10-7/yr. 

One potential means of reducing the fire-induced SCDF involves the installation of the automatic 
fire suppression system in this area.  The automatic fire suppression system is estimated to 
reduce the total SCDF to 5.23×10-7/yr. 

The results of the analysis are quite dependent on the assumptions used.  The assumptions are 
summarised below: 

• This area contains all cables related to the Group 1 safety function, including monitoring and 
control function.  

• 60% of cables are related to the safety function, and the remaining cables are non-safety 
related.  

• The area is enclosed so that the hot gas layer developed will damage all cables.  

• The lowest elevation of the cable trays is within the flame height of large transient fires.  
Thus, the cables within the flame distance are assumed to be unavailable until a fire 
suppression activity can be started.  

• No cables related to the Group 2 system are assumed to pass through the fire zone. 

F.4.2 Inverter Room (T174) of the Turbine Building 

F.4.2.1 Description of the Area 

The inverter room (T174) is located at an elevation of 119.70 m (co-ordinates Column N~K, 
5~10.9) in the TB.  The floor area of the room is estimated to be 360 m2 and the ceiling height is 
about 7.25 m.  It is assumed that the walls, floor and ceiling of the room are fire barriers.  Along 
the walls, there are some cable risers that carry a lot of cables.  It is considered that all Group1 
power and control cables are passed through this room, and thus, damage to all cables in the 
room would result in the loss of the Group 1 system.  This room contains the following 
equipment:  



CONTROLLED 91-03660-AR-002   Page F-11 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

• 250V DC Class I Distribution Panel 5551-BUXA, BUXB, BUXC  

• 120V AC Class II Distribution Panel 5542 BUTA, BUTB, BUTC   

• 48V Class I Distribution Panel 5561 BUYA, BUYB, BUYC  

• 400 V DC Battery Disconnect Panel 5551 BUZA, BUZC 

• 400V DC Inverter 5532 INV2A, INV2C  

• 120V Inverter 5542 INV1A, INV1B, INV1C  

• 480V Class III MCC 5433 MCC17A, MCC18C, MCC19B 

• 400V Rectifier/Charger 5551 RF06A, 06C  

• 250V DC Class I Battery Charger 5551 RF03A, RF03B, RF03C, RF04A, RF04B, RF04C  

• 48V DC Class I Battery Charger 5561 RF01A, RF01B, RF01C, RF02A, RF02B, RF02C  

• 480V Class III MCC Incoming Transfer Switch 5433-TSW01, 02, 03  

• 120V AC Class II Static Transfer Switch 5542 TSW01A, TSW01B, TSW01C  

• 400V DC Static Transfer Switch 5532-TSW2A, TSW2C  

• 120V AC Class II Voltage Regulator 5542 VR1A, VR1B, VR1C   

• 220V DC Panel Board 5551-PL4003, PL4004  

In addition to the equipment listed above, the fire protection database also lists the following 
equipment in the room:  

• Lighting Transformer 480-380/220V 5642-LTR01, LTR02 

• Battery & Inverter Room Supply Fan 7322 FM027  

The above additional equipment is not considered in the analysis, since the location of the 
equipment cannot be identified from the equipment arrangement drawings or general 
arrangement drawings.  In addition, the heat load of the equipment is judged to be quite small.  
Damage to the equipment by the fire is judged to not impact the SCDF significantly.  

This room is considered to have enough fire detectors to facilitate the detection of fires in their 
early stage.  It is also assumed that there are fire hose cabinets and enough portable fire 
extinguishers for use in manual fire fighting, and that there are no fixed fire suppression systems. 

F.4.2.2 Fire Frequency Estimation 

The fixed ignition sources in the room are considered to be cables, low voltage switchgear, 
battery chargers, inverters, panels, and MCCs.  The transient fires are also considered to be the 
fire ignition sources.  

In order to estimate the self-ignited cable fire frequency, information about the amount of cables 
in the room is required.  The information is not available at the time of the analysis.  Thus, the 
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fire frequency has to be estimated based on the assumption that the amount of cables located in 
this room is assumed to be the same as that of the 11.6 kV& 6.3 kV switchgear room.  Therefore, 
the self-ignited fire frequency of the room is assumed to be 3.16×10-4/yr.  

The fire frequency of rectifiers/chargers can be estimated as follows:  

F (RF)  = # of rectifiers/chargers in the room/total # of rectifiers/chargers in the plant × 
battery charger fire frequency  
 = 14/62 × 2.42×10-3 

 = 5.46×10-4/yr  

The total number of rectifiers/battery chargers in the plant is obtained from the fire protection 
database.  

The fire frequency of low voltage switchgear can be estimated as follows:  

F (SWGR) = # of low voltage switchgear in the room/total # of low voltage switchgear in the 
plant × low voltage switchgear fire frequency  
   = 11/19 × 7.41×10-3 

   = 4.29×10-3/yr  

The total number of low voltage switchgear is obtained from the fire protection database.  

The fire frequency of the inverters can be estimated as follows:  

F (INV) = # of inverters in the room/total # of inverters in the plant × inverter fire frequency  
   = 8/11 × 9.54×10-4 

   = 6.94×10-4/yr  

The fire frequency of the panels can be estimated as follows:  

F (PL)  = # of panels in the room/total # of panels in the plant × panel fire frequency  
   = 2/1167 × 1.14×10-2 

   = 1.95×10-5/yr  

The fire frequency originating from the MCCs is estimated below:  

F (MCC) = # of MCCs in this room/total # of MCCs in the plant × MCC fire frequency 
   = 3/54 × 6.48×10-3  
   = 3.60×10-4/yr 

The transient and welding and cutting fire frequencies are estimated below:  

F (Transient) = # of rooms in this fire zone/total # of rooms in the plant × transient fire 
frequency  
    = 1/262 × 3.34×10-2 

    = 1.27×10-4/yr  

F (W/C cable) = # of rooms/total # of rooms in the plant × fire frequency (W/C cable fire)  
    = 1/262 × 2.45×10-3  
    = 9.35×10-6/yr 
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F (W/C transient) = # of rooms/total # of rooms in the plant × fire frequency (W/C transient fire)  
     = 1/262 × 2.65×10-2  
     = 1.01×10-4 

Thus, the total fire frequency in this room is estimated to be 6.14×10-3/yr (calculated by 
summing all the fire frequencies above). 

F.4.2.3 Fire Scenarios 

In developing the fire scenarios for this fire zone, it is essential to obtain detailed cable routing 
information since the major concern here is the damage of cables due to fire or fire propagation 
to the cables, and the production of a hot gas layer that causes damage to all cables in the room.  
In this analysis, the information is not available and the scenarios have to be developed based on 
some simple assumptions that are based on the design criteria for cable routing described above.  

The ignition sources in this fire zone are self-ignited cable fires, fires originating in transformers, 
switchgear, and panels, cable fires caused by welding and cutting, transient fires, and transient 
fires caused by welding and cutting.  

The fire scenarios for the self-ignited cable fires and transient fires would be similar to those 
described in the load centre and MCC room, or the high voltage switchgear room.  The major 
difference is the time that it takes for the hot gas to develop and to damage all the cables in the 
room.  Preliminary estimation showed that it takes about 30 min. to damage both train cables.   

The fire scenarios for the low voltage switchgear, panels and MCCs would be similar to those 
described in the load centre and MCC room, since the same assumption regarding the heat 
release rate and cable location is applied.  

The heat content of the rectifiers and inverters is assumed to be similar to that of the low voltage 
switchgear; thus, they would have similar fire scenarios to those of the low voltage switchgear.  
The fire propagation rate and the available time for fire suppression before a certain fire damage 
state are described in the section below. 

When the fire grows to damage the other train of the present cable trays, the fire can propagate to 
other rooms or other fire zones if there are no fire barriers, or if fire barriers are present but are 
failed.  However, for this case, the impact of fire propagation to other areas does not degrade the 
safety function of equipment.  Thus, fire propagation from this room to other rooms or fire zones 
is not considered here. 

F.4.2.4 Fire Scenario Event Tree 

The fire scenario for the room is shown on two fire scenario event trees.   

The first set of fire scenario event trees is shown in Appendix G, and describes the fire scenarios 
for the fixed ignition sources.   
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The second set of fire scenario event trees is also shown in Appendix G, and describes the fire 
scenarios for the transient fires.   

The description of the heading and the branch probability for each fire scenario event tree is 
described below: 

F.4.2.5 First Set of Fire Scenario Event Trees 

Heading T174:  Fires in Room T174 

This heading represents the fire frequency occurring in the inverter room of T174.  The fire 
frequency is estimated to be 6.34×10-3/yr, as described above. 

Heading SIG:  Not Self-Ignited Cable Fires 

This heading represents the fraction of the cable fire frequency with respect to the total fire 
frequency of T174; the fraction can be estimated as follows:  

F (SIG)  = 3.16×10-4/6.34×10-3  
   = 4.99×10-2 

Heading SWGR:  Fires Not in Switchgear 

This heading represents the fraction of the fire frequency from the switchgear with respect to the 
remaining fire frequency of room T174.  This can be estimated as follows:  

F (SWGR) = 4.29×10-3/(6.34×10-3 - 3.16×10-4)  
   = 0.71 

Heading RF:  Fires not in the Rectifiers/Battery Chargers 

This heading represents the fraction of the fire frequency from the rectifiers/battery chargers with 
respect to the remaining fire frequency of room T174.  This can be estimated as follows:  

F (RF) = 5.46×10-4/(6.34×10-3 - 3.16×10-4 – 4.29×10-3)  
  = 0.31 

Heading INV:  Fires not in the Inverters 

This heading represents the fraction of the fire frequency from the inverters with respect to the 
remaining fire frequency of room T174.  This can be estimated as follows:  

F (INV) = 6.94×10-4/(6.34×10-3 - 3.16×10-4 – 4.29×10-3 – 5.4×10-4)  
    = 0.57 

Heading MCC:  Fires not in the MCCs 

This heading represents the fraction of the fire frequency from the MCCs with respect to the 
remaining fire frequency of room T174.  This can be estimated as follows:  
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F (INV) = 2.40×10-4/(6.34×10-3 - 3.16×10-4 – 4.29×10-3 – 5.16×10-4 – 6.94×10-4)  
   = 0.46 

Heading SR:  Fires not in the Safety Related Cables or Areas 

For cable fires, this heading is the same as that described in room T161, and the same factor of 
0.6 is used.   

Heading SF:  Not Severe Fires 

This heading represents the likelihood of severe fires once they have ignited in the ignition 
source.  The severity factor of switchgear fires is assumed to be 0.12, as described above.  The 
rectifiers, inverters and MCCs are considered to be one category of electrical equipment, and the 
severity factor of rectifiers/chargers, inverters and MCCS are assumed to be 0.15, which is used, 
in general, for the electrical equipment in LWR plants.   

Heading FD:  Fire Detection 

This heading is the same as that described in the cable tray room of the TB; the failure 
probability of fire detection is estimated to be 2.0×10-2. 

Heading EMFS:  Early Manual Fire Suppression 

This heading represents the failure probability of early manual fire suppression, on the condition 
that fire detection is successful.  As described above, self-ignited cable fires occur in the non-
safety cable trays, and can cause damage to a train of adjacent safety related cables, if the fires 
are not suppressed within 5 min.  

For severe fires in switchgear and other electrical equipment, it is assumed that it would take 
about 10 min. to damage the cable trays above. However, if the manual actuation of the fire 
spray system is successful, it is assumed that the fires do not damage the cables. 

The manual non-suppression probability for 5 min. and 10 min. is 0.8 and 0.7, respectively. 

Heading LMFS:  Late Manual Fire Suppression 

This heading represents the probability of late manual fire suppression, on the condition that fire 
detection is successful.  As described above, the hot gas layer developed can damage all cables 
located in this area.  The preliminary estimate shows that it will take about 30 min to damage all 
cables.  The manual non-suppression probability for this case is 0.3. 

Heading CCDP:  Conditional Core Damage Probability 

From the first set of fire scenario ETs, six fire damage states are defined.  FDS1 is defined as the 
state where fires originating in any ignition source cause damage to cables associated with a 
train/channel of Group 1 safety systems, resulting in the loss of a train/channel of all safety 
related systems.  The CCDP was calculated above and is estimated to be 1.07×10-3.  
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FDS2 is defined as the state where the fires originating in any ignition source will generate hot 
gas layers, causing damage to cables.  The result will be damage to all cables in the room.  It is 
assumed that all Group 1 systems are not available.  The CCDP is estimated to be 9.87×10-3. 

FDS3 is defined as the state where the fires originating in the MCCs do not propagate to damage 
other equipment/cables.  There are three MCCs (5433-MCC17A, 18B, 19C) considered here.  
Since the MCCs are separate from other cabinets, the impact of the fires in the MCCs would be 
the damage of the MCC itself.  5433-MCC17A provides power to 5561-BUYA, 55551-BUXA, 
and 5542-BUTA. If MCC17A were not available, the batteries would provide power to those 
buses.  However, the capacity of batteries is limited to 1 hour; therefore, after 1 hour, the buses 
would lose their function.  The CCDP for the case should be estimated by modifying internal 
event models.  In this preliminary analysis, it is simply assumed that the CCDP would be the 
same as the case of the loss of those buses.  The CCDP for the case is estimated to be 2.45×10-5.  

FDS4 is defined as the state where the fires originating in the inverters do not propagate to 
damage other equipment/cables.  There are eight inverters/voltage regulators (5542-INV1A, 
INV1B, INV1C, 5532-INV2A, INV2C, 5542-VR1A, VR1B, VR1C) considered here.  In this 
analysis, the inverter and voltage regulator are considered to be the same type of equipment in 
terms of fire ignition frequency.  The inverters 5542-INV1A, INV-IB, or INV-1C are located 
together with their related transfer switch (5543-TSW1A, TSW11B, or TSW1C) and voltage 
regulator (5542-VR1A, VR1B, or VR1C) in a series of cabinets.  For the inverters and voltage 
regulators, the worst potential impact of fires in the cabinet would be the simultaneous loss of 
each inverter and voltage regulator channel.  The inverter and voltage regulator provides power 
to the 5542-BUTA.  The simultaneous loss of inverter and voltage regulator would result in the 
loss of 5542-BUTA.  This damage state is defined as FDS4-1, and the CCDP is estimated to be 
1.56×10-6.  

5532 INV2A and INV2C are located with their related battery charger (5551-RF06A, RF06C) 
and transfer switch (5532-TSW2A, TSW2C) in a series of cabinets.  The worst potential impact 
of fires in these inverters is the simultaneous loss of each inverter and battery charge channel.  
The inverters and chargers provide power to 5532-MCC21A or MCC20C. Thus, the 
simultaneous loss of the inverter and charger would result in a loss of 5532-MCC21A or 20C.  
This damage state is defined as FDS4-2, and the CCDP is estimated to be 1.56×10-6.  

Thus, the CCDP of FDS4 can be estimated as follows:  

CCDP (FDS4) = 6/8 × CCDP (FDS4-1) + 2/8 × CCDP (FDS4-2)  

    = 1.56×10-6 

FDS5 is defined as the state where the fires originating in the rectifiers/chargers do not propagate 
to damage other equipment/cables.  There are 14 rectifiers/chargers considered here, as listed 
below:  

• 5551 RF06A, RF06C 

• 5551- RF03A, RF03B, RF03C, RF04A, RF04B, RF04C  

• 5561-RF01A, RF01B, RF01C, RF02A, RF02C, RF02C 
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5551 RF06A (06C) is located with 5532 INV1A (INV1C) and 5532-TSW2A (TSW2C) in a 
series of cabinets, as described above, and the worst potential impact would be the simultaneous 
loss of 5551-RF06A (RF06C) and 5532-INV1A (INV1C).  This damage state is defined as 
FDS5-1, and has the same CCDP as FDS4-1.  

5551-RF03A (RF03B or RF03C) is located with 5551 BUXA (BUXB or BUXC) and 
5551-RF04A (RF04B or RF04C) in a series of cabinets.  The worst potential impact of the fires 
in 551 RF03A/04A (RF03B or RF04C) would be the loss of 5551-BUXA (5551-BUXB or 
BUXC). The fire damage state is defined as FDS5-2, and the CCDP is estimated to be 1.56×10-6.  

5561 RF-01A (RF01B or RF01C) is located with 5561-RF02A (RF02B or RF02C) and 
5561-BUYA (BUYB or BUYC).  The worst potential impact of fires in 5561-RF01A/RF02A 
(RF01B/RF02B or RF01C/RF02C) would be the loss of 5561-BUYA (BUYB or BUYC).  The 
damage state is defined as FDS5-3, and the CCDP is estimated to be 2.45×10-5.  

Thus, the CCDP of FDS5 can be estimated as follows:  

CCDP (FDS5) = 2/14 × CCDP (FDS5-1) + 6/14 × CCDP (FDS5-2) + 6/14 × CCDP (FDS5-3)   
    = (2 × 1.56×10-6 + 6 × 1.56×10-6 + 6 × 2.45×10-5)/14 
    = 1.14×10-5 

FDS6 is defined as the state where the fires originating in the low voltage switchgear are 
suppressed before they can cause damage to other equipment/cables.  As described above, there 
are 11 low voltage switchgear, as listed below:  

• 250V DC Class I Distribution Panel 5551-BUXA, BUXB, BUXC  

• 120V AC Class II Distribution Panel 5542 BUTA, BUTB, BUTC   

• 48V Class I Distribution Panel 5561 BUYA, BUYB, BUYC  

• 400V DC Battery Disconnect Panel 5551 BUZA, BUZC 

5551-BUXA (BUXB or BUXC) is located with 5551-RF03A/RF04A (RF03B/RF04B or 
RF03C/RF04C) in a series of cabinets, and the worst impact of fires in the switchgear would be 
the loss of BUXA.  The fire damage state is defined as FDS6-1, and the CCDP would be the 
same as that of FDS5-2.  

5542-BUTA (BUTB or BUTC) is separate from other electrical cabinets; thus, fires in this 
switchgear would result in the loss of the respective switchgear.  This fire damage state is 
defined as FDS6-2, and the CCDP is estimated to be 1.59×10-6. 

5561BUYA (BUYB or BUYC) is located with 5561RF01A/02A (RF01B/02B or RF01C/02C) in 
a series of cabinets, as described above, and the worst potential impact would be the loss of 
5561-BUYA.  The fire damage state is defined as FDS6-3, and the CCDP would be the same as 
that of FDS5-3.  

5551 BUZA (BUZC) is separate from other cabinets; thus, fires in this switchgear would result 
in the loss of the switchgear.  The fire damage state is defined as FDS6-4, and the CCDP is 
estimated to be 1.59×10-6.  
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Thus, the CCDP of FDS6 can be estimated as follows:  

CCDP (FDS6) = 3/11 × CCDP (FDS6-1) + 3/11 × CCDP (FDS6-2) × 3/11 × CCDP (FDS6-3) + 
2/11 × CCDP (FDS6-4)  

    = (3 × 1.59×10-6 + 3 × 1.59×10-6 + 3 × 2.45×10-5 + 2 × 1.59×10-6)/11 
    = 7.80×10-6 

F.4.2.6 Second Set of Fire Scenario Event Trees 

Heading TR02:  Fires Transferred from the First Set of Fire Scenario Event Trees 

This heading represents the transferred fire frequency from the 2nd set of fire scenario ETs, and 
the fire frequency is 2.76×10-4/yr, as shown in Appendix G.  

Heading PL:  Not Fires in the Panel 

This heading represents the fraction of the panel fire frequency with respect to the transferred 
fire frequency; the fraction can be estimated as follows: 

F (PL)  = 1.95×10-5/2.76×10-4 

   = 7.07×10-2  

Heading TR:  Not Transient Fires 

This heading represents the fraction of the transient fire frequency with respect to the transferred 
fire frequency of TR03; this can be estimated as follows: 

F (TR)  = 1.27×10-4/(2.76×10-4 – 1.95×10-5) 
   = 0.50 

Heading WIC:  Not Welding/Cutting Induced Cable Fires 

This heading represents the fraction of the fire frequency of cable fires due to welding/cutting 
with respect to the remaining fire frequency from the transferred frequency; it can be estimated 
as follows: 

F (WIC) = 9.35×10-6/(2.76×10-4 - 1.95×10-5 - 1.27×10-4) 
   = 7.22×10-2 

The upper branch direction of this heading represents the remaining fire frequency, e.g., the 
welding/cutting-induced transient fire frequency.  

Heading SR:  Fires not in the Safety Related Cables or Areas 

For cable fires, this heading is the same as that described in the first set of ETs, and the same 
factor of 0.6 is used.   
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Heading SF:  Not Severe Fires 

This heading represents the likelihood of severe fires, once they are ignited in the ignition 
sources.  The severity factor for panel fires and transient fires is estimated to be 0.15 and 0.3, 
respectively, as described above.  

Heading WCD:  Fires not Occurring within Critical Distance from the Cable Trays 

The heading represents the likelihood that the transient fires can occur within a critical distance 
of the cable trays.  It is assumed that about 50% of vacant floor areas are filled with cables 
overhead, and the lowest elevation of the cable trays is 3.0m.  Thus, the factor for the transient 
fires would be 0.5.  It is considered that, for small transient fires can cause damage to the cables 
that are within the critical distance.  For severe transient fires, it is assumed that all fires can 
cause damage to or ignite cables above.  

Heading FD:  Fire Detection 

This heading is the same as that of the first set of ETs above.  

Heading EMFS:  Early Manual Fire Suppression 

Transient fires can cause damage to the cables if they are not suppressed at an early stage.  
Suppression is assumed to take 5 min. for severe transient fires and 10 min. for small fires.  

The manual non-suppression probability for 5 min. is 0.8, and that for 10 min. is 0.7.  However, 
the transient fires are likely to occur due to some operator activities in the area, and the operator 
is likely to be present around the fire origin.  This would enhance the fire suppression reliability.  
Considering this fact, the failure probability of early manual suppression is assigned to be 0.3.  

For the case of welding fires, the failure probability of early fire suppression system is assumed 
to be the same as that of the automatic suppression system, i.e., 0.07. 

Heading LMFS:  Late Manual Fire Suppression 

This heading is the same as that of the first set of ETs above.  

Heading CCDP:  Conditional Core Damage Probability 

From the 2nd set of fire scenarios, no additional fire damage states are defined.  The same fire 
damage states defined in the 1st fire scenario ET above are used here. 

F.4.2.7 Results of the Analysis 

The SCDF due to fires in room T174 is estimated to be 3.90×10-4/yr.  The dominant contributor 
to the SCDF is fire in the low voltage switchgear, which contributes 47.4% (1.85×10-6/yr) of the 
total SCDF.  The next significant contributor is the self-ignited cable fire, which contributes 
30.4% (1.19×10-6/yr).  
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The dominant fire scenario is that of severe fires (originating in the switchgear) that are not 
suppressed, resulting in damage to all cables, including those related to the Group 1 batteries.  
This fire scenario contributes 38.5% (1.50×10-6/yr) of the total SCDF.  The next significant fire 
scenario is that of self-ignited cable fires (originating in safety related cables) that are not 
suppressed, resulting in damage to all cables in the room.  This scenario contributes 14.1% 
(5.51×10-7/yr) of the total SCDF.  

As shown above, the dominant fire scenarios are related to switchgear fires and self-ignited cable 
fires.  As described earlier, fire retardant cables are known to have at least 10 times lower self-
ignited cable fire frequency than non-qualified cables.  If all cables located in this zone are 
considered to be flame retardant, then the SCDF is estimated to be 2.83×10-6/yr.   

Another potential means of reducing the SCDF involves establishing a fire barrier between 
channel A (odd) and channel C (even) equipment.   In the base case analysis, it is assumed that 
there is no fire barrier in the room. When the wall is considered to be the fire barrier, the SCDF 
from the fires in this room is estimated to be 9.52×10-7/yr.   

One of the potential concerns for this fire zone is that it may cause the loss of all battery power, 
in addition to the loss of the normal electrical power system.  In this case, the design features that 
open MSSVs automatically cannot be credited for the fire scenarios.  Thus, operators have to 
move to the SCA, actuate the EPS DG, and open the MSSVs within the available time.  The 
seismic PSA model for the generic CANDU 6 system used 0.1 probability as the HEP of opening 
the MSSVs.  Adding this HEP to the model, the SCDF is re-estimated, and the resulting SCDF is 
estimated to 3.74×10-5/yr. 

The results of the analysis are quite dependent on the assumptions, and the significant 
assumptions applied can be summarized as follows:  

• Damage to all cables located in this room would make all Group 1 safety systems for safe 
shutdown unavailable.  

• The switchgear located in this area have ventilation, and the top penetration is not fire-rated.  

• 60% of the cables in the room are safety related.  

• The lowest elevation of the cables are 3.0 m from the floor, and 50% of vacant floor areas 
have cable trays overhead.  

• For panels PL5551-PL4003, 4004, it is assumed that damage to the panels alone due to fire 
does not affect the safety function.  

• Some chargers and switchgear are located together in a series of cabinets.  Damage due to 
fires originating in one of the series of cabinets would be dependent on the location of the 
isolation breaker, the type of walls between cabinets, and the distance between cabinets.  It is 
assumed that any fires originating in one of the series of cabinets would cause damage to all 
the functions related to the series of cabinets. 
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The conditional SCDF of any trains/channels is estimated assuming damage to channel A.  This 
assumption is judged to be conservative, considering that damage to channel B is usually less 
significant than damage to channel A or channel C equipment. 
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Appendix G 
 

CANDU 6 Fire Events Analysis - Event Trees 
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Figure G-1  Fire Scenario Event Tree for FT001 
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Figure G-2  Fire Scenario Event Tree for FT174 (1) 
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Figure G-3  Fire Scenario Event Tree for FT174 (2) 
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Appendix H 
 

CANDU 6 Flood Events Analysis – Supporting Information 

H.1 Introduction 

The main purpose of this study was to obtain meaningful insights regarding flooding-induced 
risk.  The safety significance of flooding sources or flooding areas is based on the available flood 
sources and systems/equipment located in the areas.  For detailed information on the flood PSA 
methodology, see reference [H-1].  

For the flood sources/flood areas determined to be safety-significant, the SCDF is estimated by 
evaluating the flooding frequency in the area, developing the flooding scenarios and flood 
scenario ETs, and quantifying the CCDP for each flooding scenario using the plant models.  

The reference plant can be divided into three large flooding areas: Reactor Building (RB), 
Service Building (SB) and Turbine Building (TB).  Other buildings were not considered to be 
safety-significant in terms of flooding-induced risk. 

H.2 Determination of Safety Significant Flooding Sources or Flooding Areas 
from the Reactor Building 

In the case of LWR flooding PSAs, the RB is not considered to be safety-significant—it is 
usually screened out at the early stage of the analysis.  This lack of safety significance stems 
from the fact that the RB of LWRs contains few active safety related equipment, active 
equipment is located above the potential maximum flooding level, and the safety equipment is 
designed to be operable in case of containment spray system actuation.  

In case of generic CANDU 6 design, the RB contains relatively many active safety systems.  
Also, the RB contains transmitter rooms, which are located at the lowest elevation of the RB.  
The transmitter room contains instrumentation, the failure of which can lead to the loss of 
Group 1 control and monitoring functionality.  Thus, flooding in the generic CANDU 6 RB 
cannot be screened out at the early stage of the analysis and requires detailed evaluation.  

The following systems can cause flooding in the RB: 

• dousing tank  

• EWS reservoir connected to the fire water system and emergency water system 

• feed water  

• recirculated cooling water  

• shield cooling flow  

• moderator cooling flow  
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The dousing tank contains all the dousing water requirements, including an allowance for cycling 
wastage of 1556 m3 and 500 m3 for ECC, plus an unused volume of 114 m3.  A break in the 
dousing piping or the spurious actuation of the dousing system may cause flooding in the RB (up 
to 1556 m3 volume of flooding water).  

The transmitters and instrumentation in the transmitter room are located at an elevation of 2.6 m 
(0.2 m higher than the maximum floodable level).  Also, the junction boxes and terminal blocks 
is designed to be watertight so that actuation of the dousing system would not cause any damage 
to the safety systems, due to the intrusion of water.  Thus, a pipe break or spurious dousing will 
not impact the plant safety function.  However, flooding may affect the ability of the EWS to use 
the dousing system.  Nevertheless, after depletion of the dousing water, there remains 500 m3 of 
inventory for use in EWS, which allows operators about 5 hours for the actuation of the EWS 
pumps.  Since no other heat removal function is damaged in this flood scenario, the flooding 
scenario due to the spurious actuation of the dousing water, or due to dousing system pipe breaks 
can be considered to be negligible. 

The dousing tank has a connection to the medium-pressure ECCS, and the medium-pressure 
ECCS piping has a connection with the EWS lines, which connect to SGs.  When a break in the 
ECCS or EWS piping occurs inside the RB, it will drain the dousing water to the RB basement.  
Since the connection from the ECCS piping to the dousing tank is lower than the dousing 
connection, the break could cause all the water in the dousing tank to drain.  The total amount of 
floodable water is 2056 m3.  The flooding from this piping leads to EWS unavailability; thus, it 
requires a detailed evaluation. 

The EWS reservoir has a total inventory of 9.1×103 m3.  If the water were to flood the RB, the 
flood level would reach much higher than the lowest transmitter elevation.  From the fire hazard 
assessment for the RB, Rooms R-011 and R-111 contain some equipment related to Group 2 
control and monitoring functionality.  There is enough water inventory in the EWS reservoir to 
cause damage to this equipment.  

The EWS reservoir is connected to the RB via EWS piping and fire water piping.  The EWS 
system is not normally operating and is isolated from the RB by normally closed pneumatic 
valves (duplicated valves PV7 and PV107 to the SGs, and PV41 and PV141 to the ECCS).  
Thus, breaks in EWS piping alone cannot lead to the draining of the EWS reservoir into the RB.  
In order to flood the RB, the EWS pumps need to operate.  This will cause flow from the EWS 
reservoir to the RB via spuriously opened isolation valves and pipe breaks.  Considering that the 
EWS pumps are actuated manually and the isolation valves are tested per month, flooding via the 
EWS piping is not likely, and can be screened out for further evaluation.  

The fire water system consists of two 100% fire pumps and a jockey pump.  The pumps are 
located in the EWS pump house.  If there is a break in the fire water piping inside the RB, then 
the fire water pumps start automatically upon sensing the pressure drop, providing fire water to 
the broken pipes.  The maximum available inventory would be the same as that of the EWS 
reservoir (9.1×103 m3).  The fire water pumps are designed to stop automatically when the level 
of the EWS reservoir is depleted (by 2300 m3).  If the fire water pumps fail to stop automatically, 
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and if the operator does not manually stop the fire water pumps, then the RB will be flooded.  
Thus, the flooding scenarios due to fire water piping breaks need to be considered further. 

The other flooding sources in the RB are from the closed loop systems  - these inventories are 
judged to be limited, such that the flooding level cannot reach the elevation of the lowest 
transmitters.  Also, for this flooding source to be meaningful, it requires that the pumps 
continuously run.  However, once the pipes of this flooding source break, the pumps would 
automatically stop.  Therefore, the flooding flow would be stopped, or the flow rate will be 
significantly reduced.  Thus, this flooding source is not considered further. 

H.3 Determination of Significant Flooding Sources or Flood Areas for the 
Service Building 

The SB can be divided into four major floor elevations.  The lowest elevation (93.904 m) 
contains the spent fuel bay cooling and purification system, post-LOCA instrument air system, 
shield cooling system, ECC pump pit, ECC transfer switch, emergency air lock, and cable 
tunnels  

The second elevation (100.00 m) of the SB contains the ECC heat exchanger room, cable access 
area, D2O vapour recovery room, RB ventilation exhausts and other miscellaneous areas, such as 
the spent fuel handling area, radiation protection office, etc.  

The third elevation (105.410 m) of the SB contains the equipment airlock, motor control centre 
room, cable access area, and other miscellaneous areas.  The major flooding source is the fire 
water.   

The fourth elevation (109.22 m) of the SB includes the MCR, electrical equipment rooms, 
computer rooms, motor control centre room, air conditioning room, and other miscellaneous 
areas.  

The major flooding sources in this area are fire water, recirculated cooling water as a closed loop 
system, and medium-pressure ECCS and EWS connected to the dousing water system.  The 
flood rate of domestic water is quite limited and is not judged to be a significant flood source.  
Thus, domestic water is not considered further. 

H.3.1 First Elevation of the Service Building (93.90 m) 

The lowest elevation of the SB can be divided into several flooding areas.  The flooding area 
here is defined to be the area that can contain the flooded water for a reasonable time.  Thus, the 
barrier with a door or small penetration is considered to be the flood area.  The 93.90-m 
elevation of the SB can be broadly divided into the following flood areas: 

• FL-S01:  shield cooling pump room (S-011) area;  

• FL-S02:  emergency air lock (S-012, S-019) and ECCS pump pit area (S-S01), ECC pump 
transfer switch and laydown area (S-009), deuteration and de-deuteration area (S-004), 
moderator purification room (S-005); and  
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• FL-S03:  other areas (this area can be further divided into several flood areas).  

The significant flooding scenarios identified for these areas are as follows:  

• The EWS and MPECC piping of FL-S02 connected to the dousing tank is broken, and the 
flooding water propagates to the FL-S01 area via a left open door, resulting in the loss of the 
shield cooling pumps.  This failure would lead to the loss of the shield cooling system (the 
EWS being unavailable).  

• The RCW piping in the FL-S01 is broken, resulting in the loss of shield cooling flow (RCW 
system being unavailable).  

The fire water also has enough inventory to cause the loss of shield cooling flow, although the 
loss of shield cooling flow alone is not judged to be significant, considering the pipe failure 
frequency and capability of isolating the flood sources, as well as a relatively low CCDP.  The 
rupture of the RCW piping located in other areas may cause the loss of RCW or RSW, but again 
it is not considered to be a major concern here, since the major impact of the breaks on the safety 
function would be the loss of RCW. 

H.3.2 Second Elevation of the Service Building (100.00 m) 

The PSA-credited equipment located at the second elevation includes the ECC heat exchangers.  
There is no other safety related equipment located in this area.  The major flooding source in this 
area is the fire water system.  The RCW system and domestic water system are considered not be 
significant, due to their limited inventory and their small flow rates.  

The ECC heat exchangers are located in the S-44 room, which is connected to the corridor 
(S-148) and the D2O vapour recovery room (S-146).  The corridor is also connected to other 
rooms and stairs via doors.  Thus, it would take a significant time for the flows from fire water-
piping breaks to cause damage to the ECCS heat exchangers.  Also, a loss of ECCS does not 
affect the CCDP.  Considering the low CCDP and the capability to isolate the flooding in a 
relatively small period of time, the flooding in this area is judged not to be significant and is not 
considered further. 

H.3.3 Third Elevation of the Service Building (105.40 m) 

The PSA-credited equipment located at the third elevation of the SB is quite limited.  The 
equipment identified includes two Class III 480V AC MCCs and two Class IV 480V AC MCCs, 
which are located in room S-246.  The major flooding source in this elevation is fire water, and 
room S-246 does not have flooding sources of fire water. The fire water runs off the edge of the 
room through the handrail and falls down to room S-144 (ECC heat exchanger room).  The 
CCDP estimated for the case that all MCCs are unavailable is not significant.  Taking into 
account the low CCDP and the fact that the room does not contain a flooding source, as well as 
the time available for isolating the flooding sources, the flooding is judged to be not significant 
and is not considered further. 
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H.3.4 Fourth Elevation of the Service Building 

The fourth elevation of the SB includes the MCR (S-326), electrical equipment Rooms (S-327 
and S-328), computer room (S-329), HVAC equipment room, and MCC rooms.  The major 
flooding sources in these areas are fire water and domestic water.  The main control area 
includes the MCR (S-326), work control office (S-324), kitchen (S-333), and washroom.  The 
MCR has a lot of PSA-credited equipment, and is a major concern for PSA work.  The MCR has 
a flooding source of domestic water piping, which is located in the kitchen and toilet.  The 
flooding rate from the domestic water-piping break is judged to be quite limited.  The MCR is 
always occupied by operators and is also equipped with 4” drain lines, which is judged to have 
enough capacity to drain the flooded water from a domestic piping break.  Considering the low 
flow rate of domestic water, the provisions of drain lines, and continuous occupation of this area, 
flooding in this area is judged to be negligible.  

In Room S-328, there is a fire hose station at the northwest wall of the room.  If the piping of the 
fire water breaks, it could flood the area.  This room has two 4” floor drains, and the capacity of 
the drains is judged to accommodate the flood flow from breaks of the fire water piping.  The 
piping length of the fire water in this room is judged to be quite short, since the piping comes 
from below.  The use of fire water in this room to suppress the fire is a final measure that is taken 
after trying to suppress the fire by using portable fire extinguishers and CO2 fire extinguishers.  
However, the impact of flooding could be loss of the main control area, which is judged to be 
significant.  Thus, the flooding scenario is judged to require further evaluation.  

At Room S-304, there are two MCCs of PSA-credited equipment (5532-MCC20C, 
5532-MCC21A).  This room does not have any flooding sources, and water in this room would 
mostly cascade over the edge of the floor under the handrail, down into the cable access area.  
Also, the impact of flooding on the safety function is not significant.  Thus, flooding in this room 
is judged to be negligible and can be screened out. 

H.4 Determination of Significant Flooding Sources or Flood Areas from the 
Turbine Building 

The TB can be divided into six major floor elevations.  Each elevation can be considered to be 
one large flooding area.  The walls along column lines N, 11 and L of the TB are leak tight and 
consist of pressure-retaining reinforced concrete walls from the basement up to the floor.  This 
construction protects the RCW, IA, AFW, and Class I and II power inside the auxiliary TB from 
steam line breaks inside the turbine hall.  These walls can be considered to be flood barriers; 
thus, each elevation can be further divided into several flooding areas.  The description for each 
elevation and potential flooding area is provided below. 

H.4.1 Elevation of 85.50 m or Below 

The lowest elevation of the TB (85.50 m or below) can be divided into two flooding areas 
(FL-T01, FL-T02), the barrier between which is the wall of column 14 and between columns N 
and M.  FL-T02 is the area that contains RCW heat exchangers and the RCW heat exchanger pit.  
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This area extends to the ceiling elevation of 96.10 m.  The steam barriers bound this area from 
other TB areas.  

The major flood source for FL-T02 is RSW, which is unlimited seawater.  The flood rate from 
the flooding source is quite high; thus, this flooding source is judged to be potentially safety–
significant, and requires further evaluation.  This area also has fire water as a flooding source.  
Considering the limited floodable space for this area, the flooding source is judged to require 
further evaluation. 

The remaining area of the 85.50-m elevation or below can be considered to be the flood area 
FL-T01.  This area is extended to above the 85.5 m elevation till the ceiling height of the TB, 
since this area is connected via gratings or stairs.  Thus, any flood from the above elevation 
would directly drain to this area.  This area contains all condensate pumps, including the aux-
condensate pump, condensate vacuum pumps, and other miscellaneous components.   

The major flooding sources of area FL-T01 are the CCW and the RSW systems.  The floodable 
water for the flooding sources is unlimited, since these sources use seawater.  The flood rate 
from the flooding sources is judged to be quite high, and flood waters can propagate to other 
areas in a short time if there is a propagation path.  As a result, flooding from the flood sources 
may be safety–significant, and are judged to require further evaluation.  This area also contains 
fire water, which has a floodable volume of 2300 m3.  Thus, although the flood rate is judged to 
be quite small compared to that of the RSW and CCW systems, the fire water is also judged to 
require further evaluation. 

H.4.2 Elevation of 87.50 m 

The 87.50-m elevation of the TB can be divided into the condenser area, RCW heat exchanger 
area, main feed water pumps and aux-feedwater pump area, and instrument air equipment areas. 
As described above, the condenser area is considered to be part of flood area FL-T01, and the 
RCW heat exchanger area is considered to be part of flood area FL-T02.  The feed water pump 
areas and instrument air equipment areas can be considered to be other flood areas, FL-T03 and 
FL-T04, respectively, which are bounded by steam barriers from other TB areas.  

The major flooding sources in the FL-T03 flood area are fire water, feed water and RCW.  The 
feed water is a closed loop; thus, the floodable inventory is judged to be limited.  Also, various 
potential feed water break events are already considered in the internal events PSA.  Therefore, 
the flood source of feed water is judged to be not safety-significant.  The flood source of RCW is 
also a closed loop.  The driving force of RCW flow is the pump.  When the RCW pipe breaks, 
the RCW pumps stop or upon low expansion tank level among others.  Thus, flooding flow 
would be mainly forced by gravity—this is judged to be quite limited.  Therefore, the flooding 
source of RCW is considered to be negligible.  The fire water has enough inventory to damage 
feed water pumps, and flood waters may propagate to FL-T02 to cause the stoppage of the RSW 
pumps upon a high RCW heat exchanger pit level.  Thus, the flood sources of fire water in this 
area need to be considered further.  
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The major flooding sources in the FL-T04 flood area are fire water and RCW.  The impact of fire 
water is judged to be limited to the loss of instrument air, which has a relatively low CCDP, as 
shown in the internal events PSA.  Therefore, the fire water is judged to be not safety–
significant, and is not considered further.  As in the case of RCW in the TB03 flood area, the 
flood source of RCW is considered to be negligible—the TB04 flood area is not considered 
further.  

There are other areas in the direction of the SB, which mainly contain HVAC equipment.  These 
areas can also be further divided into several flood areas.  However, these areas do not have any 
significant flood sources, and the impact of flooding in these areas is limited to the loss of 
HVAC equipment, which is estimated to have a low CCDP in the internal events evaluation.  
Therefore, this area is not considered further in the evaluation. 

H.4.3 Elevation of 96.10m 

The 96.10-m elevation of the TB can be divided into the condenser area, RCW pumps area, SG 
blowdown tank area, chilled water chillers and pumps area, and HVAC equipment area. 

As described above, the condenser area is considered to be included in the FL-T01 flood area.   

The RCW pumps area can be considered as a flood area, designated here as FL-T05.  The major 
flood sources in this area are the RCW and fire water systems.  Breaks of the RCW piping would 
be limited to the loss of RCW.  Since the RCW is a closed loop and has limited inventories, 
propagation of the flow to other areas is not considered.  The worst case flood scenario in this 
area would be the loss of RCW, and this event is judged to be included in the internal events 
evaluation as a complete loss of RSW.  Thus, the flood scenario is not considered here.  

Flooding due to fire water would also cause a loss of RCW flow, although this event is not 
considered in the internal events evaluation.  Thus, this failure is judged to require further 
evaluation for flood area FL-05.  

The SG blowdown tank area is considered to be a potential flood area.  In this area, no PSA-
credited equipment is present.  However, a small RSW cooling flow for the SG blowdown tank 
is judged to pass through this area.  The RSW flow rate is estimated to be 875 L/min.  Since the 
flow rate is quite small and this area does not have any safety related equipment, breaks of the 
piping do not affect the safety function.  Thus, this area is not considered further.  

The chilled water chillers and pumps area can be considered to be another flooding area, 
FL-T06.  The major flood source in this area is fire water and RSW.  Since this area contains the 
equipment of the chilled water system, the impact of fire-water-induced flooding would be 
limited to the loss of the chilled water system.  The flood can be propagated to FL-T01 via the 
door, or to the HVAC equipment area of this elevation via a 19-cm-high curb.  However, the 
impact of flood propagation to these areas is judged to be not significant, since the PSA-credited 
equipment located in this area is only condensate pumps and an aux-condensate pump (FL-T01).  
The flood rate due to a break in fire water piping is also judged to be small, considering the 
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floodable space of FL-T01.  Thus, the flood scenario due to a fire water pipe break is judged to 
be not significant and is not considered further.  

In this area, the RSW piping that supplies cooling water to the chillers are present.  The 
maximum operating flow rate of RSW is 272 L/s.  Breaks in this piping would lead to the loss of 
chilled water, if it were not isolated within the allowable time.  However, closing 7131-MV7009, 
which would maintain RCW system availability, can isolate the flood.  Since the flow rate of the 
RSW piping breaks is judged to be limited, the available time for operators to isolate the flood 
before flood propagation to other areas is sufficient.  Thus, this flood scenario can be screened 
out.   

At the north end of column L of the TB, some HVAC equipment is located.  This area could be 
divided into several flooding areas, since it has steam barriers to separate the area.  However, this 
area does not have any significant flood sources, and the impact of flooding in this area on the 
safety function is judged to be quite limited.  Thus, this area is not considered for further 
evaluation. 

H.4.4 Elevation of 103.24 m 

The 103.24-m elevation of the TB can be divided into the turbine hall and feed water heater area, 
high voltage switchgear room (elevation of 101.00 m), cable tray room (elevation of 108.20 m), 
even standby DG room, odd standby DG room, and HVAC equipment area.  The turbine hall and 
feed water heater area is considered to be an extension of the flood area FL-T01.  

The high voltage switchgear room bounded by steam barriers is considered to be one flood area.  
The flooding source in this area is fire water from the pre-action sprinkler system.  The fire water 
piping in this room is dry, and breaks of the piping would not result in flooding.  However, the 
spurious actuation of the fire water system may cause flooding of this room.  The major impact 
would come from the sprayed water over the electrical cabinets.  Spurious actuation requires the 
fire actuation signal and the melting or rupture of the fusible links of the sprinkler heads.  It is 
judged that it is not likely that all the fusible links at the sprinkler heads would rupture at the 
same time.  Thus, the flood scenario due to the spurious actuation of the sprinklers is not 
considered further.  

The cable tray room located just above the high voltage switchgear room can be considered as 
one flood area.  The steam barriers and walls also bound the room.  The flooding source in this 
room is from the fire water pre-action sprinkler system.  The PSA-credited equipment in this 
room is cabling, which is not susceptible to flooding.  Also, spurious actuation of the sprinkler 
system is not likely, as described above.  Thus, the flood scenario for this room is not considered 
further.  

Each standby DG room can be considered to be a flood area, bounded by walls or doors.  The 
DGs are air-cooled; thus, there are no flood sources related to cooling water in this area.  The 
only flood source in this room is fire water.  Each DG room contains an even and odd standby 
DG, respectively.  The flood flow rate of fire water is small and the impact of the flooding would 
be limited to the damage of one DG.  The potential propagation to FL-T01 via the an open door 
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is judged to be negligible, considering the large floodable volume of FL-T01 and the low flood 
flow rate. 

Considering that damage to the standby DG alone has a relatively low CCDP and considering the 
limited propagation path, the flooding of the standby DG is not considered further. 

The HVAC equipment area is not considered further, for the same reason as that described for 
other HVAC equipment areas at other elevations. 

H.4.5 Elevation of 112.45 m 

The 112.45-m-elevation area of the TB can be divided into the low voltage switchgear room, 
heater and main steam piping area, and HVAC equipment area.  The HVAC equipment area is 
not considered further, for the same reason as that described above.  

The heater and main steam piping areas are considered to be the extension of the FL-T01 flood 
area.  The low voltage switchgear room can be considered to be a flooding area, bounded by the 
walls and steam barriers.  The flood source in this area is the fire water of the pre-action 
sprinkler system.  Thus, this area is not considered to be safety-significant, for the same reason 
as that described for the high voltage switchgear room. 

H.4.6 Elevation of 119.70 m 

The 119.70-m-elevation area of the TB can be divided into the inverter room, battery room, and 
deaerator storage tank area.  Each of these areas can be considered to be a flood area.  There are 
no flood sources in the battery room, except a small piping of domestic water.  The drains 
installed in this room can accommodate the break flow of domestic water piping.  Thus, the area 
is not considered further.  

The flood sources for the deaerator storage tank area are the deaerator tank itself, and the fire 
water system.  This area contains four PSA-credited MCCs: 5434-MCC31, MCC32, 
5433-MCC50, and MCC51.  This area is connected to the elevation area below (HP Heater and 
main steam line piping area) via openings and stairs.  The worst flood scenarios due to fire water 
breaks involve the loss of the MCCs located in this area.  Damage to the MCCs does not affect 
the safety function; thus, the scenario can be screened out. 

The worst case flood scenario due to feed water line breaks connected to the deaerator storage 
tank would involve the loss of feed water, with the MCCS being unavailable.  As described 
above, the MCCs do not affect the safety function, so that the major scenario would be the loss 
of feed water.  This event is judged to be considered in the internal events analysis, and can be 
screened out here. 

The inverter room is considered to be a flood area (FL-T06) bounded by steam barriers, walls, 
and doors.  The flood source in the inverter room is the fire water.  In this room, there are two 
fire hose cabinets, and the pre-action sprinkler system is installed in this room.  The worst case 
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flood scenario would involve the loss of all Group 1 Class I and Class II electrical power.  This 
scenario is judged to be significant and needs to be evaluated in detail. 

H.5 Detailed Analysis For Flood Area T02 

The flood area T02 is located at the lowest elevation in the TB (85.50 m) and extends to 87.50 m, 
with a ceiling elevation of 96.10 m.  This area is separated from the FL-T01 area via steam 
barriers and two series of doors, and from the FL-T03 area via steam barriers and a door.  This 
area contains four RCW heat exchangers, RCW heat exchanger isolation valves and other 
equipment, such as RCW heat exchanger vacuum pumps. 

The flooding sources in this area are RSW and fire water systems.  The RCW system itself can 
also be a flood source, but is not considered here, since it does not affect the other safety 
systems. 

The flood scenario ET for the flood in FL-T02 is shown in Appendix I. 

H.5.1 Flood Frequency Estimation 

In this area, there are four RCW heat exchangers and related inlet and discharge isolation valves.  
Each inlet line to the heat exchanger and each discharge line are considered to be a segment.  
The size of all the pipes is conservatively considered to be the same as the largest one, i.e., 66 
inches.  On each inlet and discharge line there is an expansion joint—a total of eight expansion 
joints are located here.  Therefore, the flood frequency from the RSW lines can be estimated as 
follows: 

 Fpipe (RSW) = 8 × 1.0×10-9/yr × 8760/yr = 7.0×10-5/yr 

 Fexj(RSW)  = 8 × 2.5×10-4/yr = 2.0×10-3/yr 

 Fmov(RSW) = 8 × 1/18 × 1.3×10-8/hr × 8760 hr/yr = 5.06×10-5/yr 

Thus, the total flood frequency due to the RSW line is estimated to be 2.12×10-3/yr, and the flood 
frequency can be categorized as follows: 

 FRsw (large) = 2.12×10-3/yr × 0.1 = 2.12×10-4/yr 

 FRsw(medium) = 2.12×10-3/yr × 0.3 = 6.36×10-4/yr 

 FRsw  (small)  = 2.12×10-3/yr × 0.6 = 1.27×10-3/yr 

In this area, one wet pipe sprinkler system and one fire hose cabinet are installed.  Each fire 
water line to the sprinklers and to the fire hose cabinet is considered to be a segment.  Thus, the 
flood frequency due to the fire water line can be estimated as follows:  

 Fpipe(FW)  = 2 × 1.0×10-9/yr × 8760/yr = 1.75×10-5/yr  
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Therefore, the total flood frequency in this area is estimated to be 2.14×10-3/yr, and the 
frequency can be categorized as follows:  

 FFw (large)  = 1.75×10-5/yr × 0.1 = 1.75×10-6/yr 

 FFW (medium) = 1.75×10-5/yr × 0.3 = 5.25×10-6/yr 

 FFW (small) = 1.75×10-5/yr × 0.6 = 1.05×10-5/yr 

H.5.2 Flood Growth and Flood Scenarios 

When the flood occurs in this area, it will accumulate in the RCW heat exchanger pit area, at an 
elevation of 85.5 m.  The level switches (67134-LS4491, 4492, 4493) located in the pit are 
interlocked with the RSW pumps and the RSW side isolation valves on the RCW heat 
exchangers.  A high water level signal in the pit from the level switches (2/3 logic) automatically 
trips the operating RSW pumps, and isolates the RCW heat exchanger valves.  

When the flood level still rises, operators may recognize that the flood is caused by the fire water 
or other flooding sources, and they may take appropriate action to isolate the flood.  If operators 
fail to isolate the flood, then the flood could propagate to other areas.  This area is connected to 
flood area FL-T01 via steam barrier walls and two series of doors, and to FL-T03 via a door and 
steam barrier walls.  When the flood propagates to FL-T01 and the flood level reaches the 
critical height of the condensate extraction pump, it will render the condensate system 
unavailable.  

If the flood propagates to FL-T03 and the flood level reaches the critical height of the feed water 
pumps, then it will render the entire feed water system unavailable.  The available time for 
operators to stop the flood is estimated as follows.  

The flow rate from complete breaks of the RSW lines can be estimated using the following 
equation:   

 QF.R (pipe) = 0.525 × C × D2 × (Dp/ρ)½ 

    = 0.525 × 1 × 662 × (55/65.5)½ 

    = 2096 ft3/sec 

    = 3564 m3/min. 

The maximum RSW pump flow rate is 208.2 m3/min, and there are four RSW pumps that can be 
considered to provide the flow.  Thus, the total flow rate would be  

 QF.R (pump) = 4 × 208.2 m3/min 

     = 832.8 m3/min  

Comparing the maximum RSW pump flow rate and the orifice flow rate, the pumping flow rate 
is considered to be the maximum flow rate due to RSW line breaks.  The flood flow rate can be 
categorized as follows:  

 QRsw (large) = 832.8 m3/min. 
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 QRsw (medium) = 832.8/3 = 277.6 m3/min. 

 QRsw (small) = 832.8/6 = 138.8 m3/min. 

The fire water pipes maintain a pressure by operating jockey pumps.  In the case of pipe breaks, 
one main fire pump starts automatically when the system pressure drops to 150 psig, and the 
other fire pump also starts automatically if the system pressure drops to 140 psig.  The nominal 
flow rate of a fire pump is 157.7 litre/sec (9.46 m3/min).  Thus, the maximum flow rate through 
the pipe break would be 311.4 litre/sec (18.92 m3/min.).  

As described above, the flow rate of large, medium and small pipe breaks is estimated as 
follows.  

 Qfw (large)  = 18.92 m3/min. 

 Qfw (medium) = 18.92 m3/min./3 = 6.3 m3/min. 

 Qfw (small) = 18.92 m3/min./6 = 3.15 m3/min.  

Since the RSW pumps automatically trip upon a high RCW heat exchanger pit level, any flood 
occurring in this area will cause pump trips before operator intervention is needed.  

The flood may continue to grow due to the failure of automatic RSW pump trips, or due to other 
flood sources.  Thus, the next concern with respect to the flood would be potential damage to the 
condensate pumps or feed water pumps via flood propagation.  Before the pumps are damaged, 
operators can isolate the flooding by manual stopping the RSW fire water pumps.  The available 
time for the operators can be estimated as follows:  

 Top = (floodable volume)/(flood propagation rate)  

The floodable volume past which the condensate pumps could sustain damage is estimated above 
to be 7381 m3, and the floodable volume past which the feed water pumps can be estimated as 
follows:  

 Floodable volume (feed water pumps) = floodable volume of TB02 +  
           floodable volume of TB03  

 F.V. (TB02)    = floodable surface of FL-T02 × critical height ×  
           vacancy factor  

        = 23.7 × 28.1 × (87.50 m + 1.0 m – 85.50 m) × 0.6 

        = 1198.7 m3.  

 F.V. (TB03)    = floodable surface of FL-T03 × critical height × 
           vacancy factor 

        = 1034 m2 × 1.0m × 0.6 

        = 620.0 m3  

Therefore, F.V. (feed water pumps)  = 1818.7 m3 
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If the doors between the flood areas are left open, then it is assumed that the flood flow rate is 
directly propagated to the area.  If any one of the doors is closed, then the propagation flow rate 
would be the flow rate under the doors. 

The RSW flooding propagation flow rate to FL-T03 under the door can be estimated assuming 
that the flood depth is the height from the elevation of the door to the ceiling:   

 F.R.under door (RSW) = 448.8 (0.7021 + 0.0074 W) a W {2g(H-a)}0.5 gpm.  

      = 448.8 (0.7021 + 0.0074 × 4) × 0.125 × 4 × {2 × 32.2 × 28.2}0.5  

      = 6997 gpm  

      = 26.4 m3/min.  

The fire water flooding propagation flow rate to FL-T03 under the door can be estimated 
assuming that the flood depth is the critical height of the feed water pumps.  Thus, the fire water 
flood propagation rate under the door is  

 F.R.under door (FW)  = 448.8 (0.7021 + 0.0074 W) a W {2g(H-a)}0.5 gpm.  

      = 448.8 (0.7021 + 0.0074 × 4) × 0.125 × 4 × {2 × 32.2 × 3.28}0.5  

      = 2386 gpm  

      = 9.0 m3/min.  

The available time for the operators to isolate the flooding before propagation via the door that 
was left open can be estimated as follows:  

For flooding due to RSW line breaks 

 Top (RSW-large-door left open–condensate pumps)  
  = 7381/832.8 = 8.86 min. 

 Top (RSW-med.-door left open-condensate pumps) 
  = 7381/277.6 = 26.6 min. 

 Top (RSW-small-door left open -condensate pumps) 
  = 7381/138.8 = 53.2 min. 

 Top (RSW-large-door left open–feed water pumps) 
  = 1819/832.8 = 2.18 min. 

 Top (RSW-med.-door left open-feed water pumps) 
  = 1819/277.6 = 6.55 min. 

 Top (RSW-small-door left open-feed water pumps) 
  = 1819/138.8 = 13.1 min. 

For flooding due to fire water line breaks 

 Top (FW-large-door left open–condensate pumps) = 7381/18.9 = 390 min. 

 Top (FW-med.-door left open-condensate pumps) = 7381/6.3 = 1172 min. 
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 Top (FW-small-door left open-condensate pumps) = 7381/3.2 = 2343 min. 

 Top (FW-large-door left open–feed water pumps) = 1819/18.9 = 96.2 min. 

 Top (FW-med.-door left open-feed water pumps)  = 1819/6.3 = 289 min. 

 Top (FW-small-door left open-feed water pumps) = 1819/3.2 = 568 min. 

The time available for operators to isolate the flooding before propagation under the door can be 
estimated as follows: 

 Top = F.V. of T-02/flood rate + F.V. of propagated area/propagation flow  

For flooding due to RSW line breaks 

 Top (RSW-large-under door–feed water pumps) 
  = 1198.7/832.8 + 620/26.4 = 24.9 min. 

 Top (RSW-med.-under door-feed water pumps) 
  = 1198.7/277.6 + 620/26.4 = 27.8 min. 

 Top (RSW-small-under door-feed water pumps) 
  = 1198.7/138.8 + 620/26.4 = 32.1min. 

For flooding due to fire water line breaks 

 Top (FW-large-under door–feed water pumps) 

  = 1198.7/ 18.92 + 620/9.0 = 132.3 min. 

 Top (FW-med.-under door-feed water pumps)  

  = 1198.7/6.3 + 620/6.3 = 289 min. 

 Top (FW-small-under door-feed water pumps)  

  = 1198.7/3.2 + 620/3.2 = 568 min. 

Assuming that it would take 5 min. for operators to stop the RSW pumps at the MCR, and that it 
would take 10 min. for operators to stop the feed water pumps at the local MCC, the failure 
probability of operators to isolate the flood within the allowable time can be estimated as 
follows:   

 HEP (RSW-large-door left open–condensate pumps: 8.86 min.) 
  = 1.0 

 HEP (RSW-med.-door left open-condensate pumps: 26.6 min.) 
  = 1.0×10-2 + 0.2 × 0.2   = 5.0×10-2  

 HEP (RSW-small-door left open-condensate pumps: 53.2 min.) 
  = 1.0×10-3 + 0.2 × 0.2   = 4.1×10-2 

 HEP (RSW-large-door left open–feed water pumps: 2.18 min.) 
  = 1.0 
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 HEP (RSW-med.-door left open-feed water pumps: 6.55 min.) 
  = 1.0 

 HEP (RSW-small-door left open-feed water pumps: 13.1 min.) 
  = 1.0 

 HEP (RSW-large-under door–feed water pumps: 24.9 min.) 
  = 1.0×10-2 + 0.2 × 0.2   = 5.0×10-2 

 HEP (RSW-med.-under door-feed water pumps: 27.8 min.) 
  = 1.0×10-2 + 0.2 × 0.2   = 5.0×10-2 

 HEP (RSW-small-under door-feed water pumps: 39.0 min.) 
  = 1.0×10-3 + 0.2 × 0.2   = 4.1×10-2 

 HEP (FW-large-door left open–condensate pumps: 390 min.) 
  = 1.0×10-5 + 0.2 × 0.2 × 0.2 × 0.2 = 1.6×10-3 

 HEP (FW-med.-door left open-condensate pumps: 1172 min.) 
  = 1.0×10-5 + 1.0×10-4   = 1.1×10-4 

 HEP (FW-small-door left open-condensate pumps: 2343 min.) 
  = 1.0×10-5 + 1.0×10-4   = 1.1×10-4 

 HEP (FW-large-door left open–feed water pumps: 96.2 min.) 
  = 1.0×10-4 + 0.2 × 0.2 × 0.2  = 8.1×10-3 

 HEP (FW-med.-door left open-feed water pumps: 289 min.) 
  = 1.0×10-5 + 0.2 × 0.2 × 0.2 × 0.2 = 1.6×10-3  

 HEP (FW-small-door left open-feed water pumps: 568 min.) 
  = 1.0×10-5 + 1.0×10-4   = 1.1×10-4 

 HEP (FW-large-under door–feed water pumps: 132.3 min.) 
  = 1.0×10-4 + 0.2 × 0.2 × 0.2  = 8.1×10-3 

 HEP (FW-med.-under door-feed water pumps: 289 min.) 
  = 1.0×10-5 + 0.2 × 0.2 × 0.2 × 0.2 = 1.6×10-3 

 HEP (FW-small-under door-feed water pumps: 568 min.) 
  = 1.0×10-5 + 1.0×10-4   = 1.1×10-4 

H.5.3 Estimation of Severe Core Damage Frequency 

The flood scenarios for the FL-T02 area are shown in Appendix I.  As shown in the figure, the 
scenarios resulted in three flood damage states.  FDS1 describes the state where the RSW system 
is not available, due to the automatic stopping of the RSW pumps or due to RSW line breaks.  
The CCDP for the damage state is estimated to be 2.47×10-4.  FDS2 describes the state where the 
flood causes damage to the feed water pumps, resulting in both RSW system and feed water 
system unavailability.  The CCDP for the damage stage is estimated to be 9.87×10-3.  FDS3 
describes the state where the flood causes damage to both condensate pumps and feed water 
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pumps, resulting in the loss of RSW, feed water and condensate pumps.  The CCDP of this 
damage state is estimated to be 9.87×10-3.  

The SCDF due to the flood is estimated by multiplying the CCDP by each flood scenario 
frequency.  The SCDF due to each flood scenario is shown in Appendix I.  The total SCDF from 
the flood in TB02 is estimated to be 5.56×10-7/yr.  

The dominant scenarios involve the case where the flood causes automatic trips of RSW pumps 
on the RCW heat exchanger pit level “high” indication, resulting in the loss of the RSW system.  
These flood scenarios contribute 93.3% (5.19×10-7/yr) of the total SCDF.  The dominant cause of 
RSW line breaks is identified to be the rupture of the expansion joint.  Thus, after the automatic 
trip of the RSW pumps, operators may recover the RSW pumps after isolating the expansion 
joint, by closing the related MOVs.  This recovery action is not considered in this preliminary 
analysis.  Considering the recovery action, the SCDF is expected to be lower than the estimate 
provided in this analysis. 

H.6 Detailed Analysis of FL-T06 (Inverter Room) 

The inverter room contains Group 1 Class I and Class II electrical cabinets, and other Group 1 
Class III MCCs.  Walls and doors bound this room; thus, it can be considered as a flooding area.  
As described above, the major flooding sources are firewater from the fire hose cabinet. 

The flood scenario ET for the flood in FL-T06 is shown in Appendix I. 

H.6.1 Flood Frequency 

There are two fire hose cabinets in this room.  Each pipe to the hose cabinet can be considered to 
be a segment, and thus, the flood frequency can be estimated as follows:  

 F(FW)   = 2 × 1.0×10-9/hr × 8760hr/yr = 1.75×10-5/yr.  

The flood frequency can be divided into the following categories, as described above: 

 Flarge (FW)  = 0.1 × 1.75×10-5/yr  = 1.75×10-6/yr 

 Fmed. (FW)  = 0.3 × 1.75×10-5/yr = 5.25×10-6/yr 

 Fsmall (FW)  = 0.6 × 1.75×10-5/yr = 1.05×10-5/yr 

H.6.2 Flood Growth and Flood Scenarios 

If fire water pipe breaks occurs, it will accumulate in the area, since walls and doors bound the 
area.  

The flood flow rate from fire water pipe breaks is estimated above as follows:  

 Qfw (large)  = 18.92 m3/min. 

 Qfw (medium) = 18.92 m3/min./3 = 6.3 m3/min. 
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 Qfw (small) = 18.92 m3/min./6 = 3.15 m3/min. 

There are seven doors leading out of this room.  Five of the adjoining rooms are connected to the 
battery room, which is located on a 180 mm high curb.  Considering that the critical height of the 
electrical cabinets is 6 in. (154 mm), the flooded firewater cannot propagate to the battery rooms 
before damaging the electrical cabinets in this room.  

One door is connected to the deaerator storage tank area, and the remaining door is connected to 
the stairwell, which leads to the low voltage switchgear and MCC rooms.  This area is assumed 
to have a drain of 4 in.  Thus, the firewater can exit the room under the doors and via the drains; 
this could give operators additional time to react properly.  

The outgoing flow rate under the door can be estimated as follows, assuming a mean flood 
height of ½ of the critical height.  Thus, the outgoing flow rate under the door is  

 O.R.(FW)  = 448.8(0.7021 + 0.0074 W) a W {2g(H-a)}0.5 gpm.  

    = 448.8 (0.7021 + 0.0074 × 4) × 0.125 × 4 × {2 × 32.2 × 0.25}0.5  

    = 658.8 gpm  

    = 2.50 m3/min.  

Since there are two doors out of which the floods can flow, the total outgoing flow rate would be 
5.0 m3/min.  

Assuming that there is one 4-in. floor drain and the mean flood height is ½ of the critical height, 
the outgoing flow rate via drains can be estimated as follows:  

 FR(Drain) ~ 7.6 d H3/2 (ft3/sec)  

    = 7.6 × 0.33 × 0.253/2 

    = 0.31 ft3/sec  

    = 0.53 m3/min. 

The floodable volume of the room for all electrical cabinets damage is estimated below:  

 F.V.(electrical cabinets) = floor area × critical height × vacancy factor  

The vacancy factor for the room occupied by electrical cabinets is assumed to be 0.8, and the 
critical height of the electrical cabinets is assumed to be 6 in. (0.15 m).  Thus,  

 F.V.(electrical cabinets) = 7.62 × 47.2 × 0.15 × 0.8 

      = 43.2 m3  

Then, the available time for operators to isolate the flooding is  

 Top (large)  = 43.2/(18.9 – 2.50 × 2 –0.53) = 3.23 min. 

 Top (medium) = 43.2/(6.3 – 2.50 × 2 – 0.53)  = 56.1 min. 

 Top (small)  = 43.2/(3.2 – 2.50 × 2 - 0.53)   = ∝   
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When the pipe breaks occurs, one firewater pump starts automatically upon low supply header 
pressure, and when the pressure continues to decrease, the second pump also starts automatically.  
The actuation of the firewater pumps would be alarmed at the MCR.  After sensing the firewater 
actuation alarm, operators should identify whether the cause of the alarm is an actual fire or from 
a pipe break; in the case of a pipe break, the location of the break needs to be identified, in order 
to isolate the flooding by closing the manual valves.  The firewater pumps can only be stopped at 
the local control panels.  Thus, the HEP to stop the firewater pumps before the electrical cabinets 
in the room are damaged can be estimated as follows: 

 HEP(large; 3.23 min.)  = 1.0 

 HEP(medium; 56.1 min)  = 1.0×10-3 + 0.2 × 0.2 × 0.2 = 9.0×10-3 

 Top (small; ∝  min.)  = negligible  

The outgoing flow to the stairs via the door would accumulate at the 101.00-m elevation of the 
stairs, and it would propagate to the high voltage switchgear room via the door. If the flood were 
not stopped, it would cause damage to the high voltage electrical cabinets. The floodable volume 
of the high voltage switchgear room is estimated as follows:  

 F.V.(high voltage switchgear) = 15.24 × 47.2 × 0.15 × 0.8 
       = 86.4 m3  

The incoming flow rate to this room would be the same as that of the outgoing flow rate under 
the door.  Thus, the available time for operators to stop the flood can be estimated as follows:  

 Top (all–switchgear room) = 86.4/2.5 = 34.6 min.  

The HEP to stop the firewater pumps can be estimated as follows:  

 HEP(all-switchgear room; 34.6 min.) = 1.0×10-2 × 0.2 × 0.2 = 5.0×10-2  

H.6.3 Estimation of Severe Core Damage Frequency 

If all the electrical cabinets in the inverter room are damaged, then this will lead to the loss of all 
Group 1 heat removal functionality.  In addition, this failure will disable the automatic opening 
of the MSSVs and the automatic starting of the EPS system.  Thus, operators should go to the 
SCA and actuate the EPS DG before opening the MSSVs and actuating the EWS.  The CCDP for 
the case is estimated to be 1.1×10-1.  

When the flood propagates to the high voltage switchgear room and causes damage to the 
electrical cabinets in the room, the CCDP will be for the loss of all Group 1 systems - the CCDP 
is estimated to be 9.87×10-3.  

The core damage frequency due to the firewater line breaks is estimated to be 2.05E-7/yr. 
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H.7 Detailed Analysis of FL-T06 (Inverter Room) 

The inverter room contains Group 1 Class I and Class II electrical cabinets and other Group 1 
Class III MCCs.  Walls and doors bound this room; thus, it can be considered as a flooding area.  
As described above, the major flooding source is the firewater of the fire hose cabinet. 

H.7.1 Flood Frequency 

There are two fire hose cabinets in this room.  Each pipe to the hose cabinet can be considered to 
be a segment, and thus, the flood frequency can be estimated as follows:  

 F(FW)   = 2 × 1.0×10-9/hr × 8760 hr/yr = 1.75×10-5/yr.  

The flood frequency can be divided into the following categories, as described above:  

 Flarge (FW)  = 0.1 × 1.75×10-5/yr  = 1.75×10-6/yr 

 Fmed. (FW)  = 0.3 × 1.75×10-5/yr = 5.25×10-6/yr 

 Fsmall (FW)  = 0.6 × 1.75×10-5/yr = 1.05×10-5/yr 

H.7.2 Flood Growth and Flood Scenarios 

If a fire water pipe break occurs, it will accumulate in the area, since walls and doors bound the 
area.  

The flood flow rate from fire water pipe breaks is estimated as follows:  

 Qfw (large)  = 18.92 m3/min. 

 Qfw (medium) = 18.92 m3/min./3 = 6.3 m3/min. 

 Qfw (small) = 18.92 m3/min./6 = 3.15 m3/min. 

There are seven doors in the inverter room.  Five of the doors are connected to the battery room, 
which is located at a higher elevation (180 mm).  Considering that the critical height of the 
electrical cabinets is 6 in. (154 mm), the flooded firewater cannot propagate to the battery rooms, 
before damaging the electrical cabinets in the inverter room.  

One door is connected to the deaerator storage tank area, and the remaining door is connected to 
the stairs, which lead to the low voltage switchgear and MCC room.  This area is assumed to 
have a 4-in. drain.  Thus, the firewater can exit under the doors and via the drains; this could give 
operators additional time to react properly.  

The outgoing flow rate under the door can be estimated as follows, assuming a mean flood 
height of ½ of the critical height.  Thus, the outgoing flow rate under the door is  

 O.R.(FW)   = 448.8(0.7021 + 0.0074 W) a W {2g(H-a)}0.5 gpm.  

     = 448.8 (0.7021 + 0.0074 × 4) × 0.125 × 4 × {2 × 32.2 × 0.25}0.5  

     = 658.8 gpm  
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     = 2.50 m3/min.  

Since there are two doors out of which the floods can flow, the total outgoing flow rate would be 
5.0 m3/min.  

Assuming that there is one 4-in. floor drain and the mean flood height is ½ of the critical height, 
the outgoing flow rate via the drains can be estimated as follows:  

 FR(drain)  ~ 7.6 d H3/2 (ft3/sec)  

     = 7.6 × 0.33 × 0.253/2 

     = 0.31 ft3/sec  

     = 0.53 m3/min. 

The floodable volume of the room for all electrical cabinets damage is estimated below:  

 F.V.(electrical cabinets) = floor area × critical height × vacancy factor  

The vacancy factor for the room occupied by electrical cabinets is assumed to be 0.8, and the 
critical height of the electrical cabinets is assumed to be 6 in. (0.15 m).  Thus,  

 F.V.(electrical cabinets) = 7.62 × 47.2 × 0.15 × 0.8 = 43.2 m3  

Then, the available time for operators to isolate the flooding is  

 Top (large)   = 43.2/(18.9 – 2.50 × 2 –0.53) = 3.23 min. 

 Top (medium)  = 43.2/(6.3 – 2.50 × 2 – 0.53) = 56.1 min. 

 Top (small)   = 43.2/(3.2 – 2.50 × 2 - 0.53) = ∝   

When the pipe breaks occur, one firewater pump starts automatically upon low supply header 
pressure, and when the pressure continues to decrease, the second pump starts automatically.  
The actuation of the firewater pumps would be alarmed at the MCR.  After sensing the firewater 
actuation alarm, operators should identify whether the cause of the alarm is an actual fire or from 
a pipe break.  In the case of a pipe break, the location of the break needs to be identified, in order 
to isolate the flooding by closing the manual valves.  The firewater pumps can only be stopped at 
the local control panels.  Thus, the HEP to stop the firewater pumps before the electrical cabinets 
in the room are damaged can be estimated as follows: 

 HEP(large; 3.23 min.)  = 1.0 

 HEP(medium; 56.1 min)  = 1.0×10-3 + 0.2 × 0.2 × 0.2 = 9.0×10-3 

 Top (small; ∝  min.)  = negligible  

The outgoing flow to the stairs via the door would accumulate at the 101.00-m elevation of the 
stairs, and it would propagate to the high voltage switchgear room via the door. If the flood were 
not stopped, it would cause damage to the high voltage electrical cabinets. The floodable volume 
of the high voltage switchgear room is estimated as follows:  

 F.V.(high voltage switchgear) = 15.24 × 47.2 × 0.15 × 0.8 = 86.4 m3  
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The incoming flow rate to this room would be the same as that of the outgoing flow rate under 
the door.  Thus, the available time for operators to stop the flood can be estimated as follows:  

 Top (all–switchgear room)   = 86.4/2.5 = 34.6 min.  

The HEP to stop the firewater pumps can be estimated as follows:  

 HEP(all-switchgear room; 34.6 min.) = 1.0×10-2 × 0.2 × 0.2 = 5.0×10-2  

H.7.3 Severe Core Damage Frequency Estimation 

If all the electrical cabinets in the inverter room are damaged, then this will lead to the loss of all 
Group 1 heat removal functionality.  In addition, this failure will disable the automatic opening 
of the MSSVs and the automatic starting of the EPS system.  Therefore, operators should go to 
the SCA and actuate the EPS DG(s) before opening the MSSVs and actuating the EWS.   

The CCDP for this case is estimated to be 1.1×10-1.  

When the flood propagates to the high voltage switchgear room and causes damage to the 
electrical cabinets in the room, the CCDP will be for the loss of all Group 1 systems; the CCDP 
is estimated to be 9.87×10-3.  

The SCDF due to fire water line breaks is estimated to be 2.05×10-7/yr.  

H.8 References 

[H-1] AECL, 2002, Generic CANDU Probabilistic Safety Assessment – Methodology, AECL 
Report 91-03660-AR-001.   
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Appendix I 
 

CANDU 6 Flood Events Analysis – Event Trees 
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Figure I-1  Flood Scenario Event Tree for FL-T02 (1/2) 
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Figure I-2  Flood Scenario Event Tree for FL-T02 (2/2) 
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Figure I-3  Flood Scenario Event Tree for FL-T06 
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Appendix J 
 

CANDU 6 Shutdown Event Analysis – Supporting Information 
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Table J-1 
Initiating Event Frequencies 

Initiating Event Title and Frequency Estimate Used in 
this Study (events per year) 

Basis of Frequency Estimate 
(events/year) 

Loss of Class IV Power:  HTS cold, depressurized and full 
(IE-CL4F). 
Estimated Frequency = 1 x 10-2 

Loss of Class IV power is assumed to be 6.6 x 10-2 events per year for loss of Class IV with 
reactor at power.  
It incorporates loss of grid and failure of the T/G to run back to station load. 
It is reasonable to assume a probability of 0.25 for failure of the T/G to run back to station 
load.  Since T/G run back to station load is not applicable for the reactor shutdown state, the 
6.6 x 10-2 value should be increased as follows; 
(6.6 x 10-2)/(0.25) = 2.6 x 10-1 events / year. 
Assuming that the reactor is shutdown 28 days per 2 years with the HTS cold, depressurized 
and full, the initiating event frequency is: 
[(28)/(2 x 365)](2.6 x 10-1) = 1 x 10-2 events/year 

Loss of Class IV Power:  HTS cold, depressurized and 
drained (IE-CL4FD). 
Estimated Frequency = 3.6 x 10-3 

See the explanation above for loss of Class IV power during shutdown state. 
Assuming that the reactor is shutdown 10 days per two years with the HTS cold, depressurized 
and drained, the initiating event frequency is; 
[(10)/(2 x 365)](2.6 x 10-1) = 3.6 x 10-3 events/year 

Loss of Shutdown Cooling System:  HTS cold, 
depressurized and full (IE-SDCF). 
Estimated Frequency = 1.5 x 10-3 

CANDU PSA gives fault tree results of 4.61 x 10-6 events per hour with the HTS full. 
Assuming that the reactor is shutdown 28 days per 2 years with the HTS cold, depressurized 
and full, the initiating event frequency is; 
[(28)/(2 x 365)](4.61 x 10-6)(8760) = 1.5 x 10-3 events/year 

Loss of Shutdown Cooling System:  HTS cold, 
depressurized and drained (IE-SDCD). 
Estimated Frequency = 7.9 x 10-4 

CANDU PSA gives fault tree results of 6.56 x 10-6 events per hour with the HTS drained. 
Assuming that the reactor is shutdown 10 days per two years with the HTS cold, depressurized 
and drained, the initiating event frequency is; 
[(10)/(2 x 365)](6.56 x 10-6)(8760) = 7.9 x 10-4 events/year 

Loss of Service Water System:  HTS cold, depressurized and 
full (IE-SWF). 
Estimated Frequency = 3.2 x 10-3 

CANDU PSA gives fault tree results of 9.65 x 10-6 events per hour for the reactor at power.  
This value is applicable for the reactor shutdown state also. 
Assuming that the reactor is shutdown 28 days per 2 years with the HTS cold, depressurized 
and full, the initiating event frequency is; 
[(28)/(2 x 365)](9.65 x 10-6)(8760) = 3.2 x 10-3 events/year 
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Initiating Event Title and Frequency Estimate Used in 
this Study (events per year) 

Basis of Frequency Estimate 
(events/year) 

Loss of Service Water System:  HTS cold, depressurized and 
drained (IE-SWD). 
Estimated Frequency = 1.1 x 10-3 

See the explanation above for loss of service water during shutdown state. 
Assuming that the reactor is shutdown 10 days per two years with the HTS cold, depressurized 
and drained, the initiating event frequency is; 
[(10)/(2 x 365)](9.65 x 10-6)(8760) = 1.1 x 10-3 events/year 

Loss of Instrument Air System:  HTS cold, depressurized 
and full (IE-IAF). 
Estimated Frequency =7.67 x 10-4 

Based on the Ontario Hydro search of operating experience that was conducted as part of the 
risk assessment program for Darlington NGS, a value of 2.0 x 10-2 events per year was 
determined for the reactor at power. 
Assuming that the reactor is shutdown 28 days per 2 years with the HTS cold, depressurized 
and full, the initiating event frequency is; 
[(28)/(2 x 365)](2.0 x 10-2) = 7.67 x 10-4 events/year 

Loss of Instrument Air System:  HTS cold, depressurized 
and drained (IE-IAD). 
Estimated Frequency =2.74 x 10-4 

See the explanation above for loss of IA 
Supply during shutdown state. 
Assuming that the reactor is shutdown 10 days per two years with the HTS cold, depressurized 
and drained, the initiating event frequency is; 
[(10)/(2 x 365)](2.0 x 10-2) = 2.74x 10-4 events/year 

HTS Leaks Into Containment:  HTS cold, depressurized and 
full (IE-LK). 
Estimated Frequency =3.45 x 10-3 

In the CANDU 9 LOCA event tree study for PPSA, a value of 9 x 10-2 events per year was 
used.  This value is applicable to this study. 
Assuming that the reactor is shutdown 28 days per 2 years with the HTS cold, depressurized 
and full, the initiating event frequency is; 
[(28)/(2 x 365)](9.0 x 10-2) = 3.45 x 10-3 events/year 

Freeze Plug Failure:  HTS cold, depressurized and full 
(IE-FP). 
Estimated Frequency =5.75 x 10-5 

Based on the Ontario Hydro search of operating experience, a value of 1.5 x 10-3 events per 
year was determined for freeze plug failures. 
Assuming that the reactor is shutdown 28 days per 2 years with the HTS cold, depressurized 
and full, the initiating event frequency is; 
[(28)/(2 x 365)](1.5 x 10-3) = 5.75 x 10-5 events/year 
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Table J-2 
Human Error Probabilities 

Event Tree 
Symbol 

Operator Action Allowable 
Diagnosis Time 

Diagnosis HEP Stress Level For 
Execution Task 

Execution HEP Total HEP 

OPAFW1 Operator is required to start the 
auxiliary feedwater and condensate 
systems in order to supply makeup to 
the boilers following loss of SDC. 

480 minutes 1E-5 moderate 8E-4 8.1E-4 

OPAFW2 Operator is required to start the 
auxiliary feedwater and condensate 
systems in order to supply makeup to 
the boilers following loss of SDC.  
Previous operator action was required 
to start support systems. 

480 minutes 1E-5 moderate 8E-4 8.1E-4 

OPAFW3 Operator is required to start the 
auxiliary feedwater and condensate 
systems in order to supply makeup to 
the boilers following loss of SDC.  
Operator has failed to perform previous 
required action. 

N/A N/A N/A N/A 5E-1 

OPMFW1 Operator is required to start the main 
feedwater system in order to supply 
makeup to the boilers.  Previous 
operator action was required to start the 
auxiliary and condensate systems. 

140 minutes 1E-4 moderate 8E-4 9E-4 

OPMFW2 Operator is required to start the main 
feedwater system in order to supply 
makeup to the boilers.  Operator has 
failed to perform previous required 
action. 

N/A N/A N/A N/A 5E-1 
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Event Tree 
Symbol 

Operator Action Allowable 
Diagnosis Time 

Diagnosis HEP Stress Level For 
Execution Task 

Execution HEP Total HEP 

OPEWS1 Operator is required to initiate makeup 
to the boilers via EWS system 
following loss of SDC.  Previous 
operator action was required to start the 
auxiliary/condensate systems and the 
main feedwater systems. 

60 minutes  1E-3 extreme 2.5E-2 2.60E-2 

OPEWS2 Operator is required to initiate makeup 
to the boilers via EWS system 
following loss of SDC.  Previous 
operator action was required to start the 
auxiliary/condensate systems. 

140 minutes 1E-4 moderate 8E-4 9E-4 

OPEWS3 Operator is required to initiate makeup 
to the boilers via EWS system 
following loss of SDC.  Operator has 
failed to perform previous required 
action. 

N/A N/A N/A N/A 5E-1 

OPEWS4 Operator is required to initiate makeup 
to the boilers via EWS system 
following loss of SDC.  Previous 
operator action was required to start the 
support systems and the 
auxiliary/condensate systems. 

60 minutes 1E-3 moderate 4.0E-2 5.0E-3 

OPEWS5 Operator is required to initiate makeup 
to the boilers via EWS system 
following loss of SDC. 

480 minutes 1E-5 moderate 8E-4 8.1E-4 

OPEWS6 Operator is required to initiate makeup 
to the boilers via EWS system 
following loss of SDC (HTS full). 

140 minutes 1E-4 moderate 8E-4 9E-4 

OPEWS7 Operator is required to start EWS to 
establish long term cooling (HTS 
drained). 

negligible negligible N/A 8E-4 8E-4 

OPSW1 Operator is required to start service 
water system (HTS full). 

480 minutes 1E-5 moderate 8E-4 8.1E-4 
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Event Tree 
Symbol 

Operator Action Allowable 
Diagnosis Time 

Diagnosis HEP Stress Level For 
Execution Task 

Execution HEP Total HEP 

OPSW2 Operator is required to start service 
water system (HTS drained). 

55 minutes 1E-3 extreme 2.5E-2 2.6E-2 

OPIA1 Operator is required to start instrument 
air system (HTS full). 

480 minutes 1E-5 moderate 8E-4 8.1E-4 

OPIA2 Operator is required to start instrument 
air system (HTS drained). 

55 minutes 1E-3 extreme 2.5E-2 2.6E-2 

OPBUS Operator connects Class III buses 
following loss of Class IV power and 
one Class III bus. 

480 minutes 1E-5 moderate 8E-4 8.1E-4 

OPECC1 Operator is required to initiate medium 
pressure ECC following loss of SDC.  
Previous operator action was required 
to start the auxiliary/condensate 
systems and the EWS system. 

60 minutes  1E-3 extreme 2.5E-2 2.60E-2 

OPECC2 Operator is required to initiate medium 
pressure ECC following loss of SDC.  
Previous operator action was required 
to initiate EWS to the boilers.   

140 minutes 1E-4 moderate 8E-4 9E-4 

OPECC3 Operator is required to initiate medium 
pressure ECC following loss of SDC.  
Operator has failed to perform previous 
required action. 

N/A N/A N/A N/A 5E-1 

OPECC4 Operator is required to initiate medium 
pressure ECC following loss of SDC. 

55 minutes 1E-3 extreme 2.5E-2 2.6E-2 

OPHTS Operator is required to bottle-up and 
fill-up the HTS and then bump the 
pumps in order to induce 
thermosyphoning. 

45 minutes 1E-3 extreme 2.5E-2 2.6E-2 

OPSDC Operator is required to start SDC. 240 minutes 1E-5 moderate 8E-4 8.1E-4 
OPRCW Operator is required to start second 

RCW pump following loss of 
instrument air. 

480 minutes 1E-5 moderate 8E-4 8.1E-4 
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Event Tree 
Symbol 

Operator Action Allowable 
Diagnosis Time 

Diagnosis HEP Stress Level For 
Execution Task 

Execution HEP Total HEP 

OPTCVs Operator is required to isolate 
moderator TCVs following loss of 
instrument air. 

480 minutes 1E-5 moderate 8E-4 8.1E-4 
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Table J-3 
Reliability Targets for the Various Support Systems and Mitigating Systems 

Event Tree Symbol Description Probability 
BUF Failure of Class III power on 5323-BUF. 6.4E-3 
BUE 1 Failure of Class III power on 5323-BUE, given success of 

5323-BUF. 
6.4E-3 

BUE 2 Failure of Class III power on 5323-BUE, given failure of 
5323-BUF. 

8.4E-2 

IA 1 Failure of instrument air system.  Class IV power 
available. 

4.2E-4 

IA 2 Failure of instrument air system.  Both Class III buses 
available. 

1.8E-3 

IA 3 Failure of instrument air system.  Single Class III buses 
available. 

2.3E-1 

SW 1 Failure of service water system (RCW/RSW).  Class IV 
power available. 

2E-4 

SW 2 Failure of service water system (RCW/RSW).  Both Class 
III buses available. 

3E-4 

SW 3 Failure of service water system (RCW/RSW).  Single 
Class III bus available. 

1.3E-1 

SW 4 Failure of service water system (RCW/RSW).  Single 
Class III bus available + instrument air system failure. 

3E-1 

DGBC 1 Failure of diesel generator backup cooling.  Class IV 
power or both Class III buses available. 

1.2E-2 

DGBC 2 Failure of diesel generator backup cooling.  Single Class 
III bus available. 

6E-2 

FWMT Feedwater system (either auxiliary Feedwater or main 
Feedwater system) is not on maintenance. 

3E-1 

SDC 1  Failure of shutdown cooling system.  Class IV power or 
both Class III buses available. 

1E-3 

SDC 2 Failure of shutdown cooling system.  Single Class III bus 
available. 

1E-2 

MFWP Failure of main feedwater system.   1E-4 
AFW 1 Failure of auxiliary feedwater system. 2.7E-2 
AFW 2 Failure of auxiliary feedwater system.  Service water 

system unavailable.  Instrument air system and 5323-BUF 
available. 

5.5E-2 

AFW 3 Failure of auxiliary feedwater system.  Instrument air 
system unavailable.  Service water system and 5323-BUF 
available.   

6.1E-2 

AFW 4 Failure of auxiliary feedwater system.  Service water 
system and instrument air system unavailable.  5323-BUF 
available. 

9E-2 

AFW 5 Failure of auxiliary feedwater system following bus 
interconnection.   

3.3E-2 
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Event Tree Symbol Description Probability 
AFW 6 Failure of auxiliary feedwater system following bus 

interconnection.  Service water system unavailable.    
6.1E-2 

CND 1 Failure of condensate system.  Class IV power available. 1.8E-4 
CND 2 Failure of condensate system.  Class IV power 

unavailable.   
2.7E-2 

EWS Failure of emergency water supply system to deliver 
makeup to the boilers.  Class IV power or partial Class III 
power available. 

2.6E-3 

MPECC 1 Failure of medium pressure emergency core cooling 
system.  Class IV power or both Class III buses available. 

6E-4 

MPECC 2 Failure of medium pressure emergency core cooling 
system.  Single Class III bus available. 

3E-2 

ECCG Gravity driven ECC from dousing tank 1E-3 
IABUE BUE Instrument Air Compressor operating before event 0.5 
IABUF BUF Instrument Air Compressor operating before event 0.5 
SDCBUE BUE shutdown cooling circuit operating before event 0.5 
SDCBUF BUF shutdown cooling circuit operating before event 0.5 
MHS 1 Failure of moderator heat sink with Class IV or both Class 

III buses available 
1.33E-2 

MHS 2 Failure of moderator heat sink with Class III BUF 
available and IA available 

3.5E-1 

MHS 3 Failure of moderator heat sink with Class III BUE 
available and IA available 

1.7E-1 

MHS 4 Failure of moderator heat sink with partial Class III 
available and IA unavailable 

6E-1 

SWBUE BUE service water circuit operating before event 0.5 
SWBUF BUF service water circuit operating before event 0.5 
EWS-ECCHX Failure of EWS to the ECCHX (Class III available) 2.3E-2 
Notes:  

• Class III power availability are based on the assumption that maintenance to the diesel generators will not be 
performed while shutdown.  Credit is taken for recovery of Class IV power within 1 hour for starting failures of 
Class III diesel generators.  Credit for recovery of running failures is taken at 12 hours. 

• Probability of loss of power to BUF:  P1 = starting failure * probability of recovery of Class IV at 1 hour + 
running failure * probability of recovery of Class IV at 12 hours = 1.4E-2 * (0.25+4E-3[operator error]) + 
2.4E-3*24*0.05 = 6.4E-3. 

• Probability of loss of power to BUE:  P1 = starting failure * probability of recovery of Class IV at 1 hour + 
running failure * probability of recovery of Class IV at 12 hours = 1.4E-2 * (0.25+4E-3[operator error]) + 
2.4E-3*24*0.05 = 6.4E-3. 

• Probability of loss of power to both BUE and BUF:  P2 = CCF to start * recovery at 1 hour + CCF to run * 
recovery at 12 hours + (failure to start)2 * recovery at 1 hour + 2*failure to start*failure to run*recovery at 12 
hours + (failure to run)2 * recovery at 12 hours = 4.5E-4 * 0.254 + 2.59E-3*0.05 + 0.0142 *0.254 + 2 * 
0.014*2.4E-3*24*0.05 + (2.4E-3*24)2 * 0.05 = 5.4E-4. 

• Probability of loss of BUE given loss of BUF = P2/P1 = 0.084. 
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Appendix K 
 

CANDU 6 Shutdown Events Analysis – Event Trees 
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Figure K-1  Loss of Service Water Supply – HTS Drained (1 /12) 
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Figure K-2  Loss of Service Water Supply – HTS Drained (2 /12) 
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Figure K-3  Loss of Service Water Supply – HTS Drained (3 /12) 
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Figure K-4  Loss of Service Water Supply – HTS Drained (4 /12)  
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Figure K-5  Loss of Service Water Supply – HTS Drained (5 /12)  
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Figure K-6  Loss of Service Water Supply – HTS Drained (6 /12)  
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Figure K-7  Loss of Service Water Supply – HTS Drained (7 /12) 
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Figure K-8  Loss of Service Water Supply – HTS Drained (8 /12)  
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Figure K-9  Loss of Service Water Supply – HTS Drained (9 /12)  
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Figure K-10  Loss of Service Water Supply – HTS Drained (10 /12) 
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Figure K-11  Loss of Service Water Supply – HTS Drained (11 /12)  
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Figure K-12  Loss of Service Water Supply – HTS Drained (12 /12) 
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Appendix L 
 

CANDU 9 Internal Events Analysis - Supporting Information 

L.1 Mitigating Functions and Assigned Unavailabilities 

The event trees credit a variety of mitigating systems and /or functions for each initiating event.  
The probabilities assigned for failure of each mitigating system or function, are listed below.  
Most of these values and their derivation are derived from previous CANDU PSAs, accounting 
for CANDU 9 differences where appropriate.   

Reactor Shutdown 

Event Tree Heading:  RS 

Name / 
Label 

Event Tree Branch Description Assigned 
Unavailability 

RS Failure to shutdown the reactor, when SDS-1 and 
SDS-2 can be credited, but not RRS. 

1.00 x 10-6 

RS1 Failure to shutdown the reactor, when SDS-1, SDS-2, 
and RRS stepback can be credited [(1.00 x 10-3) x 
(1 x 10-3) x (2 x 10-3)]  See “Notes” below. 

2.00 x 10-9 

RS2 Failure to shutdown the reactor, when SDS-1, SDS-2, 
and RRS setback can be credited [(1.00 x 10-3) x 
(1 x 10-3) x (3 x 10-2)] See “Notes” below. 

3.00 x 10-8 

Notes: 

a) Unavailability value used for SDS-1:   1.00 x 10-3 

b) Unavailability value used for SDS-2:   1.00 x 10-3 

c) Unavailability value used for RRS Stepback:  2.00 x 10-3 

d) Unavailability value used for RRS Setback:  3.00 x 10-3 
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Failure of Bleed Condenser to Bottle-up Following Opening of LRVs 

Event Tree Heading:  BU 

Name / 
Label 

Event Tree Branch Description Assigned 
Unavailability 

BU Failure of bleed condenser to bottle up following 
opening of LRVs, given the following situation; 
-Spurious opening of LRVs 

4.00 x 10-5 

BU1, 
or 
CLRV 

Failure of bleed condenser to bottle up following 
opening of LRVs, given the following situation; 
-High HTS pressure and failure of LRVs to reclose 
following pressure relief. 

3.30 x 10-6 

Consequential Loss of Class IV Power After Trip, or Running Failure Over 24 Hours 

Event Tree Heading:  CL4 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

CL4 Consequential loss of Class IV power after reactor & 
T/G trip, or running failure of Class IV within 24-
hour mission. 

4.80 x 10-2 

CL4S Running failure of Class IV power within 24 hour 
mission (reactor is initially in the shutdown state, and 
so there is no contribution from loss of class IV as a 
consequence of T/G trip) 

1.45 x 10-3 
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Failure of Class III Power (Group 1/2 Odd/Even), to Re-energize and Run 24 Hours 

Event Tree Headings:  G1O, G2O, G1E, G2E 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

G1O Group 1 Class III odd bus fails to re-energize and run 
24 hours 

1.50 x 10-1 

G2O Group 2 Class III odd bus fails to re-energize and run 
24 hours 

1.50 x 10-1 

G1E Group 1 Class III even bus fails to re-energize and 
run 24 hours 

1.50 x 10-1 

G2E Group 2 Class III even bus fails to re-energize and 
run 24 hours 

1.50 x 10-1 

Note:  

The unavailability values listed above represent a composite of 5.0 x 10-2 for diesel starting 
failure, plus a running failure probability of 4.0 x 10-3 per hour of running time for a 24 hour 
period [5.00 x 10-2 + {24 x 4.0 x 10-3}] = 1.50 x 10-1. 

Failure of Operator Action 

Event Tree Heading:  OP 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

OP Failure of operator action, given more than 1 hour 
available 

1.00 x 10-3 

OP1 Failure of operator action, given 30 to 60 minutes 
available 

1.00 x 10-2 

OP2 Failure of operator action, given 15 to 30 minutes 
available 

1.00 x 10-1 



CONTROLLED 91-03660-AR-002   Page L-4 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

Loss of Condensate Flow to Deaerator 

Event Tree Heading:  CND 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

CND Loss of condensate flow (main + aux pumps) to 
deaerator over 24-hour mission, given the following 
situation; 
-reactor is “at power” when the initiating event 
occurs, and so the main condensate pumps are 
already operating. 
-Class IV power available; 
-G1SW available 

1.84 x 10-4 

CND1 Loss of condensate flow (aux. pump) to deaerator 
over 24 hour mission, given the following situation; 
-Class IV power available 
-G1SW unavailable 

1.00 x 10-2 

CND2 Loss of condensate flow (aux. pump) to deaerator 
over 24 hour mission, given the following situation; 
-Class IV unavailable, 
-Group 1, Class III, even bus re-energized 

1.00 x 10-2 

CND3 Loss of condensate flow (aux. pump) to deaerator 
over 24 hour mission, given the following situation: 
-Class IV power unavailable; 
-Group 1, Class III, odd bus re-energized; 
-Operator successful - connects power from odd bus  
to aux condensate pump  

1.00 x 10-2 

CND4 Loss of condensate flow (main + aux pumps) to the 
deaerator over 24 hour mission, given the following 
situation; 
-reactor is in the shutdown state when the initiating 
event occurs, and so the main condensate pumps are 
not already operating. 
-Class IV power is available 
-G1SW is available 

1.00 x 10-3 

Notes:  

a) The main condensate extraction pump motors are cooled by Group 1 service water. The 
auxiliary condensate extraction pump motor is air-cooled. 

b) The main condensate extraction pumps are powered from Class IV electrical supplies. 
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c) The auxiliary condensate extraction pump is connected to the Group 1 Class III EVEN bus.  
If only the ODD bus is available, operator action can be credited to supply power to the 
auxiliary condensate extraction pump from the ODD bus. 

Steam Generator Pressure Relief/Control 

Event Tree Heading:  SGPR/SGPC 

Name 
/ Label 

Event Tree Branch Description Assigned 
Unavailability 

SGPR Failure of SGPC and MSSVs to relieve steam 
generator pressure over a 24 hour mission, given the 
following situation 
-Instrument air available 
Unavailability = (2.00 x 10-3) x (1 x 10-6) 

2.00 x 10-9 

SGPC Failure of SGPC over 24 hour mission, given the 
following situation; 
-Instrument air available 

2 x 10-3 

Notes: 

The above unavailability consists the following: 

a) Failure of the SGPC control including the ASDVs and CSDVs  =  2.00 x 10-3 

b) Failure of one out of sixteen MSSVs to open  =  1 x 10-6 (from CANDU PSA) 

c) The unreliability target of the SGPC cooldown is assessed at 2 x 10-3 with instrument air, the 
distributed control system (DCS) and all electric power (Class I, II and III) available.  This 
value does not take credit for the MSSVs. 

d) The SGPC cooldown is carried out via the ASDVs and CSDVs.  These valves close on loss 
of instrument air rendering SGPC cooldown ineffective. 

Boiler Crash Cooldown 

Event Tree Heading:  CC 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

CC Failure of boiler crash cooldown  
(for small LOCA -10 out of 16 MSSVs fail) 

1.00 x 10-5 
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Failure of Instrument Air to Perform its Function over 24 Hours 

Event Tree Heading:  IA 

Event Tree Branch  
Label Description 

Assigned 
Unreliability 

IA Failure of Instrument Air within 24 hr mission, given 
the following situation; 
-Class IV power available 

4.20 x 10-4 

IA1 Failure of Instrument Air within 24 hr mission, given 
the following situation; 
-Class IV unavailable, but  
-Both Group 1, Class III busses are available 

1.80 x 10-3 

IA2 Failure of Instrument Air within 24 hour mission, 
given the following situation; 
-Class IV unavailable, and  
-Only one Group 1, Class III bus is available 

2.30 x 10-1 

Notes: 

• Normal cooling of the instrument air compressors is from Group 1 service water.  This event 
tree study assumes automatic backup cooling from the reserve feedwater tank.  The 
unreliability of this automatic backup cooling is taken to be 2.00 x 10-2, and is incorporated 
in the above unavailabilities.  

Group 1 Service Water (includes RSW and RCW) 

Event Tree Heading:  G1SW 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

G1SW Failure of G1SW over 24 hour mission, given the 
following situation; 
-Class IV available 

2.00 x 10-4 

G1SW1 Failure of G1SW over 24 hour mission, given the 
following situation: 
-Class IV unavailable;  
-Both Group 1, Class III busses re-energized, and 
-Instrument air available 

3.00 x 10-4 

G1SW2 Failure of G1SW over 24 hour mission, given the 
following situation; 
-Class IV unavailable;  
-Both Group 1, Class III busses re-energized, and 
-Instrument air unavailable 

1.00 x 10-3 
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Event Tree Branch  
Label Description 

Assigned 
Unavailability 

G1SW3 Failure of G1SW over 24 hour mission, given the 
following situation; 
-Class IV unavailable, and  
-Only the Group 1, Class III, even bus is 
re-energized, and 
-Instrument air available 

1.30 x 10-1 

G1SW4 Failure of G1SW over 24 hour mission, given the 
following situation; 
-Class IV unavailable, and  
-Only the Group 1, Class III odd bus is 
re-energized, and 
-Instrument air available 

1.70 x 10-2 

G1SW5 Failure of G1SW over 24 hour mission, given the 
following situation; 
-Class IV unavailable, and  
-Only the Group 1, Class III odd bus is 
re-energized, and 
-Instrument air unavailable 

3.00 x 10-1 

Notes: 

a) There are four 50% RSW pumps, two on the odd bus and two on the even bus. 

b) There are three 50% RCW pumps, two on the odd bus and one on the even bus. 

c) After a loss of Class IV power, instrument air plays a significant role in service water 
availability, since it is used to close certain service water valves to reduce service water load.  
The success/failure of IA in shedding service water load will dictate the number of service 
water pumps (success criteria), which must re-start on resumption of Class III Power. 

d) When only the EVEN Class III bus is re-energized after a loss of Class IV, there can only be 
one 50% RCW pump, which might start.  If IA has failed to restart, then service water load 
shedding will not take place, and one RCW pump is not sufficient to match the full 
(unreduced) service water load.  Under this situation, no credit can be taken for service water.   
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Group 2 Service Water 

Event Tree Heading:  G2SW 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

G2SW Failure of G2SW, given the following situation; 
-Class IV available, or  
-Both odd & even G2 Class III available 

2.00 x 10-3 

G2SW1 Failure of G2SW, given the following situation; 
-Class IV unavailable, and  
-Only one G2 Class III bus is available 

5.00 x 10-2 

Notes: 

a) Group 2 service water (G2SW) can be credited as a replacement when group 1 service water 
(G1SW) is unavailable, for certain cooling functions. Some of these functions are: 

1) backup cooling to the ECC pump motors 

2) backup cooling to the ECC HXs, but only for heat loads starting from 24 hours after 
reactor shutdown 

3) backup cooling to one of the SDC heat exchangers, but only for heat loads starting from 
10 hours after reactor shutdown 

b) There are two 100% G2SW pumps; one on the Group 2, Class III, even bus and the other on 
the G2, Class III, odd bus. 

c) G2SW pumps automatically start on Group 2 diesel generators starting but the operator must 
valve in all loads, for example, cooling to the SDC HX, except for the cooling to the Group 2 
diesel generators. The operator unreliability is modelled separately. 

d) The Group 2 RSW pumps are located in the Group 2 pump house. Therefore, they can be 
credited to operate even when accident-related steam environments exist elsewhere in the 
station. 

e) Previous CANDU 9 PSA work includes targets for G2SW and G2SW1, but these targets 
consider the 24-hour running unreliability to be negligible. In order to factor in the running 
unreliability, G2SW target has been increased from 1.00 x 10-3 to 2 x 10-3, while G2SW1 
target has been increased from 2.00 x 10-2 to 5 x 10-2. These values are consistent with those 
of the Group 2 Feedwater system, which has a similar design to Group 2 service water, from 
a reliability viewpoint. 
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Group 1 Feedwater (only) 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

AFW Failure of Auxiliary (diesel driven) Feedwater 
Pump to start and run for 24 hours 

1.40 x 10-1 

G1FW Failure of G1FW (main + aux) over 24 hour 
mission, given the following situation; 
-reactor in shutdown state (FW system is not 
operating), and 
-Class IV power is available, and 
-G1SW is available (for cooling the main pumps) 

1 x 10-4 

G1FW1 Failure of G1FW (main + aux) over 24 hour 
mission, given the following situation; 
-reactor in shutdown state (FW system is not 
operating), and 
-Class IV power is available, and 
-G1SW is unavailable (for cooling the main pumps)

2.8 x 10-3 

G1FW2 Failure of G1FW (main + aux) over 24 hour 
mission, given the following situation; 
-reactor is operating when the initiating event 
occurs, so the main Feedwater pumps are operating, 
and 
-Class IV power is available, and 
-G1SW is available (for cooling the main pumps) 

8.2 x 10-6 

G1FW3 Failure of G1FW (main + aux) over 24 hour 
mission, given the following situation; 
-reactor is operating when the initiating event 
occurs, so the main Feedwater pumps are operating, 
and 
-Class IV power is available, and 
-G1SW is unavailable 

2.8 x 10-3 

ACFV Failure of all Group 1 Feedwater main and auxiliary 
level control valves to close and stay closed over 24 
hour mission, given the following situation: 
-asymmetric Feedwater line break in reactor 
building, upstream of the steam generator check 
valve 

1.00 x 10-1 

FW1MT During a reactor shutdown, probability that the 
Group 1 Feedwater system is completely 
incapacitated due to maintenance activities on the 
system. 

3 x 10-1 
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Notes: 

a) Group 1 Feedwater has three 50% main boiler feed pumps (MBFPs), (powered by Class IV 
only), and one auxiliary boiler feed pump (ABFP) (diesel driven). 

b) When Class IV remains available, the estimated probability of the main Feedwater pumps to 
continue running for 24 hours is 8.2 x 10-6.  This estimate is incorporated as appropriate. 

c) The main Feedwater pumps are normally cooled using G1SW.  There is an automatically 
initiated backup supply of cooling water from the reserve Feedwater tank.  The unreliability 
of this automatic backup cooling is taken to be 2.00 x 10-2, and this value is incorporated 
above as appropriate.   

d) For reactor shutdown, Class IV available and G1SW unavailable, G1FW1 probability is 
based on failure of backup cooling to the main Feedwater pumps and failure of auxiliary 
Feedwater pump, as indicated below.  Failure to start and run of “one out of three” main 
Feedwater pumps is significantly less than the failure of the backup cooling to the main 
Feedwater pumps and its contribution is considered negligible. 
G1FW1 = [aux.FW] x [main FW pumps] 
G1FW1 = [aux.FW] x [(backup cooling) + (start 1 of 3 main pumps)3 + (run 24 hrs)] 
G1FW1 = [1.4 x 10-1] x [(2 x 10-2) + (negligible) + (negligible)] 
G1FW1 = [1.4 x 10-1] x [2 x 10-2] 
G1FW1 = 2.8 x 10-3 

e) For events occurring when the reactor is at power, and Class IV is available, but G1SW is 
unavailable, G1FW3 probability is based on failure of backup cooling to the main Feedwater 
pumps and failure of auxiliary feedwater pump, as indicated below.   Failure to start of the 
main Feedwater pumps is not a consideration, since they are already running. 
G1FW1 = [aux.FW] x [main FW pumps] 
G1FW1 = [aux.FW] x [(backup cooling) + (running failure of main pumps)] 
G1FW1 = [1.4 x 10-1] x [(2 x 10-2) + (negligible)] 
G1FW1 = [1.4 x 10-1] x [2 x 10-2] 
G1FW1 = 2.8 x 10-3 
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Group 2 Feedwater (only) 

Event Tree Heading:  G2FW 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

G2FW Failure of G2FW, given the following situation; 
-Class IV available, or  
-Both Odd & Even Group 2, Class III buses available

2 x 10-3 

G2FW1 Failure of G2FW, given the following situation; 
-Class IV unavailable, and  
-Only one Group 2, Class III bus is available 

5 x 10-2 

FW2MT During a reactor shutdown, probability that the 
Group 2 Feedwater system is completely 
incapacitated due to maintenance activities on the 
system. 

3 x 10-1 

Notes: 

a) The Group 2 feedwater system has two 100% pumps; one on the group 2 even Class III bus, 
and one on the odd bus. 

b) Pump suction is from the Group 2 Feedwater tank, which holds enough inventory for 
10 hours of shutdown decay heat (for events occurring during reactor shutdown). If system 
operation is required beyond 10 hours, the tank inventory can be replenished via the 
demineralized water system. 

c) The system is independent of cooling water or instrument air. 

d) The system is automatically initiated on very low boiler level. 

Failure of Group 1 and Group 2 Feedwater 

Event Tree Heading:  FW 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

FW Failure of G1FW (main & aux.) and G2FW, given the 
following situation; 
-Class IV available, and 
-G1RCW available 
(G1FW) (G2FW) = (8.2 x 10-6) (2 x 10-3) = 1.6 x 10-8 

1.60 x 10-8 
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Event Tree Branch  
Label Description 

Assigned 
Unavailability 

FW1 Failure of G1FW (main & aux.) and G2FW, given the 
following situation; 
-Class IV available, and 
-G1RCW unavailable; 
(Backup cooling for MFW) (AFW) (G2FW) 
= (2 x 10-2) (1.4 x 10-1) (2 x 10-3) = 5.6 x 10-6 

5.60 x 10-6 

FW2 Failure of G1FW (aux) and G2FW, given the 
following situation; 
-Class IV unavailable,  
-Both G2, Class III busses re-energize 
(AFW) (G2FW) = (1.4 x 10-1) (2 x 10-3)  
= 2.8 x 10-4 

2.80 x 10-4 

FW3 Failure of G1FW (aux.) and G2FW, given the 
following situation; 
-Class IV unavailable, and only one G2 Class III bus 
re-energizes 
(AFW) (G2FW) = (1.4 x 10-1) (5 x 10-2) = 7 x 10-3 

7.00 x 10-3 

Failure of Group 1 / Group 2 Feedwater / Condensate 

Event Tree Heading:  FW 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

SG Failure of steam generator as a heat sink, using Group 
1 Feedwater / Group 2 Feedwater / Condensate 
(excludes RWS), given the following situation; 
-Class IV available 
-G1RCW available 
(G1FW + CND) (G2FW) 
(8.2 x 10-6 + 1.8 x 10-4) (2 x 10-3) = 3.7 x 10-7 

3.7 x 10-7 

SG1 Failure of steam generator as a heat sink, using Group 
1 Feedwater / Group 2 Feedwater / Condensate 
(excludes RWS), given the following situation; 
-Class IV available 
-G1RCW unavailable 
[(Backup cooling for MFW) + CND2] [(AFW) 
(G2FW)] 
[(2 x 10-2) + (1 x 10-2)][(1.4 x 10-1)(2 x 10-3)] 

8.4 x 10-6 
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Event Tree Branch  
Label Description 

Assigned 
Unavailability 

SG2 Failure of steam generator as a heat sink, using Group 
1 Feedwater / Group 2 Feedwater / Condensate 
(excludes RWS), given the following situation; 
-Class IV unavailable, but both Group 2 Class III 
busses available 
-G1RCW available 
(1.0 x 10-2 + 1.4 x 10-1)(2.0 x 10-3) 

3.0 x 10-4 

SG3 Failure of steam generator as a heat sink, using Group 
1 Feedwater / Group 2 Feedwater / Condensate 
(excludes RWS), given the following situation; 
-Class IV unavailable 
-Only one Group 2 Class III bus available 
(1 x 10-2 + 1.4 x 10-1)(5 x 10-2) 

7.5 x 10-3 

SG4 Failure of steam generator as a heat sink, using Group 
1 Feedwater / Group 2 Feedwater / Condensate 
(excludes RWS), given the following situation; 
-Class IV unavailable 
-Group 1 and Group 2 Class III power unavailable 

1.4 x 10-1 

RFT Failure of the single valve which connects the reserve 
Feedwater storage tank to the suction of the auxiliary 
Feedwater pump 

1.0 x 10-2 

Failure of Shutdown Cooling System to Start and Run For 24 Hours 

Event Tree Heading:  SDC 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

SDC Failure of SDC to start in the normal mode and run for 
24 hours, given the following situation; 
-Class IV available, and 
-G1RCW available 

5.00 x 10-3 

SDC1 Failure of SDC to start in the normal mode and run for 
24 hours, given the following situation; 
-Class IV available, (or it is lost but both Class III 
busses re-energize) and 
-G1RCW unavailable, but G2SW available 

5.00 x 10-2 
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Event Tree Branch  
Label Description 

Assigned 
Unavailability 

SDC2 Failure of SDC to start in the normal mode and run for 
24 hours, given the following situation; 
-Class IV unavailable,  
-Both Group 2, Class III buses re-energize 
-G1RCW available 

5.00 x 10-3 

SDC3 Failure of SDC to start in the normal mode and run for 
24 hours, given the following situation; 
-Class IV lost  
-Only one Group 2, Class III bus re-energizes 
-G1RCW available 
Note: Unavailability includes contribution from bus 
interconnect. 

1.00 x 10-1 

SDC4 Failure of SDC to start in the normal mode and run for 
24 hours, given the following situation; 
-Class IV lost, and only one Group 2, Class III bus 
re-energizes 
-G1RCW unavailable, but  
-G2SW available (See note b) 

2.00 x 10-1 

SDC5 Failure of SDC to start in the abnormal mode and run 
for 24 hours, given the following situation; 
-Class IV available, and 
-G1RCW available 

1.00 x 10-1 

SDC6 Failure of SDC to start in the abnormal mode and run 
for 24 hours, given the following situation; 
-Class IV lost, but both Group 2, Class III busses 
re-energize 
-G1RCW available 

1.00 x 10-1 

SDC7 Failure of SDC to start in the abnormal mode and run 
for 24 hours, given the following situation; 
-Class IV lost, and only one Group 2, Class III bus 
re-energizes 
-G1RCW available 
Note: Unavailability includes contribution from bus 
interconnect. 

2.00 x 10-1 

Notes: 

a) Group 2 service water is capable of removing decay heat ten (10) hours after reactor 
shutdown.   
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b) With Group 1 service water unavailable and Group 2 service water available, SDC is credited 
only in the normal mode.  G2RSW cools only one SDC heat exchanger, however, two are 
required in order to credit SDC for abnormal mode operation. 

c) In the shutdown cooling abnormal mode, two SDC pumps and two SDC heat exchangers are 
assumed to be required.  

Failure of ECC to Start and Run for Mission Period 

Event Tree Heading:  ECC 

Event Tree Branch  
ID Description 

Assigned 
Unavailability 

ECC Failure of ECC to start & run for 3 months, given the 
following situation; 
-small LOCA (only 1 of 4 ECC pumps is required) 
-Class IV power is available 
-G1RCW available 

6.00 x 10-4 

ECC1 Failure of ECC to start & run for 3 months, given the 
following situation; 
-small LOCA (only 1 of 4 ECC pumps is required) 
-Class IV power is available 
-G1RCW unavailable 
Note:  The assigned unavailability includes a 
contribution from local G2RSW valves at the ECC 
system only. 

8.50 x 10-3 

ECC2 Failure of ECC to start & run for 3 months, given the 
following situation; 
-small LOCA (only 1 of 4 ECC pumps is required) 
-both Class III busses are available, and 
-G1RCW available 

6.02 x 10-4 

ECC3 Failure of ECC to start & run for 3 months, given the 
following situation; 
-small LOCA (only 1 of 4 ECC pumps is required) 
-both Class III busses are available, and 
-G1RCW unavailable 
Note:  The assigned unavailability includes a 
contribution from local G2RSW valves at the ECC 
system only. 

8.60 x 10-3 

ECC4 Failure of ECC to start & run for 3 months, given the 
following situation; 
-small LOCA (only 1 of 4 ECC pumps is required) 
-only one Class III bus available, and 
-G1RCW available 

2.10 x 10-3 
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Event Tree Branch  
ID Description 

Assigned 
Unavailability 

ECC5 Failure of ECC to start & run for 3 months, given the 
following situation; 
-small LOCA (only 1 of 4 ECC pumps is required) 
-only one Class III bus available, and 
-G1RCW unavailable 
Note:  The assigned unavailability includes a 
contribution from local G2RSW valves at the ECC 
system only. 

1.00 x 10-2 

ECC6 Failure of ECC to start & run for 3 months, given the 
following situation; 
-large LOCA (2 of 4 ECC pumps is required) 
-Class IV power is available 
-G1RCW available 

1.50 x 10-3 

ECC7 Failure of ECC to start & run for 3 months, given the 
following situation; 
-large LOCA (2 of 4 ECC pumps required) 
-both Class III busses are available 
-G1RCW available 

1.60 x 10-3 

ECC8 Failure of ECC to start & run for 3 months, given the 
following situation; 
-large LOCA (2 of 4 ECC pumps required) 
-only one Class III bus available 
-G1RCW available 

7.80 x 10-2 

ECC9 Failure of ECC to start & run for one week, given the 
following situation; 
-HTS leak (only 1 of 4 ECC pumps is required, and 
only for a one week mission) 
-Class IV power is available 
-G1RCW available 

6.00 x 10-4 

ECC10 Failure of ECC to start & run for one week, given the 
following situation; 
-HTS leak (only 1 of 4 ECC pumps is required, and 
only for a one week mission) 
-Class IV available, and 
-G1RCW unavailable 
Note: The assigned unavailability includes a 
contribution from local G2RSW valves at the ECC 
system only. 

8.50 x 10-3 
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Event Tree Branch  
ID Description 

Assigned 
Unavailability 

ECC11 Failure of ECC to start & run for one week, given the 
following situation; 
-HTS leak (only 1 of 4 ECC pumps is required, and 
only for a one week mission) 
-both Class III busses are available, and 
-G1RCW available 

5.10 x 10-4 

ECC12 Failure of ECC to start & run for one week, given the 
following situation; 
-HTS leak (only 1 of 4 ECC pumps is required, and 
only for a one week mission) 
-both Class III busses are available, and 
-G1RCW unavailable 
Note:  The assigned unavailability includes a 
contribution from local G2RSW valves at the ECC 
system only. 

8.50 x 10-3 

ECC13 Failure of ECC to start & run for one week, given the 
following situation; 
-HTS leak (only 1 of 4 ECC pumps is required, and 
only for a one week mission) 
-only one Class III bus available, and 
-G1RCW available 

1.60 x 10-3 

ECC14 Failure of ECC to start & run for one week, given the 
following situation; 
-HTS leak (only 1 of 4 ECC pumps is required, and 
only for a one week mission) 
-only one Class III bus available, and 
-G1RCW unavailable 
Note:  The assigned unavailability includes a 
contribution from local G2RSW valves at the ECC 
system only. 

9.60 x 10-3 

Notes: 

a) The ECC system has 4 pumps to recirculate flow back to the HTS. For HTS leaks and small 
LOCAs, only one of the four pumps is required. For large LOCAs, two of the four pumps are 
required. 

b) The ECC pump motors and the ECC heat exchangers are both cooled using Group 1 Service 
Water, with manually initiated back-up cooling from Group 2 Service Water. 
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Failure of HTS Pumps to Auto Trip on Low Pressure 

Event tree heading:  PTLD 

Event Tree Branch  
ID Description 

Assigned 
Unavailability 

PTLD Failure of one or more HTS pumps to trip on low HTS 
pressure 

2.60 x 10-3 

Failure of Reserve Water System to Provide Make-Up to the Steam Generators 

Event Tree Heading:  RWS 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

RWS Failure of Reserve Water System to provide make-up 
to the steam generators, given the following situation;
-Any  two steam generators required to remove decay 
heat 
Note: “Any  two steam generators” is considered 
sufficient  to remove decay heat, for events with the 
reactor initially at power, and HTS forced flow is 
available. 

2.6 x 10-4 

RWS1 Failure of Reserve Water System to provide make-up 
to the steam generators, given the following situation;
-Any  three steam generators required to remove 
decay heat 
Note: “Any  three steam generators” is considered 
sufficient to remove decay heat, for events with the 
reactor initially at power, and HTS forced flow is not 
available. 

9.6 x 10-3 

RWS2 Failure of Reserve Water System to provide make-up 
to the steam generators, given the following situation;
- One steam generator at each end of the reactor (each 
reactor outlet header) is sufficient, and 
-maintenance activities are rendering the secondary 
side of one steam generator at each end of the reactor 
unavailable 
Note: “One steam generator at each end of the 
reactor” is considered sufficient for decay heat 
removal, for events occurring during reactor 
shutdown. 

8 x 10-2 
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Notes: 

a) There are two motorized isolation valves in series on each line from the reserve water tank to 
the steam generators.  The valves are on Group 2, Class II power. 

b) The target for dormant unavailability of each motorized isolation valve is 1 x 10-2 and the 
mission unreliability is also 1 x 10-2.  Total failure probability = 2 x 10-2 per valve, or 4 x 10-2 
for each line/steam generator. 

c) For cases when a minimum of any 2 steam generators are required (RWS); 
(4 x 10-2)3 + (4 x 10-2)3 + (4 x 10-2)3 + (4 x 10-2)3 = 2.6 x 10-4 
For this situation, the success criterion is “2 out of 4” steam generators. 

d) For cases when a minimum of any 3 steam generators are required (RWS1); 
6[(4 x 10-2)2] = 9.6 x 10-3 
For this situation, the success criterion is “3 out of 4” steam generators. 

e) For cases when a minimum of one steam generator at each end of the reactor is required, 
(RWS2); 
(4 x 10-2) + (4 x 10-2) = 8 x 10-2  
For this situation, note that the secondary side of one steam generator at each end of the 
reactor is drained due to maintenance activities, and hence they are unavailable to act as a 
heat sink. Thus, the success criterion is “2 out of 2” steam generators. 

Failure of Reserve Water System to Provide Make-Up to the HTS 

Event Tree Heading:  RWH 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

RWH Failure of makeup to the HTS, using the D2O feed 
pumps.  Supply to the D2O feed pumps is D2O from 
the D2O supply system, or H2O from the Reserve 
Water System. Class IV power is available, for the 
D2O supply pumps 

3.20 x 10-3 

RWH1 Failure of Reserve Water System to provide make-up 
to the HTS, given the following situation; 
-Class IV power unavailable, but both Group 1 Class 
III busses re-energize 

5.50 x 10-2 

RWH2 Failure of Reserve Water System to provide make-up 
to the HTS, given the following situation; 
-Class IV power lost and only the even Class III bus is 
re-energized 

1.21 x 10-1 

Notes: 

a) Makeup to the HTS can be supplied via the D2O feed pumps (Group 1 Class III power), 
using either of two water supplies; 



CONTROLLED 91-03660-AR-002   Page L-20 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

1) D2O from the D2O storage tank / D2O supply tanks (series path), 
or 

2) H2O from the reserve water tank 

b) Flow from the D2O Supply System is only possible when Class IV power is available, since 
the D2O supply pumps are powered from Class IV.  

c) H2O flow from the Reserve Water Tank is through two motorized valves (in series with each 
other), with flow to the D2O feed pumps. The valves are powered from the Group 1 Class III 
Even bus. 

d) The unavailability value of 3.20 x 10-3 quoted above for “RWH” is an estimate, based on the 
following; 
[D2O feed pumps] + [(RWS valves)(D2O supply pumps)] 
[3 x 10-3] + [(2 x 10-2)(8.9 x 10-3)] = 3.2 x 10-3 

Failure of Reserve Water System to Provide Make-Up to the Moderator 

Event Tree Heading:  RWM 

Name / 
Label 

Event Tree Branch Description Assigned 
Unavailability 

RWM1 Failure of Reserve Water System to provide make-up 
to the moderator, given the following situation; 
-Class IV power available, or Class IV lost and both 
Class III busses re-energize 

3.00 x 10-2 

RWM2 Failure of Reserve Water System to provide make-up 
to the moderator, given the following situation; 
-Class IV power lost and only the even Class III bus is 
re-energized 

1.00 x 10-1 

RWM3 Failure of Reserve Water System to provide make-up 
to the moderator, given the following situation; 
-Class IV power lost and only the Odd Class III bus is 
re-energized 

5.00 x 10-2 

Failure of Moderator to Act as a Heat Sink When ECC Fails 

Event Tree Heading:  MHS 

Name / 
Label 

Event Tree Branch Description Assigned 
Unavailability 

MHS Failure of moderator to act as a heat sink, given the 
following situation; 
-Class IV power is available, or it is lost but both 
Class III busses are available 

1.33 x 10-2 
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Name / 
Label 

Event Tree Branch Description Assigned 
Unavailability 

MHS1 Failure of moderator to act as a heat sink, given the 
following situation; 
-even Class III bus available 
-Instrument air available 

3.50 x 10-1 

MHS2 Failure of moderator to act as a heat sink, given the 
following situation; 
-odd Class III bus available, and 
-Instrument air available 

1.70 x 10-1 

MHS3 Failure of moderator to act as a heat sink, given the 
following situation; 
-odd Class III bus available, and 
-Instrument air unavailable 

6.00 x 10-1 

Note: 

The MHS unavailability values quoted above, incorporate a contribution due to 7 day running 
unreliability of the Group 1 service water. 

L.2 Mitigating Systems Description 

L.2.1 RRS - Reactor Regulating System 

The reactor regulating system is a Group 1 system which permits slow or fast power reductions 
(reactor setback and stepback respectively) and also permits controlled power increases and 
adjusts reactivity to keep power constant.  On a fast reduction in power (stepback) the clutches 
for the mechanical control absorber rods are de-energized and the rods drop into the core under 
gravity.  

The associated support systems are: 

• Distributed control system (DCS);  

• Group 1, Class II, 120V AC control power required for the DCS; 

• Group 1, Class II, 208V AC power required for the control absorber rod motors. 

The reactor regulating system (RRS) is not environmentally qualified for feedwater or main 
steam line breaks inside or outside the reactor building. 

The dormant unreliability of the reactor regulating system is estimated for setback and stepback 
at 3.0E-2 and 2.0E-3 respectively, based on the CANDU NPP PSA.   
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L.2.2 SDS1 - Shutdown System No. 1 

Shutdown system No. 1 (SDS1) is a Group 1 system and is one independent means for rendering 
and maintaining the reactor in a subcritical condition, following an abnormal event, by releasing 
the spring-assisted, gravity-drop, shutoff rods.  SDS1 uses a logic system with three independent 
channels, which detect the requirement for reactor trip and de-energize the shutdown rod 
clutches, allowing the rods to drop under gravity into the reactor core. 

No support systems are required since SDS1 is a fail-safe system. 

SDS1 is environmentally qualified for the most severe condition under which it is required to 
function.   

L.2.3 SDS2 - Shutdown System No. 2 

Shutdown system No. 2 (SDS2) is a Group 2 system and provides another independent method 
for quickly rendering and maintaining the reactor subcritical, following an abnormal event, by 
rapidly injecting a concentrated gadolinium nitrate solution into the moderator via horizontal 
nozzles.  SDS2 uses a logic system with three independent channels which sense the requirement 
to shutdown and signal fast-acting valves to release high pressure helium for the injection of 
gadolinium poison into the moderator. 

No support systems are required since SDS2 is a fail-safe system. 

SDS2 is environmentally qualified for the most severe condition under which it is required to 
function.   

L.2.4 CLRV - Stuck Open LRV and Failure of Bleed Condenser to Isolate 

Overpressure protection for the heat transport system, a Group 1 system, is provided by four (4) 
fully instrumented, liquid relief valves (LRVs) which provide pressure relief on high heat 
transport system pressure.  If the LRVs fail to open, the heat transport system pressure continues 
to rise until reactor trip occurs, but it is not expected to challenge the integrity of the HTS.  

If one or more of the LRVs fail open, i.e. they fail to reclose, inventory in the heat transport 
system is continuously discharged to the bleed condenser and this event could lead to a small 
LOCA if the bleed condenser is not isolated.   

The associated support systems are: 

• Instrument air IA.  IA is required by the pressurizer relief valves and liquid relief valves.  
These valves fail open on loss of instrument air.  The liquid relief valves have back-up local 
instrument air tanks). 

• Group 1, Class I and Class II control power. The LRVs fail open on loss of Class I and 
Class II control power. 
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The LRVs are environmentally qualified for feedwater line breaks, main steam line breaks, and 
LOCAs. 

L.2.5 SDC - Shutdown Cooling System  

The operator-initiated shutdown cooling (SDC) system cools the heat transport system and 
removes decay heat from the core following a reactor shutdown.  It also provides long term 
cooling during plant shutdown.   

Two independent circuits, each consisting of one pump and one heat exchanger with their 
associated valves and piping, comprise the shutdown cooling system.  In each circuit, the SDC 
pump takes coolant from the reactor outlet header, when connected to the heat transport system 
(HTS), and discharges it via the SDC heat exchanger into the two inlet headers at the same end 
of the reactor.  During normal operation the system is full of heavy water and is isolated from the 
heat transport system by the header isolation valves. 

Following a controlled reactor shutdown or trip, the heat transport system is cooled down in 
three phases.  In the first phase (phase 1 cooldown), the heat transport system is cooled by 
controlled depressurization of secondary side of the steam generators under the steam generator 
pressure control (SGPC) program.  During phase 1, reactor coolant is circulated by the HTS 
pumps or by natural circulation if the pumps are unavailable, and decay heat is removed via the 
steam generators. 

In the next phase (phase 2 cooldown), the heat transport system pumps cool the heat transport 
system and the shutdown cooling system heat exchangers in the HTS pump mode.  If the HTS 
pumps are not available, phase 2 cooldown is achieved using two SDC pumps and two SDC heat 
exchangers.  In the final cooldown phase, two SDC pumps and two SDC heat exchangers are 
used in the shutdown cooling pump mode of operation. 

Associated support systems are:  

• Group 1, Class IV power buses (odd and even) for the HTS pumps; 

• Group 2, Class III buses (odd and even) for the SDC pumps and valves, supplied by either 
Group 1 or Group 2 diesel generators; 

• Recirculated cooling water (RCW); 
All of the above systems are required for the SDC pumps and heat exchangers.  Both pumps 
and one heat exchanger are provided with back-up cooling from the Group 2 raw service 
water (RSW) system, which requires operator initiation on the failure of Group 1 RCW; 

• Instrument Air.   
Shutdown cooling is independent of instrument air, except for the service water temperature 
control valves, which fail open on loss of air. 
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The shutdown cooling system is environmentally qualified for small heat transport system leaks 
up to the D2O feed pump capacity, and for feedwater and main steam line breaks inside the 
reactor building.  

L.2.6 SGPR - Steam Generator Pressure Relief Function 

The main function of the steam system is to supply steam to the high-pressure turbine-generator 
and other balance of plant (BOP) loads such as the steam reheaters and deaerator. 

During cooldown, following a reactor trip, steam pressure is controlled automatically by the 
steam generator pressure control (SGPC) program via the four (4) atmospheric steam discharge 
valves (ASDVs) and/or the six (6) condenser steam discharge valves (CSDVs).  If, for any 
reason, the SGPC program fails to relieve steam generator pressure, one or more of the sixteen 
(16) main steam safety valves (MSSVs) will open to provide overpressure protection. 

In addition to the process functions, the MSSVs also provide a number of safety functions.  On a 
crash cool signal, the MSSVs open to provide crash cooldown of the heat transport system to 
allow injection of emergency core cooling water.  They also open following a feedwater or main 
steam line break inside containment to safeguard containment integrity. 

During shutdown, the CSDVs are used to provide a heat sink via the condenser for decay heat 
removal.  Similarly, the ASDVs may also be used to provide a heat sink for decay heat removal 
when the main condenser is unavailable. 

The SGPC program is implemented by the distributed control system (DCS).  Support systems 
required for the operation of the SGPC program and associated ASDVs and CSDVs are: 

• Group 1, Class II Electrical Power: 
The system is required by the distributed control system, which executes the SGPC program.  
The ASDVs and CSDVs close, or remain closed, on loss of electrical power.  

• Instrument Air: 
The system is required by the ASDVs, CSDVs and MSSVs.  The valves close, or remain 
closed, on loss of instrument air.  Back-up instrument air is provided by local air tanks for the 
MSSVs (which also function as spring-operated pressure relief valves) 

• Distributed Control System: 
The SGPC function is controlled by the DCS, which requires Group 1, Class II electrical 
power.  The ASDVs and CSDVs close, or remain closed, on loss of the DCS. 

The ASDVs and CSDVs are not environmentally qualified.  The MSSVs are qualified for 
LOCAs and MSLBs.   
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L.2.7 G1FW - Group 1 Feedwater System 

The feedwater system provides controlled feedwater flow to the steam generators from zero to 
100% reactor power.  The Group 1 feedwater system includes three 50% main feedwater pumps 
and one diesel-driven, auxiliary feedwater (AFW) pump.  A separate feedwater line with its own 
control valves serves each steam generator.  

The diesel-driven auxiliary feedwater pump will start automatically on loss of Class IV power or 
loss of the main feedwater pumps.  Following an extended loss of Class IV power, and Group 1 
and Group 2 Class III power (station blackout), the diesel-driven auxiliary pump will continue to 
run.  

The support systems required by the Group 1 feedwater system are: 

• Group 1, Class IV electrical power (required by main feedwater pumps); 

• Group 1, Class III electrical power (required by the main motor-operated feedwater isolating 
valves); 

• Group 1, Class II electrical power (required for the auxiliary motor-operated feedwater 
isolating valves); 

• Instrument Air (required by the main and auxiliary feedwater control valves; on loss of 
instrument air, the main control valves fail closed, and the auxiliary valves fail open to 
provide sufficient flow for decay heat removal; the auxiliary control valves have local air 
tanks to avoid AFW pump runout); 

• Group 1, Recirculated Cooling Water (RCW) System (required by main feedwater pumps 
with operator-initiated back-up cooling from the firewater system; the diesel-driven auxiliary 
feedwater pump requires no cooling water); 

• Class I, 48V DC Control Power (required for control circuits for main and auxiliary 
feedwater pumps, control valves and motor-operated isolation valves);  

The Group 1 feedwater system, except for the three main feedwater pumps, is environmentally 
qualified for small LOCAs and feedwater line breaks.  The three main feedwater pumps are not 
qualified.  

L.2.8 G2FW - Group 2 Feedwater System 

The Group 2 feedwater system provides an independent high-pressure, feedwater supply to the 
steam generators for reactor core heat removal following a total loss of the normal Group 1 
feedwater supply.  On a loss of normal feedwater, the Group 2 feedwater pumps start 
automatically on a low steam generator level signal, and the motor-operated, isolating valves 
open on the same signal. 

The system consists of 2 x 100% motor-driven pumps, either of which can supply sufficient 
feedwater from the Group 2 feedwater storage tank to the steam generators, for core heat 
removal.  Two, motor-operated, isolation valves installed in parallel in each steam generator line, 
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act as on/off flow control valves to maintain steam generator water level within the desired 
range.  One pump/valve combination is supplied by the Group 2, Class III, even bus and the 
other by the Group 2, Class III, odd bus. 

The Group 2 feedwater tank has a ten (10) hour inventory capacity.  Make-up is provided by the 
demineralized water supply system on Group 1, Class III power.  If the Group 2 feedwater 
system is unavailable, or the storage tank is depleted, a back-up gravity-fed water supply is 
available from the reserve water tank (RWT).   

Operator action is required to initiate back-up supply from the reserve water tank or 
demineralized water system.  

The associated support systems are: 

• Group 2, Class III electrical power (required by the Group 2 feedwater pumps and 
motor-operated, normally-closed, feedwater isolation valves); 

• Recirculated Cooling Water (the system is independent of cooling water since the pumps are 
self-cooling); 

• Instrument Air (the system is independent of instrument air); 

• Operator Action (no operator action is required to initiate the system; the system is a dormant 
system, which is initiated automatically on a very low steam generator level signal). 

The Group 2 feedwater system instrumentation (steam generator level measurement), located 
inside the reactor building is environmentally qualified for LOCAs and main steam line breaks.  
Equipment outside the reactor building is not subject to a harsh environment and is not 
environmentally qualified. 

L.2.9 RWS - Reserve Water System 

The Group 1, operator-initiated reserve water system (RWS) provides a passive (gravity-fed) 
back-up water supply and/or heat sink capability to the following systems: 

a) Shield cooling system; 

b) Heat transport system (when D2O make-up is unavailable); 

c) Moderator system (when make-up requirements exceed D2O supply capability); 

d) Steam generators (when Group 1 and Group 2 Feedwater are unavailable); 

e) Emergency core cooling system.  It can be used to flood the reactor-building floor and fill the 
ECC sumps, to provide net positive suction head for the ECC pumps. 

The reserve water tank, located at the top of the reactor building, is a key component of the 
reserve water system.  The tank is connected to the various systems by means of piping fitted 
with remotely controlled isolation valves.  All valves are closed during normal reactor operation.  
The reserve water tank provides a passive makeup water supply since no external power is 
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needed to transfer its inventory to the various potential users once the isolation valves are 
opened. 

The reserve water system includes two recovery pumps, which draw suction from the emergency 
core-cooling sump and connects to the reserve water tank.  It can be used to recover the water 
from small leaks in either the moderator system or the heat transport system, and thereby 
maintain inventory. 

In the event of a loss of Group 1 feedwater to the steam generators, the Group 2 feedwater 
system will normally restore the steam generator water level and maintain its function as a heat 
sink until the station is safely shut down.  Should the Group 2 feedwater system fail or its storage 
capacity be depleted, the reserve water tank can be valved in and the steam generators fed by 
gravity after they have been depressurized.  

The associated support systems are: 

• Group 2, Class II electrical power (required for the motor-operated isolation valves in the 
lines to the steam generators). 

• The RWS system is independent of cooling water. 

• The RWS system is independent of instrument air. 

The reserve water system is environmentally qualified for LOCAs and main steam line breaks 
(MSLBs).   

The system is credited in the event tree analysis as a back-up source of water for the steam 
generators, moderator and heat transport system. 

L.2.10 ECC - Emergency Core Cooling System 

The emergency core cooling (ECC) system provides an alternate means of cooling the reactor 
fuel, in the event of loss-of-coolant accidents.  This system is one of the four special safety 
systems, which prevent radio-nuclide releases in excess of regulatory dose limits.  It is 
designated as a Group 2 system, and is automatically initiated on a low heat transport system 
pressure signal conditioned by high reactor building pressure or a sustained low reactor outlet 
header pressure signal. 

In the event of a loss-of-coolant accident, the emergency core cooling system supplies coolant to 
the reactor headers in two phases.  These phases are a short term, high-pressure injection phase 
followed by a long term pumped recovery phase.  Two high-pressure, compressed air tanks 
connected via a valve station to the top of four water tanks, provide high-pressure water for 
injection into the heat transport system headers.  With the exception of the compressed air tanks 
and ECC recovery pumps, the entire ECC system is located inside the reactor building. 

During the high-pressure injection stage, flow from the reserve water tank to the emergency core 
cooling system sumps is initiated, and two of the four ECC recovery pumps located outside the 
reactor building are started.  If an operating pump fails, a standby pump will start automatically.  
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When flow from the reserve water tank stops, there is about 1.5 m of water on the reactor-
building floor. 

The recovery stage begins when the emergency core cooling system water tanks are empty.  
During this stage, the recovery pumps draw water from the reactor vault floor, and discharge it 
into the reactor headers via the emergency core cooling heat exchangers.  Subsequently, any 
coolant escaping from the break in the heat transport system falls to the floor and is recirculated 
by the recovery pumps.  The recovery stage provides a long-term heat sink.   

The associated support systems are: 

• Class IV electrical power with back-up from Group 2, Class III power.  Required by the 
following equipment:  

- ECC recovery pumps (four, 50% pumps); 

- Motor-operated sump isolation valves;  

- Motor-operated low-pressure isolation valves; 

- Motor-operated reserve water tank isolation valves; 

• Group 2, Class II electrical power.  Required by the following equipment: 
- Gas (compressed air) isolation valves; 

- ECC water tanks isolation valves (locked open). 

• Group 1 RCW with operator initiated back-up from Group 2 RSW.  Required by following 
equipment: 

- ECC pumps and heat exchangers 

- ECC pumps can run for one hour without Group 1 RCW.  Group 2 RSW can be initiated 
within that time. 

• Operator Action 

The ECC system is automatically initiated and designed to function for at least eight hours 
without operator intervention. 

The emergency core cooling system is environmentally qualified for LOCAs.   

L.2.11 CL4 - Class IV Electrical Power Supply System 

Power for the station service distribution system during normal or shutdown conditions is 
supplied from two sources: the offsite network and/or the unit generator.  Power produced by the 
unit generator is also transferred to the offsite electrical network via the main output transformer.   

On reactor start-up and shutdown the power normally is supplied by the system service 
transformer (SST) from the switchyard.  After the generator is synchronized to the grid, the 
station services are transferred to the unit service transformer (UST) supplied by the generator.  
During normal operation it is assumed that the station services are equally shared by the UST 
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and SST, however, each transformer is sized for the total station service load and can supply this 
load in the event of failure of one transformer. 

The station electrical power system is divided into two independent groups, i.e., Group 1 and 
Group 2 power supplies.  Group 1 includes all classes of power, i.e. Classes IV, III, II and I.  
Group 2 includes Classes III, II and I.  Each group is further subdivided into two independent 
systems.  These systems are known as the “odd/even” systems and are separated in all aspects of 
equipment, distribution and cable routing.   

Class IV power is defined as the electric power supply to the 13.8 kV buses.  For event tree 
analysis, the Class IV system consists of the grid, switchyard, turbine-generator, main output 
transformer (MOT), system service transformer (SST), unit service transformer (UST), and 
associated switching, protective and control devices and cabling. 

The Class IV power supply system located in the turbine building and providing power for safety 
related systems, is not environmentally qualified for feedwater or main steam line breaks. 

L.2.12 CL3 - Class III Electrical Power Supply System 

Class III power is available to both Group 1 and Group 2 systems.  Four on-site standby diesel 
generators, two located in the Group 1 service area and two located in the Group 2 service area 
of the reactor auxiliary building, provide an alternate power source to specific Group 1 and 
Group 2 station loads connected to the Class III system.  The Group 1 standby generators are 
sized to provide power to both Group 1 and Group 2 loads.  The Group 2 generators are sized to 
provide power to Group 2 loads. 

In the event of failure of the normal (Class IV) power sources, all standby generators start 
automatically.  If the Group 1 diesel generators start and run successfully, both Group 1 and 
Group 2 Class III electrical systems are fed by the Group 1 generators.  The operator later 
manually shuts down the Group 2 standby generators.   

In case of unsuccessful Group 1 diesel generator operation, the Group 2 generators supply the 
Group 2, Class III buses.  The standby generators are designed to accept key loads within 30 
seconds and full load within two minutes.  The fuel system has the capacity to supply the diesel 
generators for seven days. 

L.2.13 G1O/G1E - Group 1, Class III, Odd/Even Power Supplies 

One of the Group 1 diesel generators (DG1) supplies power to the Group 1, Class III, and Odd 
bus.  The other Group 1 diesel generator (DG2) supplies power to the Group 1, Class III, Even 
bus.   
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Associated support systems are: 

• Control Power 
The Group 1 diesel generators require Class I and Class II control power to start 
automatically. 

• Recirculated Cooling Water 
Group 1 RCW cools the Group 1 diesel generators with automatic back-up from the firewater 
system. 

• Instrument Air 
The Group 1 diesels are independent of the Group 1 instrument air system.  Local air tanks 
provide air required for starting the diesels. 

• Operator Action 
No operator action is required.  The Group 1, Class III diesel generators start automatically 
on a loss of Class IV power or LOCA signal.   

The diesel generators are protected from a steam environment by their location in the Group 1 
service area of the reactor auxiliary building. 

L.2.14 G2O/G2E - Group 2, Class III, Odd/Even Power Supplies 

The Group 2 diesel generators provide power promptly to the Group 2 systems, when there is a 
loss of the preferred power supply, following a common cause event such as an earthquake.  One 
of the Group 2 diesel generators (DG3) supplies power to the Group 2, Class III, and Odd bus.  
The other Group 2 diesel generator (DG4) supplies power to the Group 2, Class III, Even bus.   

Associated support systems: 

• Control Power  
The Group 2 diesel generators require Group 2, Class I and Class II control power for 
automatic start. 

• Cooling Water 
The Group 2 diesels are independent of external cooling water supplies. 

• Instrument Air 
The Group 2 diesels are independent of instrument air.  Local air tanks provide air for 
starting the diesels. 

• Operator Action 

No operator action is required.  The Group 2, Class III diesel generators start automatically on a 
loss of Class IV power.  
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The Group 2 diesels are protected from a steam environment by virtue of their location in the 
reactor auxiliary building. 

L.2.15 IA - Instrument Air System 

The compressed air system supplies instrument air, service air and breathing air, filtered and 
dried as required, to both Group 1 and Group 2 areas of the station.  In addition, the system 
provides backup receivers in the Group 1 area capable of supplying instrument air requirements 
during change-over from Class IV to Class III power.  Back-up local air tanks capable of 
supplying instrument air during accident conditions or on the loss of Group 1 supply are 
provided where required.  

The Group 1 compressed air system, located in the turbine building, provides compressed air for 
instrument, service and breathing air requirements throughout the plant, including Group 2 users.  

Two 100% compressors, one operating and one on standby, deliver compressed air to an air 
receiver via a common header.  Downstream of the receiver, the air supply branches into three 
independent headers supplying the instrument, breathing and service air users. 

Instrument air is filtered and dried as required, and delivered to two air storage tanks (odd and 
even), which serve the overall plant instrumentation air requirements.  Instrument air from the 
odd and even storage tanks is fed to separate odd and even distribution manifolds, which supply 
air through their respective headers to the various building users.  The supply headers to the 
reactor building are provided with manual isolation valves outside the reactor building so that air 
supply can be manually shut off during accident conditions. 

Associated support systems are: 

• Group 1, Class III Electrical Power 
Required for air compressors, which are normally supplied from Class IV power with 
back-up from Group 1 diesels. 

• Group 1, Recirculated Cooling Water 
The compressors are cooled with Group 1 RCW.  It is assumed that automatic back-up is 
provided from the reserve feedwater tank (RFT).   

The instrument air system is located in the turbine building and is subject to a potential steam 
environment. 

L.2.16 G1SW - Group 1 Service Water 

The Group 1 service water (G1SW) system consists of the Group 1 raw service water (RSW) 
system and the Group 1 recirculated cooling water (RCW) system.   

The Group 1 raw service water system is a once-through system, which supplies cooling water to 
the recirculated cooling water heat exchangers and other users in the turbine building during 
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normal operation.  For accident conditions such as a LOCA or a feedwater line break, coincident 
with a loss of Class IV power, the system provides sufficient cooling capacity to the RCW heat 
exchangers.  The system consists of four 50 percent pumps and two filters, arranged in two 
trains.  The pumps draw water from the forebay and supply water to the RCW heat exchangers 
and various loads in the turbine building. 

The Group 1 recirculated cooling water system is a closed loop system, which supplies 
demineralized cooling water at controlled pressure and temperature to the various Group 1 loads 
and provides the following major safety functions: 

a) Removes decay heat, after reactor shutdown and initial cooldown, from the shutdown cooling 
system 

b) Removes heat from the moderator system after a loss-of-coolant-accident plus a loss of 
emergency core cooling. 

The recirculated cooling water system consists of three 50% pumps and four 33 1/3% heat 
exchangers with their associated valves and piping.  Only one pump and one heat exchanger are 
required during reactor shutdown. 

Associated support systems for service water are: 

• Group 1, Class III Electrical Power. 
There are two RSW and two RCW pumps on the Group 1, Class III odd bus, and two RSW 
and one RCW pump on the even bus.  These buses are normally supplied by Class IV power 
with back-up from Group 1, Class III power. 

• Instrument Air. 
The Group 1, RSW system is independent of instrument air, however, temperature or 
pressure control valves in the RSW supply to various loads will fail open on loss of air.  This 
will cause a greater demand for RSW supply; however, the pumps are designed to supply the 
high load demand without tripping. 

The Group 1, RCW system is also independent of instrument air, however, pressure or 
temperature control valves in the RCW supply to various loads will fail open on loss of air.  In 
the case where only one RCW pump is operating (loss of Class III odd bus), the greater demand 
for RCW supply will cause the RCW pump to trip. 

Group 1 RSW and RCW piping and components located in areas affected by a harsh 
environment are environmentally qualified for LOCAs and feedwater line breaks.  This does not 
apply to the RSW and RCW pumps, which are located in the Group 1 pump house and the 
reactor auxiliary building respectively, and are not exposed to steam.  Portions of the Group 1 
RCW system inside the reactor building are qualified for LOCAs and feedwater line breaks.  
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L.2.17 G2SW - Group 2 Raw Service Water 

The Group 2 raw service water (G2RSW) system provides back-up cooling water to the 
emergency core cooling system pumps and heat exchangers, and to one of the shutdown cooling 
(SDC) system heat exchangers.  It ensures decay heat removal following loss of Group 1 
recirculated cooling water (G1RCW) to the above heat exchangers.  The system is normally 
dormant. 

The system is a once-through back-up system, which draws water from the Group 2 pump house 
forebay.  It consists of two 100 percent pumps and two filters, together with its associated 
travelling screens and screen wash system, located in the Group 2 pump house and are physically 
separated from the Group 1 RSW system.  Check valves in the system are testable. 

Associated support systems: 

• Group 2, Class III Electrical Power 
Required for the Group 2 RSW pumps and motor-operated valves.  Normal supply is 
Class IV power, backed-up by Group 2 and Group 1 diesel generators. 

• Instrument Air 
A loss of instrument air has no effect on the Group 2 RSW system.  Temperature or pressure 
control valves in the Group 2 RSW supply to its various loads will fail open on loss of air, 
but the increased demand for raw service water under these conditions will not trip the 
pumps. 

• Operator Action 
The operator is required to initiate the system. 

The Group 2 raw service system is considered to be environmentally qualified by virtue of its 
location, since the pumps and valves are not subjected to a steam or LOCA environment.  The 
system is seismically qualified to withstand the design basis earthquake, and is tornado 
protected. 

L.3 Credit for Restoration of Class IV Electrical Power 

L.3.1 Introduction 

For the situation when Class IV power is lost after an initiating event occurs, the event tree logic 
calls upon the Class III diesel generators to start and then continue running for a mission period 
of 24 hours.  The event tree analysis methodology requires that a defined mission period is used, 
and that the assigned unavailability reflects that mission period.  There is no allowance for the 
fact that as time progresses after the loss of Class IV power, there is a corresponding increase in 
probability of Class IV restoration.  In effect, the event trees assume that if Class IV power is 
lost, then there is no chance of restoring it within 24 hours, but after 24 hours restoration is 
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highly probable.  This appendix describes the approach taken in this report to account for the 
possibility of restoring Class IV power within the 24-hour period. 

L.3.2 Modification to Probability Asigned for Running Failure of Class III 
Power 

In the CANDU PSA, a probability of 5 x 10-2 was used for failing to restore Class IV power 
within 12 hours.  This value was chosen for use in the CANDU PSA as being representative for 
the local national grid.  The value is used for this CANDU 9 event tree study also. 

The assigned value of running reliability for Class III is 4 x 10-3 failures per hour.  For the 24 
hour period assumed, this is (24)(4 x 10-3), or 9.6 x 10-2.  If there is a probability of 5 x 10-2 of 
restoring Class IV power at 12 hours, then the total running failure of Class III is 
(9.6 x 10-2)(5 x 10-2) = 4.8 x 10-3. 

L.3.3 Modification to Probability Assigned for Starting and Running Failure of 
Class III Power 

The event trees show 1.5 x 10-1 for the combination of starting failure and running failure of 
Class III power. This is the sum of 5 x 10-2 for starting failure, and 9.6 x 10-2 for running failure 
over 24 hours. 

A new value for probability of running failure over 24 hours was stated, which incorporates a 
5 x 10-2 probability for failing to restore Class IV power within 12 hours.  Adding that 4.8 x 10-3 
probability, to the established 5 x 10-2 probability for failing to start, gives 5.48 x 10-2.  

L.3.4 Modification to Event Tree Endpoint Frequencies 

The ratio between the value used in the event trees (1.5 x 10-1), and the new value (5.48 x 10-2), 
is 2.74.  All event tree endpoint frequencies, which involve a loss of Class IV power, can be 
reduced by a factor of 2.74.  
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Figure L-1  Event Tree - Large LOCA (IE-LL1) 
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Figure L-2  Event Tree - Large LOCA (IE-LL1) 
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Figure L-3  Event Tree - Large LOCA (IE-LL1) 
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Figure L-4  Event Tree - Large LOCA (IE-LL1) 
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Figure L-5  Event Tree - Large LOCA (IE-LL1) 
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Appendix M 
 

CANDU 9 Containment Ventilation Isolation System Reliability Analysis 

M.1 Introduction 

This appendix describes the system reliability for the containment ventilation isolation function 
of CANDU 9. 

The normal exclusion area boundary for CANDU nuclear power plants in Canada and elsewhere 
is 914 meters.  For the CANDU 9, however, AECL has proposed an exclusion area boundary of 
500 meters.  This target suggested adopting an optimum design containment ventilation isolation 
function.  In current CANDU designs, isolation of the reactor building ventilation system is 
performed by a subsystem of the Containment Isolation System (CIS).  To support the reduction 
in the exclusion area boundary, the CANDU 9 design incorporates an optimal containment 
ventilation isolation system called the Group 2 Ventilation Isolation System (VIS).  The use of 
redundant systems will optimize the reliability of the containment isolation function in support of 
this change.  

To avoid confusion, it should be noted that the term Containment Isolation System (CIS) is used 
in two different ways in this appendix.  First, it is used in the normal CANDU sense to describe 
all of the reactor building isolation subsystems.  Following an accident such as a LOCA, these 
subsystems isolate the numerous pipes and ducts, which penetrate the containment structure.  
Secondly, the designation ‘CIS’ is used to refer to one specific subsystem, albeit the most 
important in terms of potential releases to the environment, of the overall containment isolation 
system.  This subsystem is the containment ventilation isolation system.  The context will 
determine the sense in which the term ‘CIS’ is used. 

An additional acronym has been used in this appendix to describe the redundant and independent 
containment ventilation isolation systems as a unit.  Considered together, the CIS and VIS are 
referred to as the Containment Ventilation Isolation System (CVIS). 

The redundant containment ventilation isolation systems (CIS and VIS) are designed to be 
independent of each other as far as practical.  The CIS is part of the part of the Group 1 Special 
Safety Systems, and all its components are located outside the reactor building.  In contrast, the 
VIS is assigned to Group 2 and its components are located inside containment.  However, the 
isolation systems can be considered truly independent only if they are not subject to dependent 
failures, i.e., events that can cause both systems to fail simultaneously due to the same-shared 
cause.  To determine the potential for dependent failures between the systems, factors such as 
design (diversity, separation), operation (human factors, safety culture) and environment 
(control, testing) should be considered in any reliability analysis of the systems. 

Fault tree analysis revealed a cross-link between the CIS and Group 2 VIS, which contradicted 
the assumption of their complete independence.  As a result, a design modification was initiated.  
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Specifically, a third trip parameter, low flow, has been added to each system in addition to the 
existing radiation and pressure trips. 

M.2 Acceptance Criteria 

In CANDU practice, consequence analysis is not required for accident sequence frequencies 
below 10-6 events/year (beyond design basis), except for those limiting events, which define 
safety system performance, or are required by AECB Consultative Document C-6 [M-1]. 

Single channel events, such as a pressure tube rupture or end fitting failure, result in small 
LOCAs at or below frequencies of 10-2 events/year.  Large LOCAs occur at even lower 
frequencies.  If an accident sequence involving a LOCA and loss of containment isolation occurs 
at a frequency below 10-6 events/year, then failure of the reactor building ventilation system to 
isolate following the LOCA is not a design basis accident.   

If the unavailability of the combined containment ventilation isolation systems is equal to or less 
than 10-5 then the accident sequence frequency of a LOCA combined with a failure of the 
containment ventilation isolation function is equal to or less than 10-7 events/year.  Based on this 
target unavailability of 10-5 or less, the CANDU 9 group of design basis accidents will not 
include failure to isolate the containment ventilation system following a LOCA. 

The purpose of this analysis is to demonstrate that the combined unavailability of both 
containment ventilation isolation systems meets the quantitative acceptance criterion of 10-5 
stated above. 

M.3 Methodology 

The standard fault tree analysis techniques have been used [M-2].  The Unified Partial method 
(UPM) is used for the common cause failure analysis [M-3]. 

M.4 System Description 

Numerous pipes and ducts penetrate the containment structure to allow passage of process fluids 
and ventilating air to and from containment during routine operation.  The function of the 
containment isolation system (CIS) is to close these penetrations and isolate the containment 
envelope to prevent release of radioactive materials following an accident inside the reactor 
building.  One of the major functions of the CIS is to isolate the containment (reactor building) 
ventilation system by closing all four ventilation isolation valves, two in the inlet duct and two in 
the outlet duct.  This is the only function or subsystem of the overall CIS considered in this 
document.  However, unless otherwise noted, references to the CIS apply only to the ventilation 
isolation function/subsystem of the containment isolation system. 

As noted previously, a second or redundant containment ventilation isolation system has been 
added to the CANDU 9 design to optimize the reliability/availability of the containment isolation 
function.  This system is referred to as the Ventilation Isolation System (VIS) to distinguish it 
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from the CIS.  When both ventilation systems are described as a unit, the term Containment 
Ventilation Isolation System (CVIS) is used. 

To minimize dependent failures, the CIS is assigned to the Group 1 set of systems and the VIS to 
the Group 2 set of systems.  Support services (e.g., electric power supplies and associated 
cabling) for the two systems are also independent and separate from each other.  Specifically, 
these features minimize the potential for functional dependencies (cross-link failures) between 
the systems.  Furthermore, both systems are designed to fail safe, i.e., all ventilation isolation 
dampers fail in the closed position on loss of support services. 

This section provides a brief description of the Containment Isolation System (CIS) and the 
Ventilation Isolation System (VIS) with respect to their capability to isolate the containment 
ventilation system. 

M.5 Containment Isolation System (CIS) 

M.5.1 System Design 

The containment isolation system (GSI 68420) is an independent subsystem of the containment 
system, a Group 1 Special Safety System.  The system is designed to automatically isolate the 
reactor building on detection of high radioactivity or high reactor building pressure.  Reactor 
building isolation is achieved by closing the containment isolation dampers and valves in the 
various ducts and pipes which penetrate the containment structure (see Figure M-1). 

From the viewpoint of radioactivity releases to the public, the most important penetrations in the 
reactor building are the large (76 cm / 30 inch diameter) ducts associated with the reactor 
building ventilation system.  Successful closure of the dampers in the supply and exhaust ducts 
(lines) of the ventilation system ensures that radioactive releases to the public will be minimized.  
As noted previously, the reactor building ventilation system is a subsystem of the overall 
containment isolation system, and is the only CIS subsystem considered in this analysis. 

Other systems that are part of the overall containment isolation system, and normally open to the 
reactor-building atmosphere, have small pipes (2.5 to 7.6 cm in diameter) penetrating the 
containment wall.   

M.5.2 Control and Instrumentation 

The CIS is a Group 1 Special Safety System with triplicated instrumentation channels N, P and 
Q.  Each channel has its own take-offs, instrument lines, sensing instrument, isolation logic and 
power supplies.  A horizontal or vertical distance of two (2) meters maintains separation between 
the channels so that the failure of a single component or instrument does not impair the trip, 
monitoring or display capability of the CIS. 

The CIS control system consists of several independent control loops.  One independent loop is 
associated with each valve/damper (see Figure M-2).  All loops are controlled via hardwired 
logic.  Additional control loops are provided for the two out of three (2/3) logic (see Figure M-3) 
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and tests required for the pressure, radiation and flow loops.  The containment isolation logic is 
located in the Main Control Area (MCA); however, the system can be manually initiated 
(tripped) from either the MCA or the Secondary Control Area (SCA). 

M.5.2.1 CIS Radiation Loops 

There are three independent radiation detectors located outside the reactor building, one for each 
of the three containment safety channels N, P, and Q.  The radiation detectors monitor radiation 
levels in the containment ventilation exhaust duct.   A radiation loop for a single channel consists 
of a detector, a count-rate meter containing a pulse amplifier, an adjustable window for single 
channel pulse height analyser, an alarm and a power supply. 

A high reactor building radiation signal is generated whenever at least two of the three radiation 
loops in channels N, P and Q indicate values above the high reactor building radiation level 
setpoint of 8.4 µ Gy/h.  The radiation monitors are located outside containment in the Group 1 
area of the Reactor Auxiliary Building (RAB). 

M.5.2.2 CIS Pressure Loops 

There are three independent differential pressure transmitters located in the Group 1 area of the 
reactor auxiliary building (RAB), one for each of the three containment safety channels N, P, and 
Q.  Each loop consists of a differential pressure transmitter, an alarm unit, and a pressure-
indicating meter.  The differential pressure transmitter supplies inputs to the control logic circuit 
(via an alarm unit) and to a pressure-indicating meter located in the MCA. 

A high reactor building pressure signal is generated whenever at least two of the three 
differential pressure loops in channels N, P and Q indicate values above the high reactor building 
pressure setpoint of 3.45 kPa (d).  The differential pressure is measured between the reactor 
building and the RAB atmospheres.  The ∆P transmitters are located in the Group 1 area of the 
RAB. 

M.5.2.3 CIS Flow Loops 

There are three independent flow meters located outside the reactor building, adjacent to the 
radiation monitors.  One detector is installed for each of the three instrumentation channels N, P, 
and Q.  The function of the flow meters is to ensure that there is a signal available to close the 
CIS isolation valves if the VIS outlet valves have closed successfully.  This is of particular 
concern only in accident scenarios that result in radiation releases without pressurizing the 
reactor building to the trip setpoint of the differential pressure transmitters. 

Figure M-1 can be used to illustrate the need for a low flow detection signal to close the CIS 
dampers after a radiation-only accident.  If the VIS radiation monitors R/S/T located inside the 
reactor building exhaust duct successfully detect high radiation, they will send a signal to close 
the VIS isolation valves.  If the VIS outlet valves close successfully, air flow past the CIS 
radiation monitors N/P/Q will cease.  Since these monitors require flow for positive detection, 
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there is no possibility that the CIS isolation valves will close due to a high radiation signal.  If the 
VIS inlet valves have failed open due to some mechanical fault, then a total failure of the CVIS 
results.  However, if triplicated flow detectors N/P/Q are added to the CIS as shown in Figure M-
1, they can sense the closure of the VIS outlet valves and send a signal to all four CIS isolation 
valves to close.  Then failure of the CVIS would only occur if both the CIS and VIS inlet valves 
failed to close.  Therefore, from a reliability standpoint, this dual redundancy is therefore highly 
desirable. 

M.5.3 Containment Isolation System Valves 

There are two isolation valves in the ventilation inlet duct and two isolation valves in the outlet 
duct, all of which are controlled by the (2/3) relay logic of the CIS automatic control circuit.  See 
Figures M-1 and M-2. 

The first loop controls isolation valves 67312-PV43N and 67312-PV49N equipped with spring-
return, air-to-open actuators.  Valve 67312-PV43N in the supply line and valve 67312-PV49N in 
the exhaust line, are controlled by channel N.  The following description of the control loops for 
these two valves also applies to all other valves in the ventilation lines. 

M.5.4 System Operation 

Containment isolation occurs when any two channels of the CIS detect high radiation and/or high 
pressure in the reactor building.  It will also occur when any two channels of the CIS detect low 
flow in the reactor building exhaust duct.  The solenoid valves for the CIS pneumatic dampers 
are de-energised automatically by the initiating signal.  De-energising these valves cuts off the 
air supply to the actuators of the isolation dampers causing them to close.  Only one damper in 
each duct needs to close for containment isolation.  The instrumentation for the redundant 
dampers in each of the inlet or outlet lines is on different channels, i.e., channels N and Q, to 
ensure that failure of one channel does not impair the CIS. 

To prevent inadvertent damper opening after containment isolation, the trip is sealed-in by the 
relay logic after a time delay until all alarms are cleared and the affected channel is reset by the 
operator in the MCR.  Each initiation loop is sealed-in independently of the other two loops.  A 
reset switch is provided for each channel.  After the switch has been activated, the channel can 
only be reset if the signal levels from the initiation loops (radiation / pressure / low flow) would 
not cause a trip of the channel.  

M.5.5  Support Services 

The containment isolation system requires Group 1 Class II 120V AC power for each of the 
channels N, P, and Q.  The 120V AC supplies all the power to the channels including the 48V 
DC for the relay logic and the solenoid valves and the 45V DC for the ∆P transmitters.  There are 
no safety requirements on the maximum duration during which the 120V AC or 48V DC may be 
interrupted because the system fails-safe on the loss of this power.  Spurious trip avoidance 
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requires that the interruption in power shall be less than the trip seal-in time.  This is met by the 
uninterruptible power supply (UPS) design. 

The containment isolation dampers are also designed to fail safe (i.e. close) on loss of instrument 
air supply to the pneumatic actuators. 

M.6 Ventilation Isolation System (VIS) 

M.6.1 VIS Design 

The Group 2 Ventilation Isolation System (GSI 68620) is a functional but independent 
subsystem of the containment system, which is a Group 1 Special Safety System.  However, to 
minimize dependent failures, the ventilation isolation system (VIS) is grouped with the Group 2 
Special Safety Systems. 

When initiated by high reactor building pressure and/or high radiation levels, the VIS closes 
dampers in the reactor building ventilation supply and exhaust lines (see Figure M-1).  Since the 
VIS is a redundant, independent, diverse (where possible), and testable system, it can be credited 
for scenarios where the CIS is considered unavailable.  The redundant ventilation isolation 
system increases the reliability and/or availability of containment and is the main basis for the 
reduced exclusion area boundary of 500m. 

M.6.2 VIS Control and Instrumentation 

The VIS is a Group 2 Special Safety System with triplicated instrumentation channels R, S and 
T.  Each channel has its own take-offs, instrument lines, sensing instrument, isolation logic and 
power supplies.  A horizontal or vertical distance of two (2) meters maintains separation between 
the channels so that the failure of a single component or instrument does not impair the trip, 
monitoring or display capability of the VIS. 

The VIS control system consists of several independent control loops.  One independent loop is 
associated with each ventilation valve/damper.  All loops are controlled via hardwired logic.  
Additional control loops are provided for the two out of three (2/3) logic and tests required for 
the pressure, radiation and flow loops. 

Control logic for the VIS is located in the Secondary Control Area (SCA); however, it is possible 
to manually initiate (trip) the system from the Main Control Room (MCR). 

An overview of the system is shown in Figure M-1. 

M.6.2.1 VIS Radiation Loops 

There are three independent radiation detectors located inside the reactor building, one for each 
of the three instrumentation channels R, S, and T.  The radiation detectors monitor radiation 
levels in the containment ventilation exhaust duct, before it exits the reactor building.  The high 
reactor building radiation signal is generated whenever at least two of the three radiation loops in 
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channels R, S, and T indicate values above the high radiation level setpoint of 8.4 µGy/h.  The 
C&I for the VIS radiation loops is the same as that for the CIS. 

M.6.2.2 VIS Pressure Loops 

There are three independent differential pressure transmitters located in the Group 2 area of the 
reactor auxiliary building (RAB), one for each of the three instrumentation channels R, S, and T.  
Each loop consists of a differential pressure transmitter, an alarm unit, and a pressure-indicating 
meter.  The differential pressure transmitter supplies inputs to the control logic circuit (via an 
alarm unit) and to a pressure indicating meter located in the SCA, and an isolated pressure-
indicating meter in the MCA. 

The high reactor building pressure signal is generated when any two of the three differential 
pressure loops in channels R, S, and T indicate values above the high reactor building pressure 
setpoint of 3.45 kPa (d).  The differential pressure is measured between the reactor building and 
the reactor auxiliary building atmospheres.  The C&I for the VIS pressure loops is the same as 
that for the CIS. 

M.6.2.3 VIS Flow Loops 

There are three independent flow meters located inside the reactor building, adjacent to the VIS 
radiation monitors.  One meter is installed for each of the three instrumentation channels R, S, 
and T.  The function of the flow meters is to ensure that there is a signal available to close the 
VIS isolation valves if the CIS outlet valves have closed successfully.  This is of particular 
concern only in accident scenarios that result in radiation releases without pressurizing the 
reactor building to the trip setpoint of the differential pressure transmitters.   

M.6.3 Ventilation Isolation System Valves 

There are two isolation valves in the ventilation inlet duct and two isolation valves in the outlet 
duct, inside the reactor building.  All the ventilation isolation system valves and dampers are 
controlled by two-out-of three (2/3) relay logic in the same manner as the CIS valves and 
dampers.  See Figures M-1 and M-2. 

The first loop controls isolation valves 67312-PV45R and 67312-PV47R equipped with spring-
return, air-to-open actuators.  Valves PV45R in the supply line and valve PV47R in the exhaust 
line are controlled by channel R. 

M.6.4 System Operation 

Isolation of the reactor building ventilation occurs when two channels detect high activity and/or 
high pressure in the reactor building.  It will also occur when any two channels detect low flow 
in the reactor building exhaust duct.  The solenoid valves for the VIS pneumatic dampers are de-
energised automatically by the initiating signal.  De-energising these valves cuts off the air 
supply to the actuators of the isolation dampers causing them to close.  Only one damper in each 
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of the supply and the exhaust duct needs to close for reactor building ventilation isolation.  The 
instrumentation for the redundant dampers in each of the inlet and outlet lines is on different 
channels to ensure that failure of one channel does not completely impair the VIS.  The 
instrumentation includes the control logic, the solenoid valves and limit switches on the isolation 
dampers. 

To prevent inadvertent opening of the VIS dampers after the reactor building ventilation system 
has been isolated, the trip signal is sealed-in by the relay logic (after a time delay) until all alarms 
are cleared and the channel is reset by the operator in the MCR.  Each initiation loop is sealed-in 
independently of the other two loops.  A reset switch/pushbutton is provided for each channel.  
After the switch has been activated, the channel can only be reset if the levels from the initiation 
loops (radiation/pressure/flow) would not cause a trip of the channel.   

M.7 Fault Tree Analysis 

M.7.1 Introduction 

The overall containment ventilation isolation system (CVIS) consists of the redundant, separate 
and diverse CIS and VIS.  The overall dormant unavailability of the CVIS is assessed by detailed 
fault tree analysis using the CAFTA suite of programs developed by SAIC of California, U.S.A. 

CAFTA consists of programs which assist in carrying out the four major steps of fault tree 
analysis listed below: 

a) Construction of the fault tree model for the containment ventilation isolation system; 

b) Construction of the component reliability database; 

c) Evaluation of the fault tree to obtain minimal cutsets; 

d) Review and analysis of cutset results. 

Fault tree analysis is a deductive method of failure analysis, which focuses on one particular 
undesired event (e.g., a system failure) and provides a method for determining causes of this 
event.  The undesired event constitutes the top event in the fault tree diagram constructed for the 
system and corresponds to some particular system failure mode.  The fault tree is a logical 
representation of the ways in which the specified top event may occur.  The Boolean solution of 
the fault tree defines the combination of events that can lead to the top event. 

M.7.2 Top Event 

The top event label for the overall containment ventilation isolation system (CVIS) fault tree is 
CVISDF and is defined as follows: 

Failure of the Containment Ventilation System in the Dormant Mode to Isolate Containment 
Following a LOCA or Other Event Resulting in the Release of Radioactivity. 

The above system definition leads to the following failure situations: 
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1. The containment ventilation isolation system fails to isolate the ventilation inlet duct 
following a LOCA or other event resulting in the release of radioactivity, or 

2. The containment ventilation isolation system fails to isolate the ventilation exhaust duct 
following a LOCA or other event resulting in the release of radioactivity. 

The success criteria for the overall containment ventilation isolation system is defined as closure 
of only one of any four dampers in each of the supply and the exhaust lines of the ventilation 
system. 

M.7.3 System Boundaries 

Under normal practice, interfaces with the electrical power supply require a given front line 
system to be modelled up to the appropriate circuit breaker or fuse.  Similarly, the boundary 
between the instrument air system and a front line system is defined to occur at the junction 
between the air receivers and the local instrument air distribution system.  This local system 
typically appears as an undeveloped event in the front line system fault tree.  Due to the fail-safe 
nature of the CVIS dampers, events associated with loss of these support services are not 
modelled. 

M.7.4 Interfacing Systems 

The following support service systems interface with the containment ventilation isolation 
system: 

a) Instrument Air. 

b) Electrical Power Supply. 

M.7.5 Detailed Failure Criteria 

The containment ventilation isolation system (CVIS) is considered to have failed if both the CIS 
and VIS fail to isolate the ventilation inlet and outlet lines following a LOCA and/or radiation 
release inside the reactor building. 

a) CVIS Inlet Failure Criteria 
The CVIS is considered to have failed on the inlet side if 

1) Both CIS inlet dampers/valves fail to close on high reactor building pressure and/or 
radiation levels, and 

2) Both VIS inlet dampers/valves fail to close on high reactor building pressure and/or 
radiation levels. 

b) CVIS Outlet Failure Criteria 
The CVIS is considered to have failed on the outlet side if 

1) Both CIS outlet dampers/valves fail to close on high reactor building pressure and/or 
radiation levels, and 
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2) Both VIS outlet dampers/valves fail to close on high reactor building pressure and/or 
radiation levels. 

M.7.6 Reliability Database 

M.7.6.1 Component Reliability Database 

Component failure rates (λ) and other reliability data have been taken from previous CANDU 
PSAs. 

M.7.6.2 Common Cause Failure Data 

Several parametric common cause failure (CCF) events are modelled in the fault tree. The β-sub-
factors are derived based on judgement tables as in Table M-1. 

M.7.7 Assumptions 

A number of operational and modelling assumptions were made for this analysis. 

M.8 Common Cause Failure Analysis 

M.8.1 Overview of CCF Method 

The UPM methodology [M-3] consists of five steps briefly described in the following sections.  
These are: 

a) Define System Boundary; 

b) Determine Level and Type of Assessment; 

c) Determine Level of Defence Against Common Cause Failures; 

d) Assign Sub-Factor Values (Partial β-Factor) to Each of the Defence Mechanisms; 
e) Estimate Overall Beta Factor. 

It should be noted that the common cause failures analysed are within the individual CIS and 
VIS at the component level.  The component-level, partial β-factor approach was selected since a 
fault tree model with good component reliability data already existed.   

M.8.2 Define System Boundary 

Step 1 of the procedure involves familiarization with the CVIS and definition of the system 
boundary.  This part includes understanding the function of the system, the components to be 
modelled, and the procedures that govern its operation, testing and maintenance.  In also includes 
understanding the relationship of the CVIS to its support service systems as well as its physical 
environment. 
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For the CVIS there are several natural groups of redundant components susceptible to common 
cause failures.  These are the isolation valves, differential pressure transmitters, radiation 
monitors, low flow sensors, solenoid valves and valve control relay logic, for the CIS and VIS. 

M.8.3 Determine Type and Level of Assessment 

In Step 2 of the procedure, a choice is made between a system level assessment using the 
Reliability Cut-Off Method or a component level assessment using the Partial Beta Factor 
Method [M-3].   

Since only two systems are involved and a fault tree model exists with good component level 
data, a component level assessment (partial β-factor method) linked to the fault tree analysis is 
used. 

M.8.4 Determine Level of Defence Against Common Cause Failures 

Common cause failures are defined as simultaneous or near simultaneous multiple failures 
resulting from a single shared cause.  The single initiating or root cause may be due to any 
number of factors such as: 

a) Manufacturing errors; 

b) Design errors; 

c) Harsh environmental conditions (smoke, high temperature, humidity); 

d) Inadequate/incorrect test procedures; 

e) Inadequate/incorrect maintenance procedures; 

f) Errors in operating procedures. 

In Step III of the UPM method, the following eight factors (or sub-factors as they are called in 
the UPM methodology) are evaluated to determine the level of defense of a particular system 
against common cause failures: 

1. Redundancy and diversity; 

2. Separation; 

3. Understanding (of the potential for CCFs); 

4. Analysis (such as FMEA or fault tree); 

5. Human factors (human errors in operation, testing, maintenance); 

6. Safety culture (including training and experience of staff); 

7. Environmental factors (excluding severity of environment); 

8. Environmental testing; 
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For a detailed discussion of the above sub-factors, including a description of the interpretation of 
each sub-factor, see Section 3 of the UPM manual [M-3].  Note that if diversity is not a factor in 
the multiple failure groups, then only redundancy is considered in sub-factor 1. 

The rationale for the choice of each defence level is documented in a judgement table, the format 
of which is shown in Table M-1.  

Judgement tables for each multiple failure group in the CIS and VIS are found in Table M-2. 

M.8.5 Estimation of Partial Beta Factor 

Once the eight sub-factors are evaluated and the level of defence (category) for each sub-factor 
determined, an appropriate numeric (partial beta factor) value is then assigned to each sub-factor 
category from the Partial Beta Factor Estimation Table [M-3].  This corresponds to Step IV of 
the UPM manual. 

M.8.6 Evaluation of Common Cause Failure Estimate 

The estimate of the overall β-factor is obtained by summing the selected sub-factor values 
(partial β-factors). The result is divided by the denominator shown in the Partial Beta Factor 
Estimation Table [M-3].   

M.9 Results 

The CVISDF fault tree was quantified using the CAFTA programs CUT386 for cutsets and 
GTP386 for intermediate events.  A probability truncation limit of 1 x 10-10 was used in the 
CAFTA calculations.   

The total combined predicted unavailability for the dormant Containment Ventilation Isolation 
System (CVIS) is 8 x 10-7 using a probability truncation limit of 1 x 10-10. 

M.9.1 Dominant Contributors 

The dominant contributors were related to common cause failures of CIS and VIS radiation 
monitors and of outlet isolation valves of one system with the other systems radiation monitors. 

M.10 Conclusions 

As stated in the introduction, the purpose of this report was to demonstrate quantitatively that the 
total unavailability of the containment ventilation isolation system (CIS and VIS), including the 
effects of common cause failures, is equal to or less than 1 x 10-5. 

The total unavailability of the CANDU 9 containment ventilation isolation system (CVIS), as 
determined by fault tree analysis, is 8 x 10-7.  Based on a containment ventilation isolation 
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unavailability of 8 x 10-7, the CANDU 9 group of design basis accidents will not include failure 
to isolate the containment ventilation system following a LOCA.   

The normal exclusion area boundary for CANDU nuclear power plants in Canada and elsewhere 
is 914 meters.  For the CANDU 9, however, the CVIS analysis shows that an exclusion area 
boundary of 500 meters is acceptable. 

The dominant contributors are common cause failures associated with the isolation valves and 
radiation monitors. 
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Table M-1 
Judgement Table 

Sub-Factor Judgement Decision Category/ 
Numerical 

Value 

Comment 

Redundancy    
Separation    
Understanding    
Analysis    
Human Factors    
Safety Culture    
Environmental 
Control 

   

Environmental 
Testing 

   

Total Numerical Value (summation of sub-factors)   
Beta Factor (ββββ)  =  TOTAL / 50000     [3]    
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Table M-2 
Judgement Table for CIS/ VIS Reactor Building Radiation Monitors 

Sub-Factor Judgement Decision Category/Nu
merical 
Value 

Comment 

Redundancy Minimum identical redundancy.  Two out of 3 (2/3) 
radiation monitors are required to operate for success.  
It is assumed that all redundant radiation monitors 
within a given system are identical. 

A 
1750 

 

Separation Each CIS/VIS radiation monitor/detector is located in 
the RB ventilation exhaust duct and the detector 
assembly is mounted on a seismically qualified 
platform nearby.  Each monitor is separated by a 
distance of two metres from its neighbour.  There are 
no barriers between them.   
This represents a separation level less than Level 1 
from Table 2, Section 2.4 of the UPM manual. 
However, this separation is consistent with the CSA 
N293-95 fire protection requirement for redundant 
equipment within safety-related systems.  Therefore, 
it is judged that the two-metre distance between the 
radiation monitors is equivalent to a barrier. 

B 
580 

The two-metre 
separation is 
considered adequate to 
protect against small 
fires in cable trays, 
missiles, and falling 
objects   

Understanding This sub-factor consists of EXPERIENCE, 
NOVELTY, COMPLEXITY and MISFIT.  The 
following judgement is made based on many 
operating-years of CANDU experience with similar 
equipment and 2/3 arrangement. 
EXPERIENCE:  Extensive (> 10 years) 
NOVELTY/COMPLEXITY/MISFIT:  The radiation 
monitor is complex in design and some degree of 
novelty is present due to the constantly changing 
design.  Some degree of misfit can also be expected.  
Complexity is assumed to be large, novelty small, 
and misfit large. 

C 
100 

Experience with 
radiation detectors in 
general is extensive 
(greater than ten 
years), however the 
design of these devices 
is constantly changing 

Analysis The rating of this sub-factor is based on the fact that a 
previous reliability assessment (fault tree analysis) of 
the CIS was done for the previous PSAs, and the 
knowledge of dependent failure factors identified in 
the design of the CVIS. 

E 
6 

A detailed qualitative 
CCF analysis was also 
performed for the 
CVIS. 

Human Factors No routine pre-accident human actions, e.g., 
calibration, maintenance, surveillance tests and 
restoration tasks, are modelled for the radiation 
monitors in the fault tree analysis.   
These detectors are tested on a routine basis, 
however, the tests are mostly automatic and the test 
sequences are computer controlled.   

N/A Unscheduled 
maintenance of the 
radiation monitors is 
performed with the 
associated channel in 
the tripped (fail-safe) 
condition. 
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Sub-Factor Judgement Decision Category/Nu
merical 
Value 

Comment 

Safety Culture Training of staff directly affects the probability of 
human error.  The category chosen for this sub-factor 
is based on the following assumptions: 
Simulator training is provided for normal operating 
conditions, and  
Dedicated staff and evidence of an active safety 
culture including a systematic training program. 

C 
90 

 

Environmental 
Control 

This sub-factor applies to ease of access to the 
radiation monitors and the activity (personnel, 
machines, other processes, etc) in the area.   
The radiation monitors are located in the RB 
ventilation exhaust and are relatively remote from 
activity in the vicinity. 

C 
100 

 

Environmental 
Testing 

It is assumed that no environmental tests (shock, 
vibration, temperature, humidity, etc.) are performed 
other than those conducted by the manufacturers. 

A 
1200 

 

Total Numerical Value (summation of sub-factors) 3826  
Beta Factor (ββββ)  =   3826 / 50000  [3]  ββββ = 0.08  
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Figure M-1  CANDU 9 Containment Ventilation Isolation System Layout 
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Figure M-2  Typical Containment Ventilation Isolation Valve Control Loop 
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Figure M-3  Typical Two-Out-of-Three Logic Arrangement 
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Appendix N 
 

CANDU 9 Seismic Event Analysis – Supporting Information 

N.1 Estimation of Severe Core Damage Frequencies 

N.1.1 Introduction 

The approach for estimation of seismic-induced severe core damage frequency (SCDF) is based 
on the event trees.  For representing all the seismic-induced sequences and the response of the 
plant, several levels of event trees are required.  The first and second level event trees treat 
primary seismic-induced failures of seismically qualified structures and equipment.  The order of 
the headings is generally according to the severity of the seismic-induced failures.  The third 
level event trees treat the seismic-induced failures of seismically-non qualified structures and 
equipment.  The fourth level seismic event trees treat mainly the random failures of supporting 
systems.  The fifth level event trees deal mainly with random failures of safety systems.   

N.1.2 First Level Seismic Event Tree 

The first level seismic event tree delineates the major structural failures and Group 2 support 
functions.  The first level seismic event tree is shown in Appendix O. 

N.1.2.1 Description of Headings 

N.1.2.1.1 Seismic Induced Gross Structural Failures 

The heading of structural failure (STR) is defined as events that directly lead to SCD with or 
without containment failure.  The seismic induced failures included are as follows:  

• Seismic Induced Failure of Containment  

The seismic induced failure of containment would affect the function or structural integrity 
of the equipment inside the structure.  It means a potential excessive LOCA with the loss of 
all equipment function located inside the building.  It is assumed that the seismic induced 
failure directly leads to SCD with failure of containment.   

• Seismic Induced Failure of Reactor Auxiliary Building  

The seismic induced failure of the reactor auxiliary building would cause loss of all 
equipment function located inside the building including the MCR and SCA.  Also it may 
affect the integrity of the containment if it collapses in the direction of containment.  It is 
assumed that the failure of the reactor auxiliary building would directly lead to SCD with 
some probability of containment structural failure.   
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• Seismic Induced Failures of Containment Internals 

The equipment located inside the containment building is supported by the structures of the 
containment internals.  Thus the failure of containment internal structures could cause an 
extensive LOCA with the loss of equipment function supported by the structure.  However, 
the containment building is not likely to be affected by the internal structure failure.  Thus it 
is assumed that the failure would directly lead to SCD without containment failure.   

The collapse of other buildings such as the maintenance building, service building or turbine 
building could impact the reactor auxiliary building if they collapsed in the direction of the 
reactor auxiliary building.  To identify the potential, a detailed evaluation of the seismic capacity 
of these buildings, the likelihood that they collapse in the direction of RAB, the impact loading, 
and the results of the impact on the RAB are required.  At the time of the analysis, the detailed 
information to evaluate these was not available.  It is assumed here that the seismic-induced 
collapse of these buildings does not impact the reactor building or the seismic capacity for the 
failure mode is high enough to neglect them. 

N.1.2.1.2 Seismic Induced Excessive LOCA 

The seismic-induced excessive LOCA (Heading EL) is defined as an event that induces a LOCA 
in excess of the capacity of the ECCS and thus directly leads to severe core damage.  The 
seismic induced failures that can cause this event are as follows:  

• Seismic-Induced Failure of the Calandria-Shield Tank Assembly 

Calandria-shield tank assembly consists of the Calandria shell, the two end shields and the 
shield tank and its end walls.  The structural failure of the Calandria-Shield Tank Assembly 
is considered here to lead to an excessive LOCA.   

• Seismic-Induced Failure of the Heat Transport Pumps 

The structural failure would induce rupture of the HTS piping attached to the pumps and 
leads to an excessive LOCA. 

• Seismic Induced Failure of the Steam Generators  

The seismic induced failures of steam generators would induce rupture of the HTS piping, 
steam lines and feedwater lines.  It would lead to an excessive LOCA that ECCS cannot 
mitigate.   

• Seismic Induced Failures of the Inlet/Outlet Headers 

The seismic induced failures of inlet and/or outlet headers would lead to an excessive LOCA 
beyond the capacity of the ECCS.   

Other failures such as collapse of the main crane may cause an excessive LOCA.  The potential 
failures should be checked as the design evolves and confirmed during the plant walkdown.  
Seismic induced failure of the crane walls has the potential to induce an excessive LOCA, but is 
not considered here. 
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N.1.2.1.3 Seismic Induced Large LOCA 

The seismic-induced large LOCA (Heading LL) is defined as any event that can cause a break 
larger than a guillotine break of the largest feeder.  On the LOCA signal, the ECCS system 
would actuate first by injection and then re-circulation.  Initially the high-pressure emergency 
core cooling system (ECCS) would inject cooling water to the HTS, and flow from the reserve 
water tank (RWT) to the ECCS sumps would be initiated.  After that the ECCS pumps, located 
outside the reactor building, start and re-circulate the water from the sumps to the HTS.  During 
the re-circulation, cooling water must be supplied to the ECC pump motors and ECC heat 
exchangers.  The Group 2 service water is the seismically qualified source of this water.  
Assuming the loss of Group 1 systems, the large LOCA directly leads to severe core damage 
based on the following: 

• Operator actions are required to align the G2 RCW to the ECCS pump and heat exchanger.  
The available time for the operators to perform the action is dependent on the duration of the 
injection phase.  It is assumed here that the available time for the operators is not enough to 
perform the action.   

• The heat sink for a large LOCA is the ECCS heat exchangers.  The Group 2 service water is 
only sized to remove decay heat after 24 hours and therefore cannot be credited in the first 24 
hours.   

The seismic induced failures that can cause the initiator are as follows: 

• Seismic Induced Failure of the Pressurizer  

The structural failure of the pressurizer would lead to the rupture of the HTS pipes attached 
and this leads to a large LOCA.   

• Seismic Induced Failure of the Bleed Condenser  

The Bleed Condenser is connected to the pressurizer via two pressurizer steam bleed valves 
and two pressurizer relief valves and is also connected to the HTS via two liquid relief 
valves.  The structural failure of the bleed condenser would cause ruptures of all this piping.  
The equivalent size of all these pipe breaks is assumed to lead to a large LOCA.   

Some seismic induced equipment failures may lead to core damage if the equipment is not 
isolated from the HTS.  For example, seismic-induced failure of shutdown cooling pumps would 
cause rupture of the piping, and this, combined with the spurious opening of the isolation valves 
due to relay chatter or some other cause would lead to a large LOCA.  However, the failure rate 
of isolation valves is less than 1.0E-2 and the equipment in the line is designed for at least 
DBE-A.  Thus this kind of seismic-induced LOCA does not affect the SCDF significantly.  It is 
assumed here that this type of seismic-induced LOCA is negligible. 
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N.1.2.1.4 Loss of Group 2 Class III Power 

Loss of Group 2 Class III power does not directly lead to core damage in CANDU 9, since the 
steam generators supplied from the RWT are a heat sink, which can be operated without Class III 
power.  The seismic events included in this category are as follows: 

• Seismic-Induced Failure of the Group 2 Emergency Diesel Generators 

The Group 2 emergency diesel generators are the source of Group 2 Class III power.  The 
seismic-induced failure of the emergency diesel generators would lead to the loss of Group 2 
Class III power.  For the successful operation of the emergency diesel generators, other 
supporting systems such as starting air, HVAC, and fuel supplies must function.  In this 
analysis, all these supporting systems except service water are assumed to be included in the 
equipment boundary.   

• Seismic-Induced Failure of Group 2 Class III 4.16KV Switchgear 

The Group 2 Class III 4.16KV Switchgear gets power from the emergency diesel generators 
and supplies power to the Group 2 system pumps and 480V Class III Switchgear.  
Seismic-induced failure of this equipment would lead to a loss of Group 2 Class III power.   

• Seismic-Induced Failure of Group 2 Class III 480V Switchgear 

The 480V Switchgear gets power from the 4.16 kV Switchgear via the 4.16 kV-480V 
transformer and supplies power to the MCCs and relatively big motors.  It also supplies 
power to the 250V DC Class I bus via battery chargers and to the 480V Class II bus via 
regulating transformers.  It is assumed here that the loss of Class III 480V switchgear would 
lead to the loss of Group 2 Class III power.   

The 4.16 kV-480V transformers are usually located in the 4.16 kV switchgear or 480V 
switchgear.  Thus it is assumed here that the transformers are included in the equipment 
boundary of either the 4.16 kV switchgear or 480V switchgear.  

N.1.2.1.5 Seismic Induced Loss of Group 2 Control and Monitoring 

For the Group 2 systems to function, the electrical equipment and power supplies are required.  
The following events are assumed to lead to loss of the Group 2 control and monitoring function 
and thus lead to severe core damage presuming the simultaneous loss of the Group 1 control and 
monitoring function. 

• Seismic-induced failure of Group 2 electrical equipment 

In CANDU 9, the Group 2 systems can be controlled and monitored both at the MCR and at 
the SCA.  The MCR and SCA both get input from the Group 2 electrical equipment.  All the 
Group 2 control and monitoring signals to the MCR and SCA panel workstation pass through 
the Group 2 Safety System Monitor (SSM).  Also there are other hard-wired circuits that 
directly connect hardwired panel devices to the Group 2 system sensors and actuators.  It is 
assumed here that there would be a Group of intermediate electrical equipment cabinets, such 
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as logic cabinets, and that seismic-induced failures of these would lead to the loss of Group 2 
control and monitoring functions.     

• Seismic-induced failures of Group 2 essential electrical power 

Essential electrical power can be defined as that which is required to control and monitor the 
Group 2 systems and to actuate the MOVs related to the Reserve Water Tank.  The contents 
of this heading depend on the availability of the Group 2 Class III power.  When Group 2 
Class III power is not available, only the Group 2 UPS can do this.   

It is assumed here that seismic induced failures of the Class I 250V DC bus, Class II 480V bus, 
or Class II 120V AC bus would lead to loss of essential electrical power and result in severe core 
damage.  The following contributors are included:   

- Seismic induced failures of the Group 2 120V Class II bus (5442 system)  

- Seismic induced failures of the Group 2 480V Class II bus (5432 System) 

- Seismic induced failures of the Group 2 250V Class I Bus (5451 System) 

- Seismic induced failures of the Group 2 Batteries  

- Seismic induced simultaneous failure of the Group 2 5442 inverters and 5432 transformers  

- Seismic induced failures of the Group 2 5432 inverters  

The Group 2 Class I DC bus gets power either from Class III 480V bus via battery chargers or 
from the Group 2 batteries.  To receive power from the battery chargers, the emergency diesel 
should start and provide power.  For the emergency diesel generator to start, DC power from the 
batteries must be available.  Thus seismic-induced failure of the batteries leads to a loss of all 
Group 2 electrical power and leads to severe core damage.   

- If Class III power is available, the operators can connect the Group 2 switchgear to Group 1, 
and thereby provide the essential power to the Group 1 electrical bus for control and 
monitoring at the MCR.  The Group 1 electrical cabinets are seismically qualified for the 
DBE-B.  The control and monitoring can also be done using the Group 2 electrical power 
system at the SCA. 

The Group 1 batteries are not credited since they have a capacity of only one hour. 

N.1.2.1.6 Seismic Induced Loss of Secondary Control Area 

The seismic-induced loss of secondary control area (SCA) is assumed to lead to severe core 
damage.  The seismic event included in this heading is as follows:  

• Seismic-induced failure of the secondary control panels 

The detailed information about the configuration and layout of the secondary control area 
was not available at the time of the analysis.  It is assumed that seismic-induced failures of 
the SCA panels would lead to a loss of the SCA function.  It is also assumed that the isolation 
between the MCR and SCA control signals is located in the SCA, and thus seismic-induced 
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failures of the SCA panels would lead to the loss of the MCR function.  Thus the failure of 
the SCA panels would lead to severe core damage. 

N.1.2.1.7 Seismic Induced Failure of Main Control Room 

The main control room of the CANDU 9 is seismically qualified to control the Group 2 systems.  
The Group 1 control panels are seismically qualified so that seismic-induced failures do not 
impact the Group 2 function of the control room.  This heading is defined as failure of the 
Group 2 control function of the MCR.  Included in this category are seismic-induced failures of 
the Group 2 control panels in the main control room.  If these panels fail, the operators should 
move to the SCA and perform the required actions.   

N.1.2.2 Sequences and Quantification of the First Level Seismic Event Tree 

The frequency of each seismic sequence in the first level seismic event tree was quantified using 
the EQESRA code.  The results are shown in Appendix O.  The seismic sequences that do not 
lead to severe core damage are transferred to the second set of seismic sequences.   

The first sequence represents the case that no seismic-induced structural or support function 
failures have occurred.  This sequence is transferred to the second level seismic event tree ST1.   

The second sequence represent the case that the MCR is not available but no other seismic 
induced failures occur.  Since the SCA is available in this case and the frequency of this 
sequence is much less than that of ST1, it is considered to be negligible and no additional 
analysis has been performed.   

The third and fourth sequence leads to core damage due to the loss of the control and monitoring 
function and loss of the SCA, respectively.  In the latter sequence, it is assumed that the control 
and monitoring function for Group 2 at the MCR is dependent on that of the SCA, and that 
seismic-induced failures of the SCA would lead to a loss of the MCR.  Thus it is assumed that 
the seismic failures of the SCA would lead to severe core damage.   

The fifth sequence represents the case that the Group 2 Class III power is not available, but the 
control and monitoring function supplied by Group 2 batteries is available.  This sequence is 
transferred to the second level seismic event tree ST2.   

The sixth sequence represents the case that the Group 2 Class III power and MCR are not 
available, but the control and monitoring function supplied by the Group 2 batteries and SCA is 
available.  This sequence is transferred to the second level seismic event tree ST3.   

The 7th to 11th sequences represent cases that directly lead to core damage by structural failures, 
LOCAs that cannot be mitigated by the ECCS, loss of control and monitoring, and loss of the 
SCA.  
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N.1.3 Second Level Seismic Event Trees 

There are three-second level seismic event trees that are transferred from the first level seismic 
event tree.  These are labelled ST1, ST2, and ST3.   

N.1.3.1 Seismic Event Tree ST1 

The event tree ST1 is shown in Appendix O.  The initiator ST1 comes from the ST1 sequence of 
the first level seismic event tree.  The boundary condition is that the Group 2 electrical systems 
and the control and monitoring function of the MCR are available.   

N.1.3.1.1 Description of Headings 

N.1.3.1.1.1 Seismic Induced Small LOCA 

The seismic events included in this heading are as follows:  

• Seismic-Induced Generic Small LOCA 

Multiple ruptures of small piping or instrument tubing induce the generic small LOCA.  It is 
not based on the specific evaluation of the CANDU 9, but is based on the judgement that 
there are so many small lines attached to the primary circuit, that it is not practical to check 
seismic ruggedness of all these small lines.  Therefore it is impossible to rule out multiple 
ruptures of these lines.  It is assumed here that the size of the small LOCA is equivalent to 
that of the maximum small LOCA.   

• Seismic-Induced Failures of the Fuelling Machine while it is attached to the Calandria 

Seismic induced failures of the fuelling machine while it is attached to the Calandria would 
lead to a small LOCA. 

N.1.3.1.1.2  Seismic Induced Loss of Group 2 Service Water 

The seismic events included in this heading are as follows:  

• Seismic Induced Failure of the Group 2 RSW Pump House 

• Seismic Induced Failure of the Group 2 RSW Pumps  

• Seismic Induced Failure of the Group 2 RCW Pumps  

• Seismic Induced Failure of the Group 2 RCW Heat Exchangers  

• Seismic Induced Failure of the Group 2 RCW Expansion Tanks 

Seismic induced structural failures of other components cooled by the RCW and failure to isolate 
these may also lead to a loss of RCW.  It is assumed here that they would be automatically 
isolated if ruptures occur.   
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The Group 2 RSW/RCW system provides cooling water for the following components: 

- Shutdown Cooling Pumps 

- Shutdown Cooling Heat Exchangers 

- Containment Local Air Coolers 

- ECC Pumps 

- ECC Heat Exchangers 

- Group 2 EDG Cooler 

The cooling water is sized to supply either the shutdown cooling heat exchangers or the ECC 
heat exchangers, but not both.  The cooling water to the SDC heat exchanger is only effective 
after 10 hours and that to the ECC heat exchanger is effective only after 24 hours.   

N.1.3.1.1.3 Seismic Induced Loss of Group 2 Feedwater 

The seismic events included in this heading are as follows: 

• Seismic induced failures of the Group 2 feedwater pumps 

• Seismic induced failures of the Group 2 feedwater tank 

The Group 2 feedwater system provides an independent supply of high-pressure feedwater to the 
steam generators to remove decay and sensible heat to cool down the reactor following a total 
loss of the normal Group 1 feedwater supply.   

N.1.3.1.1.4 Seismic Induced Loss of Shutdown Cooling System 

The seismic events included in this heading are as follows:  

• Seismic induced failure of the shutdown cooling pumps  

• Seismic induced failure of the shutdown coolers.   

The shutdown cooling system can be valved in as a long-term heat sink after a design basis 
earthquake.  The shutdown cooler is provided with seismically qualified Group 2 re-circulated 
cooling water as a backup to the normal re-circulated cooling water supply.  The Group 1 RCW 
isolation valves to the heat exchanger are closed before Group 2 RCW is valved in.   

N.1.3.1.1.5 Seismic Induced Loss of Reserve Water Tank 

The seismic event included in this heading is: 

• Seismic-induced failure of the reserve water tank (SI-RWT) 

The reserve water tank, located at a high elevation in the reactor building, provides a passive heat 
sink when no other heat removal function is available.  The reserve water tank can be valved in 
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on Group 2 Class II power and the steam generators fed by gravity after they have been 
depressurized. 

N.1.3.1.1.6 Seismic Induced Loss of ECCS 

The seismic events included in this heading are as follows:  

• Seismic induced failure of the HP gas tanks 

• Seismic induced failure of the HP water tanks 

• Seismic induced failure of the ECCS pumps 

• Seismic induced failure of the ECCS heat exchangers 

When a seismic-induced small LOCA occurs, the ECCS is required to make-up water to the heat 
transport system, and secondary side heat removal is required to remove the decay heat.  Loss of 
the ECCS would lead to severe core damage in the case of a small LOCA.   

N.1.3.1.2 Sequences and Quantification of Seismic Event Tree ST1 

The frequency of each seismic sequence in seismic event tree ST1 is quantified using the 
EQESRA code.  The results are shown in Appendix O.  The seismic sequences that do not lead 
to severe core damage are transferred to the third level event trees with appropriate boundary 
conditions.   

The first sequence represents the case of no seismic-induced failures of Group 2 systems.  This 
sequence is transferred to the third level seismic event tree T1.   

The second sequence represents the case that all Group 2 systems have survived after the 
earthquake except the reserve water tank.  This sequence is transferred to the third level seismic 
event tree T2.   

The third sequence represents the case that the shutdown cooling system is unavailable due to 
seismic-induced failures, but all other Group 2 systems have survived the earthquake.   

The 4th sequence is the case that the shutdown cooling system and reserve water tank are 
unavailable due to seismic-induced failures.  In this case long-term heat removal is not available, 
and thus the sequence leads eventually to severe core damage.   

The 5th sequence is the case that feedwater is unavailable due to seismic-induced failures but all 
other Group 2 systems have survived after the earthquake.  This sequence is transferred to the 
third level seismic event tree T4.   

The 6th sequence is the case that the feedwater system and reserve water tank have failed due to 
seismic events.  In this sequence, early heat removal capacity is lost and this leads to severe core 
damage.   
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The 7th sequence is the case that service water is not available due to seismic-induced failures but 
the reserve water tank is available.  This sequence is transferred to the third level seismic event 
tree T5.   

The 8th sequence is the case that both service water and the reserve water tank are unavailable 
due to seismic-induced failures.  In this sequence, no heat removal function is available and thus 
the sequence goes to severe core damage.   

The 9th-14th sequences represent seismic-induced small LOCAs.  The 9th sequence is the case 
that no Group 2 systems have seismically failed and thus the sequence can be mitigated by using 
the Group 2 safety systems.  This sequence is transferred to the third level seismic event tree SL.  
All other sequences go to severe core damage due to seismic-induced failures of service water, 
feedwater, the reserve water tank, the ECCS, or the Group 2 fire water system.  For the case of a 
small LOCA, secondary heat removal should be maintained as a heat sink and the Group 2 fire 
water system should make up the reserve water tank inventory after depletion.   

N.1.3.2 Second Level Seismic Event Tree ST2 

The second level seismic event tree ST2 is shown in Appendix O.  The initiator ST2 comes from 
the ST2 sequence of the first level seismic event tree.  The boundary condition is that the 
Group 2 Class III electrical systems are unavailable due to seismic-induced failures, but the plant 
control and monitoring function of the MCR is available with power supplied from the Group 2 
batteries.   

N.1.3.2.1 Description of Headings 

The reliabilities of the safety systems used in this evaluation are summarized in Appendix L.   

N.1.3.2.1.1 Seismic Induced Small LOCA 

The seismic events included in this heading are the same as those of ST1.  Since the event tree 
boundary condition presupposes a loss of Group 2 Class III power, a small LOCA would lead to 
severe core damage. 

N.1.3.2.1.2 Seismic Induced Loss of RWT 

The seismic events included in this heading are the same as those of ST1.  Since Group 2 
Class III power is lost, the loss of the RWT means that all heat removal functions are lost.  Thus 
the sequence would lead to severe core damage. 

N.1.3.2.1.3 Operator Action for RWS 

Since Group 2 Class III power is unavailable, the Group 2 feedwater system is not available.  
The RWT can be valved in to the steam generators to provide cooling water in this case after 
depressurization of the steam generators.  The required operator actions are as follows:  
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• Depressurize the steam generators by opening the MSSVs. 

• Open the RWT isolation valves to all four steam generators.  

• Check whether the RWT water is required for other equipment.   

• Close isolation valves from the RWT to other equipment if not required. 

• Confirm that the isolation valves remain closed.   

• Monitor the steam generator levels and cycle the RWT isolation valves so that the level of 
the steam generators is in the normal range.   

The evaluation of the human error probability is estimated to be 5.20E-2.  The failure of the 
operator action would lead to severe core damage. 

N.1.3.2.1.4 Operator Action for RWS 

Since Group 2 Class III power is unavailable, the Group 2 feedwater system is not available.  
The RWT can be valved in to the steam generators to provide cooling water in this case after 
depressurization of the steam generators.  The required operator actions are as follows:  

• Depressurize the steam generators by opening the MSSVs. 

• Open the RWT isolation valves to all four steam generators.  

• Check whether the RWT water is required for other equipment.   

• Close isolation valves from the RWT to other equipment if not required. 

• Confirm that the isolation valves remain closed.   

• Monitor the steam generator levels and cycle the RWT isolation valves so that the level of 
the steam generators is in the normal range.   

The evaluation of the human error probability is estimated to be 5.20E-2.  The failure of the 
operator action would lead to severe core damage. 

N.1.3.2.1.5 RWS Operation 

This heading represents the reliability of the RWS.  The reliability is estimated to be 9.60E-3.  
The failure of the system to function would lead to severe core damage. 

N.1.3.2.2 Sequences and Quantification of Seismic Event Tree ST2 

The frequency of each seismic sequence in seismic event tree ST2 is quantified using the 
EQESRA and CAFTA codes.  EQESRA quantifies the conditional failures of seismic events and 
CAFTA quantifies the sequence frequencies.  The results are shown in Appendix O. 
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N.1.3.3 Second Level Seismic Event Tree ST3 

The second level seismic event tree ST3 is shown in Appendix O.  The initiator ST3 comes from 
sequence ST3 of the first level seismic event tree.  The boundary condition is that the Group 2 
Class III electrical systems and MCR are unavailable due to seismic-induced failures, but plant 
control and monitoring at the SCA is available with power supplied from the Group 2 batteries.   

The difference between ST3 and ST2 is the availability of the MCR, and this affects the human 
error probability.  It is assumed that the human error probabilities of actions performed in the 
SCA are three times higher than those performed in the MCR.   

The process of the sequence quantification is the same as that of ST2, and the results are shown 
in Appendix O.  

N.1.4 Third Level Seismic Event Trees 

The third level seismic event trees come from the second level seismic event tree ST1.  There are 
six third level seismic event trees: T1, T2, T3, T4, T5 and SL. 

N.1.4.1 Third Level Seismic Event Tree:  T1 

The initiator T1 comes from the second level seismic event tree ST1 and it represents no 
seismic-induced failures of Group 2 systems. 

N.1.4.1.1 Description of the Headings 

N.1.4.1.1.1 Group 1 System Control and Monitoring 

The seismic events included in this heading are as follows:  

• Seismic-induced failures of non-qualified main control room panels 

In the MCR, there are panel workstations and hard-wired panels for Group 1 system controls.  
The detailed layout and functional distribution was not available at the time of the analysis so 
it was assumed that the panels for the Group 1 safety system controls are not functionally 
qualified for DBE and seismic-induced failures would lead to a loss of the Group 1 control 
and monitoring function.   

• Seismic-induced failures of Group 1 control equipment such as logic cabinets 

Seismic-induced failures of the control equipment would lead to a loss of the Group 1 control 
and monitoring function.   

• Seismic-induced failures of the Turbine Building 

In CANDU 9, most Group 1 safety equipment is located in the Reactor Auxiliary Building, 
but the cable and pipe routing and other detailed information is not available.  It is assumed 
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that seismic-induced failures of the turbine building would lead to a loss of the Group 1 
control and monitoring function.   

The seismic-induced failures are assumed to lead to loss of all Group 1 safety systems.  

N.1.4.1.1.2 Seismic-Induced Failures of Group 1 Class III Power  

The seismic-event included in this heading is the seismic-induced failure of the Group 1 
emergency diesel generator.  Other Group 1 Class III switchgear and electrical cabinets are 
assumed to be qualified for DBE-B to provide essential power from the Group 2 emergency 
diesel generators, except the circuit breakers that provide power to the individual loads.  The 
seismic-induced failures of circuit breakers are assumed to be included in the boundary of the 
equipment to which the electrical power is supplied.  

N.1.4.1.1.3 Seismic-Induced Failures of Group 1 Service Water 

The seismic events included in this heading are as follows: 

• Seismic-induced failure of the Group 1 pump house 

• Seismic induced failure of the RSW pumps 

• Seismic induced failure of the RCW pumps 

• Seismic induced failure of the RCW Heat Exchangers 

• Seismic induced failure of the RCW expansion tank 

• Seismic induced structural failures of equipment that RCW provides with cooling water 
during normal operation and operators’ failure to isolate this equipment 

The Group 1 RCW system provides cooling water to other equipment not considered in this 
analysis, and the structural failure of this equipment would lead to rupture of the RCW piping 
attached to it.  If operators fail to isolate this equipment, RCW is lost. 

N.1.4.1.1.4 Seismic-Induced Failure of Group 1 Fire Water 

The seismic event included in this heading is the seismic-induced failure of the firewater pumps.  
The firewater provides backup cooling to the Group 1 emergency diesel generator if RCW is not 
available.  It is assumed that the firewater automatically provides backup cooling when RCW is 
not available.  This is because the available time for the operators to perform the manual action 
to align the firewater to the emergency diesel generators is not sufficient. 

N.1.4.1.1.5 Seismic-Induced Failure of Auxiliary Feedwater System 

The seismic events included in this heading are as follows:  

• Seismic-induced failure of the auxiliary feedwater pump 
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• Seismic-induced failure of the deaerator storage tank 

The diesel driven auxiliary feedwater pump is independent of other supporting systems except 
the control power, and thus if it survives after an earthquake, it can be used to remove decay 
heat.  The deaerator storage tank has enough capacity to provide feedwater for 5 hours and the 
reserve feedwater storage tank can provide an additional 3-4 hours if the operators open the 
isolation valves manually.  It is assumed here that after successful operation of the AFWP, the 
normal-mode shutdown cooling can be initiated.  

N.1.4.1.1.6 Seismic-Induced Failure of Instrument Air System 

The seismic-events included in this heading are as follows:  

• Seismic-induced failure of the air compressors 

• Seismic-induced failures of air receivers 

• Seismic-induced failures of air dryers 

The instrument air system does not perform a safety function but affects the reliability of the 
service water significantly. 

N.1.4.1.1.7 Seismic-Induced Loss of Class IV  

The generic seismic capacity for offsite power is used here.  It is generally known that the 
ceramic insulator in the switchyard or yard transformer can have design optimisation for offsite 
power.   

N.1.4.1.2 Sequences and Quantification of the T1 Event Tree 

The frequency of each seismic sequence in seismic event tree T1 is quantified using the 
EQESRA code and the results are shown in Appendix O.   

The first and second sequences of the event tree represent the seismic-induced general transient 
and loss of offsite power, respectively.  Since in this sequence, all safety systems considered here 
are available and the frequencies are relatively lower than those of the internal events, the events 
are not considered further.   

The 3rd sequence to the 7th sequence represents combinations of seismic induced loss of auxiliary 
feedwater and instrument air.  In these sequences all supporting systems are available.  These 
sequences are transferred to the fourth level seismic event trees T1S1, T1S2, T1S3, and T1S4 
respectively.   

The 8th to 10th sequences represent losses of supporting systems.  Thus in these sequences all 
Group 1 safety systems are not available and the sequences are transferred to the fourth level 
seismic event tree, T1A.  
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N.1.4.2 Third Level Seismic Event Tree:  T2 

The initiator T2 comes from the second level seismic event tree ST1 and the boundary condition 
of this event tree is that the Group 2 RWS is not available due to seismic-induced failure.  The 
seismic-induced failure of Group 2 structures/equipment presupposes seismic-induced failures of 
all Group 1 systems.  Since the RWT is failed, the shutdown cooling system is the only available 
long-term cooling function.  The event tree is shown in Appendix O. 

N.1.4.2.1 Description of the Headings 

The reliabilities of the safety systems used in this evaluation are summarized in Appendix L.   

N.1.4.2.1.1 Both Group 2 Emergency DGs Available 

In this event tree, only Group 2 systems are available.  The availability of the Group 2 systems is 
dependent on the number of available Group 2 Diesel Generators.  This heading addresses 
whether both emergency diesel generators have failed or not.  The combined unreliability of both 
Group 2 DGs is estimated to be 8.80E-3.  When both Group 2 DGs and the RWT are not 
available, severe core damage results.  

N.1.4.2.1.2 One of Two Group 2 Emergency DGs Available 

If one Group 2 Class III diesel generator is available, the next question is about the other diesel 
generator availability. The failure of one Group 2 emergency diesel generator would affect the 
reliability of other systems.  The unreliability of this heading is estimated to be 0.16. 

N.1.4.2.1.3 Group 2 Service Water Available  

The failure of Group 2 service water results in a loss of emergency diesel generator cooling, and 
it would cause other Group 2 systems to be unavailable.  The unreliability of the service water is 
estimated to be 2.0E-3 or 5.0E-2 depending on the number of available emergency diesel 
generators.  A failure of service water would lead to severe core damage.   

N.1.4.2.1.4 Group 2 Feedwater Available 

When a loss of the Group 1 systems occurs, the Group 2 emergency diesel generator is actuated 
automatically.  The Group 2 feedwater pump is actuated on steam generator low level and 
provides cooling water to the steam generators.  The Group 2 feedwater storage tank has enough 
capacity to provide cooling water for 10 hours.  Given a seismic-induced failure of the RWT, 
failure of Group 2 feedwater would lead to severe core damage.  The unreliability of the Group 2 
feedwater is estimated to be 2.0E-3 or 5.0E-2, depending on the number of available emergency 
diesel generators.  
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N.1.4.2.1.5 Operator Action for SDC  

After successful operation of the feedwater for more than 8 hours, the operators should align the 
shutdown cooling system and initiate shutdown-cooling operation.  Failure of this operator 
action would lead to severe core damage.  The HEP for this action is estimated to be 2.40E-3.  

N.1.4.2.1.6 Normal Operation of SDC  

This heading represents the hardware failure of the shutdown cooling system.  The unreliability 
is estimated to be 5.0E-2 or 0.20, depending on the number of available emergency diesel 
generators.  

N.1.4.2.2 Quantification of the Event Tree 

The quantification of the event tree is done by the CAFTA code, and the results are shown in 
Appendix O. 

N.1.4.3 Third Level Seismic Event Tree:  T3 

The initiator T3 comes from the second level seismic event tree ST1.  The boundary condition of 
this event tree is that the shutdown cooling system is not available due to seismic-induced 
failure.  The seismic-induced failure of Group 2 structures/equipment presupposes 
seismic-induced failures of all Group 1 systems.  Since this event models the failure of the 
shutdown cooling system, the Reserve Water System is the only available long term cooling 
function.  The event tree is shown in Appendix O. 

N.1.4.3.1 Description of the Headings 

The reliabilities of the safety systems used in this evaluation are summarized in Appendix L.   

N.1.4.3.1.1 Both Group 2 Emergency DGs Available 

This heading is the same as that of the seismic event tree T2.  However, the failure of the 
emergency diesel generators does not lead to severe core damage since in this event tree the 
RWT is available as an independent heat sink.  

N.1.4.3.1.2 One of Two Group 2 Emergency DGs Available 

This heading is the same as that of T2 described in Section N 1.4.2.1.2.   
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N.1.4.3.1.3 Group 2 Service Water Available 

This heading is same as that of T2, which is described in Section N1.4.2.1.3.  However, in this 
event tree the failure of service water does not lead to severe core damage since the RWT is 
available.   

N.1.4.3.1.4 Group 2 Feedwater Available 

This heading is the same as that of T2, which is described in Section N1.4.2.1.4.  However, in 
this event tree, the failure of service water does not lead to severe core damage since the RWT 
can be used for early heat removal.  

N.1.4.3.1.5 Operator Actions for RWS 

The final heat sink of this event tree is RWS.  The successful operation of the Group 2 feedwater 
affects only the available time for the operator actions to initiate RWS operation.  The required 
operator actions are described in Section N1.3.2.1.3.  The HEP is estimated to be either 3.30E-3 
or 5.20E-2, depending on the operation of feedwater.  

N.1.4.3.1.6 RWS Operation 

This heading is concerned with failures of the system hardware, and is the same as that of ST2, 
which is described in Section N1.3.2.1.4. 

N.1.4.3.2 Quantification of the Event Tree 

The quantification of the event tree is done by the CAFTA code, and the results are shown in 
Appendix O.  

N.1.4.4 Third Level Seismic Event Tree:  T4 

The initiator T4 comes from the second level seismic event tree ST1.  The boundary condition of 
this event tree is that the Group 2 feedwater system is not available due to seismic-induced 
failure.  The seismic-induced failure of Group 2 structures/equipment presupposes 
seismic-induced failures of all Group 1 systems.  Since this event tree presupposes the failure of 
Group 2 feedwater, the Reserve Water System is the only available early cooling function 
regardless of the availability of electrical power or service water.  The event tree is shown in 
Appendix O. 

N.1.4.4.1 Description of the Headings 

The reliabilities of the safety systems used in this evaluation are summarized in Appendix L.   
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N.1.4.4.1.1 Operator Actions for RWS 

The only available heat sink in this event tree is RWS.  The required operator actions are 
described in Section N1.3.2.1.3.  The HEP is estimated to be 5.20E-2 since Group 2 feedwater 
has failed. 

N.1.4.4.1.2 RWS Operation 

This heading addresses the failure of RWS hardware, and is the same as that of ST2, which is 
described in Section N1.3.2.1.4.   

N.1.4.4.2 Quantification of the Event Tree 

The quantification of the event tree is done by the CAFTA code, and the results are shown in 
Appendix O. 

N.1.4.5 Third Level Seismic Event Tree:  T5 

The initiator T5 comes from the second level seismic event tree ST1.  The boundary condition of 
this event tree is that the Group 2 service water is not available due to seismic-induced failure.  
The seismic-induced failure of Group 2 structures/equipment presupposes seismic-induced 
failures of all Group 1 systems.  Since this event tree presupposes the failure of service water, the 
Reserve Water System provides the only available early and long term cooling function.  The 
event tree is shown in Appendix O.   

N.1.4.5.1 Description of the Headings 

The reliabilities of the safety systems used in this evaluation are summarized in Appendix L.   

N.1.4.5.1.1 Operator Actions for RWS 

The only available heat sink in this event tree is RWS.  The required operator actions are 
described in Section N1.3.2.1.3 and Appendix L.  The HEP is estimated to be 5.20E-2 because 
Group 2 feedwater has failed. 

N.1.4.5.1.2 RWS Operation 

This heading addresses the failure of RWS hardware, and is the same as that of ST2, which is 
described in Section N1.3.2.1.4. 

N.1.4.5.2 Quantification of the Event Tree 

The quantification of the event tree is done by the CAFTA code, and the results are shown in 
Appendix O.  
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N.1.4.6 Third Level Seismic Event Tree Seismic Induced Small LOCA:  SL 

The initiator SL comes from the second level seismic event tree ST1.  The boundary condition of 
this event tree is that a seismic induced small LOCA has occurred but all the Group 2 systems 
have survived after the earthquake.  The seismic-induced small LOCA assumes seismic-induced 
failures of all Group 1 systems.  The event tree is shown in Appendix O.   

On a seismic event followed by a small LOCA, the reactor trip signal credited to shutdown the 
reactor varies depending on break size.  Regardless of the break size, the pressurizer level drops, 
making up for the inventory loss and shrinkage following the trip.  The ECC high-pressure 
injection would also be initiated and part of the inventory in the RWT would flow to the 
containment floor to be made available for the ECC recovery phase. 

If one of the critical Group 2 support services (cooling water or Class III power) have failed, it 
would lead to severe core damage since the ECC recovery operation is not possible.   

For sequences with support service success, the first heat sink is the Group 2 feedwater, which is 
started automatically on very low-level steam generator level.  If this is successful, the Group 2 
feedwater will last for at least 10 hours.  Before running out of feedwater, operator action is 
required to initiate RWS flow to the steam generators.  As RWS is used after a LOCA signal, 
makeup to the RWT from Group 2 firewater is necessary in the long term.  The failure of this 
backup from Group 2 feedwater would lead to severe core damage. 

For Group 2 feedwater failure, the only difference is that the operators must depressurize the 
secondary side and bring in RWT makeup to the steam generators sooner.  The operators would 
have a limited amount of time to take this action before boiler dryout.  If the operator fails to 
perform the action, the sequence leads to severe core damage.  

N.1.4.6.1 Description of the Headings 

The reliabilities of the safety systems used in this evaluation are summarized in Appendix L.   

N.1.4.6.1.1 Both Group 2 Emergency DGs Available 

This heading is the same as that of the seismic event tree T2.  The failure of both emergency 
diesel generators would lead to severe core damage since ECC recovery operation is not 
available. 

N.1.4.6.1.2 One of Two Group 2 Emergency DGs Available 

This heading is same as that of T2 described in Section N1.4.2.1.2.  The number of available 
emergency DGs affects the reliability of the other Group 2 systems.   
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N.1.4.6.1.3 Group 2 Service Water Available 

This heading is same as that of T2, which is described in Section N1.4.2.1.3.  The failure of 
service water would lead to severe core damage since ECC recovery operation is not possible.   

N.1.4.6.1.4 ECC Injection 

On the ECC signal, the high pressure ECC injection would be initiated to supply makeup to the 
HTS.  The failure of ECC injection would lead to severe core damage.  The unreliability of the 
ECC injection is estimated to be 5.0E-4.  

N.1.4.6.1.5 Operator Action for ECC Recovery 

On the ECC signal, part of the RWT water inventory flows to the containment floor for use in 
the ECC recovery operation.  Before depletion of the HPECC water tanks, the operator should 
ensure the ECC recovery functions by opening the ECC sump isolation valves and providing 
Group 2 service water to the ECC heat exchangers.  The available time for the operators to 
perform these actions is dependent on the break size but is estimated to be at least several hours.  
The HEP of this action is estimated to be 3.3E-3.  

N.1.4.6.1.6 ECC Re-circulation Operation  

This heading represents the hardware failure of the recovery phase of ECC.  The unreliability is 
dependent on the number of diesel generators available and estimated to be 1.0E-6, or 1.10E-3, 
respectively.  The failure of ECC re-circulation would lead to severe core damage.   

N.1.4.6.1.7 Group 2 Feedwater Available 

For the case of the small LOCA, secondary heat removal using the steam generators is required 
since the break size is too small to cooldown using the ECC heat exchangers.  The Group 2 
feedwater is used for the secondary cooldown.  However, the failure of feedwater does not lead 
to severe core damage since the RWT also can be used for secondary heat removal if initiated by 
operator actions.  This heading is the same as that of T2, which is described in 
Section N1.4.2.1.4.  

N.1.4.6.1.8 Operator Actions for RWS 

Since the Group 2 feedwater storage tank has enough capacity for only 10 hours, the RWT 
injection to the steam generators is required before the feedwater storage tank depletes.  Thus the 
successful operation of the Group 2 feedwater only extends the time for operator action.  The 
required operator actions are described in Section N1.3.2.1.3.  The HEP is estimated to be either 
5.20E-2 or 3.3E-3, depending on the whether or not the feedwater has operated.  
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N.1.4.6.1.9 RWS Operation 

This heading concerns failure of RWS hardware, and is the same as that of ST2, which is 
described in Section N1.3.2.1.4.  

N.1.4.6.1.10 Backup Supply from Group 2 Fire Water System 

Since some of the RWT inventory is used for the ECCS recovery, a backup supply from the fire 
water system may be needed on depletion of the RWT.  The reliability of this operation would be 
dominated by the hardware failure since at this stage a lot of time has passed after the earthquake 
and the operators have enough time to perform the actions.  The reliability of the fire water 
system is not presented in the previous PSA work and is assumed to have the same reliability as 
that of the Group 2 feedwater.  Thus the unreliability of the fire water system is estimated to be 
2.0E-3 or 5.0E-2, depending on the number of available diesel generators.   

N.1.4.6.2 Quantification of the Event Tree 

The quantification of the event tree is done by the CAFTA code, and the results are shown in 
Appendix O. 

N.2 Reliability of the Systems Used in the Seismic Event Tree 

The reliability of the systems below is taken from Appendix L. 

N.2.1 Introduction 

The reliability of the systems is one of the most important inputs for the seismic PSA.  Usually 
the reliability is evaluated using the internal fault trees, modifying them to consider seismic 
conditions.  At the time of the analysis, the internal fault trees were not available.  The only 
available information from the internal events analysis is the event trees that have been evaluated 
based on target reliability values for the safety systems.  The reliability of the systems used here 
is based on the information presented in CANDU 9 documents except for Group 2 Class III 
power and auxiliary feedwater System.  It is assumed here that the target reliabilities for the 
systems include common cause failures.   

The reliability of the emergency diesel generators presented in the document was judged to be 
conservative and has been updated in the Generic CANDU Seismic PSA Study using more 
advanced information.  However, the reliability of the emergency diesel generators is still judged 
to be conservative compared to that of the LWR data.  The conservative data of the CANDU is 
judged to come mainly from the lack of sufficient operating experience of diesel generators at 
the CANDU plants.  For emergency diesel generators, the vendor and test requirements would be 
similar between CANDU and LWRs and there cannot be any specific reason that CANDU data 
is worse than that of LWRs.  Thus in this study, the generic reliability data of LWR emergency 
diesel generators is used here.  For the case of the common cause factor, the factor developed for 
the generic CANDU 6 PSA is used here since the common cause factor is quite plant specific 
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and could be varied based on the plant policy and operating/maintenance/test practices.  Thus it 
is judged to be more appropriate to use the common cause factor developed for the CANDU 
plants.   

For the diesel driven auxiliary feedwater pump, the reliability data is based on the reliability of 
the diesel generator and is judged to be too conservative.  For consistency with the approach 
using the LWR data, the reliability of the auxiliary feedwater pump is developed based on the 
LWR emergency data. 

N.2.2 Reliability of Class III Power 

Generally the Class III power system is dominated by the reliability of the emergency diesel 
generators if offsite power is lost.  The emergency diesel generators require several supporting 
systems including cooling water, and DC starting power.  Besides these, the HVAC system is 
essential for the emergency diesel generator since the diesel generator itself is a big heat source 
when operating and inside the room there are usually control cabinets, which are known to be 
vulnerable to high temperature.  Thus the HVAC should be included in the reliability evaluation.  
But the HVAC system is usually redundant and has good reliability compared to the emergency 
DG.  The previous seismic PSA study did not include it in the reliability estimation.  Thus in this 
study, the HVAC is not included.  But for future studies, it should be confirmed that the HVAC 
does not affect the reliability much.   

Another important system to be considered is the fuel oil transfer system.  The fuel oil tank for 
the diesel generator has a capacity of 4 - 5 hours and thus before depletion of the fuel tank, diesel 
fuel should be made up by the fuel transfer system.  This system is also not considered here but 
its reliability needs to be confirmed in future studies.   

The reliability of the Class III power is estimated as follows:  

The following failure rates are used for the diesel generators:   

• Failure to start:  1.4 E-2/demand  

• Failure to run:  2.4E-3/hr  

For the common cause failure, the common cause factor calculated is used here as follows: 

• The CCF of failure to start:  1.4E-2 * 0.045 (b-factor) * 10/14 = 4.5E-4 (Note:  The CCF 
using generic LWR CCF factor is 2.8E-4) 

• The CCF of failure to run:  2.4E-3 * 0.045 (b-factor) * 24 = 2.59E-3 (The CCF using generic 
LWR CCF factor is 4.20E-3).   

The unavailability due to maintenance is estimated to be 8.72E-3 in the C6 study.   
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Thus the failure probability of both Group 1 DGs is as follows:  

• P (Both DG Fail) = CCF to start + CCF to run + (DG1 failure to start + DG1 failure to run 
for 24 hours + Unavailability due to T&M) *  (DG2 failure to start + DG 2  
   failure to run for 24 hours) 
    = 4.5E-4 + 2.59E-3 + (1.4E-2 + 2.4E-3 * 24 + 8.72E-3) * 
   (1.4E-2 + 2.4E-3 * 24)  = 8.8E-3  

• P (One DG Fail) = 1.4E-2 + 2.4E-3 * 24 + 8.72E-3  = 0.08 

The reliabilities estimated above were used for both the Group 1 and Group 2 emergency power 
systems. 

N.2.3 Reliability of Group 2 Service Water 

The target reliability of the Group 2 service water system is shown below.  These target 
reliabilities were used in the plant model. 

• Both Group 2 Class III buses energised:  2.0E-3. 

• One Group 2 Class III buses energised:  5.0E-2. 

N.2.4 Reliability of Group 2 Feed Water  

The target reliability of the Group 2 feedwater system is shown below.  These target reliabilities 
were used in the plant model. 

• Both Group 2 Class III buses energised:  2.0E-3. 

• One Group 2 Class III buses energised:  5.0E-2. 

N.2.5 Reliability of Shutdown Cooling System 

The target reliabilities for the shutdown cooling system are as shown below.  These target 
reliabilities were used in the plant model. 

Support System Failure SDC-Normal 
Mode 

SDC-Abnor
mal Mode 

Class IV Available, Group 1 RCW Available 5.0E-3 1.0E-1 
Class IV Available, Group 1 RCW Unavailable, Group 2 
RCW Available 

5.0E-2 1.0 

Class IV Unavailable, Both Group 1 Class III Buses Available, 
Group 1 RCW Available 

5.0E-3 1.0E-1 

Class IV Unavailable, One Group 1 Class III Bus Available, 
RCW Available (include the bus connection) 

1.0E-1 2.0E-1 

Class IV Unavailable, One Group 1 Class III Bus Available, 
Group 1 RCW Unavailable.  Group 2 RCW Available 

2.0E-1 1.0 
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N.2.6 Reliability of ECCS System 

The target reliabilities for the ECC were prorated from Appendix L (internal events PSA for 
CANDU 9) for 24 hours mission time. 

N.2.7 Reliability of Reserve Water System 

The target reliability of the RWS to the Steam Generators is 9.6E-3 for the case of three out of 
four steam generators required.  The availability of the Class III bus does not affect the 
reliability.  This target reliability was used in the plant model. 

N.2.8 Reliability of Backup Operation of Group 2 Fire Water System to RWT 

Information about the reliability of the Group 2 fire water system was not available at the time of 
the analysis.  Since the configuration of the Group 2 fire water system is similar to that of the 
Group 2 service water or Group 2 feedwater, the target reliability of these systems was used as 
follows:  

• Both Group 2 Class III buses energised:  2.0E-3. 

• One Group 2 Class III buses energised:  5.0E-2. 

N.2.9 Reliability of Auxiliary Feedwater System 

The target reliability of the auxiliary feedwater system was based on the diesel generator failures 
and is 1.4E-2.  The reliability of a single diesel generator was re-estimated to be 8.0E-3.  On the 
same basis, the auxiliary feedwater system was changed to the same value for use in the plant 
model. 

N.2.10 Reliability of Group 1 Service Water System 

The target reliabilities of the Group 1 service water system are as shown below.   

Electrical Power Available Instrument Air 
Available 

Instrument Air 
Unavailable 

Both Class III buses energized 3.0E-4 1.0E-3 
One DG is available 7.4E-2 6.5E-1 
Even Class III bus energized 1.3E-1 1.0 
Odd Class III bus energized 1.7E-2 3.0E-1 

In this study the even and odd bus are not differentiated, so the average reliability of the two 
cases is used if only one diesel generator is available.   
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N.2.11 Reliability of Instrument Air System  

The target reliabilities of the instrument air system are as shown below.  These target reliabilities 
were used in the plant model. 

• Both Class III buses energised:  1.8E-3 

• One Class III buses energised:  2.3E-1 

N.2.12 Reliability of Backup Cooling of Group 1 Emergency DG by Group 1 Fire 
Water System 

The information about the reliability of the Group 1 fire water system was not available at the 
time of the analysis.  Also the information about the required operator actions was not available.  
In this analysis, it is assumed that the Group 1 fire water system has the same reliability as the 
Group 2 fire water system, adding 1.0E-2 to consider additional equipment operation.  The 
unreliability of the system used here is as follows:  

• Both Class III buses energised:  1.2E-2 

• One Class III buses energised:  6.0E-2. 

N.3 Estimation of Human Error Probability 

N.3.1 Introduction 

The human reliability is always one of the important issues in every PSA study.  The 
methodology applied to get the human error probability (HEP) and the documentation of the 
analysis is key to a good PSA study.  Almost all PSAs for nuclear power plants have shown that 
the core damage frequency is strongly dependent on the HEPs used.   

As computer technology is introduced in the nuclear power plants, it raises issues about the 
human reliability since the computer technology changes the role of the operators and the actions 
required of the operators.  The higher automation and high level information available to the 
operators may enhance the operator performance, but it could produce other types of operator 
errors.  The operator interface of CANDU 9 is based on computer technology backed up by 
conventional panels.  This means that the operators are accustomed to the workstations and 
monitors and when they must use conventional panels, the HEPs could actually be higher than 
those for operators in current generation plants.  

In this study, the approach to get the HEPs is based on that presented in the Generic Probabilistic 
Safety Assessment methodology - Human Reliability and Recovery Analysis Section [N-1].  
This section describes how the HEPs used in this analysis were derived.   
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N.3.2 Operator Action for Connecting Group 2 Bus to Group 1 bus to make the 
MCR Habitable 

The switchgear breakers cannot be closed from the main control room.  The operators have to 
leave the MCR and go to the individual switchgear rooms to make the connections.  Based on 
preliminary information, the following travel distances are expected to each of these areas, from 
the MCR: 

• G2 Even switchgear:  about 130 m 

• G2 Odd switchgear:  about 90 m (same corridor as G2 Even) 

• G1 Even switchgear:  down one flight of stairs + 70 m 

• G1 Odd switchgear:  down one flight of stairs + 190 m 

The breakers have to be closed within 1 hour when connecting G2 to G1.  This is because the G1 
breakers require 250Vdc power, which is only guaranteed for 1 hour on Group 1. 

It is assumed that the CANDU 9 operation personnel allow credit for verification of execution 
steps by a second and third operator where time permits. 

The HRA methodology gives no credit for field actions under 1 hour for beyond DBE 
earthquakes.  Since there is an expectation that the scenario is beyond DBE, the HEP would 
hypothetically be equal to one. 

If we set aside this element of the methodology and use a simple factor of 10 multiplier on the 
HEP for all earthquake magnitudes (as is suggested by the methodology for actions from SDE to 
DBE), we can calculate HEPs based on the following assumptions. 

The time required for the operators to verify reactor shutdown, check alarms, interact with fuel 
handling operator, check status of power systems, and potentially isolate containment is 
estimated as 20 minutes.  It is assumed that 2 field operators would be dispatched to connect the 
switchgear, one for Group 1 and one for Group 2.  They have to travel to the switchgear location 
and in particular check for ground faults on the Group 1 bus before making the connection.  The 
total time required is assumed to be 15 minutes, with the 2 operators working in parallel.  In 
general, only 1 Group 1 to Group 2 connection has to be successful within the total time of 60 
minutes, assuming both Group 2 diesels are running.  Any remote communications problem 
between the operators and the MCR is assumed to be included in their execution errors. 

• Diagnosis time:  about 25 minutes; HEP = 1E-2 

• Execution error:  OP1 + OP2 = 2E-2 + 2E-2 = 4E-2 (assume step-by-step task) 

• Total HEP:  5E-2 

• Final HEP:  5E-2*10 = 0.5 
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N.3.3 Operator Action Connecting Group 1 Bus to Group 2 Bus  

This action is in essence the reverse of the above.  However, the time limit is not based on 
battery power since the Group 2 batteries are available for 24 hours and the standby generators 
are powering the Group 1.  Therefore the scenario is dominated by how soon a given Group 2 
heat sink is required to operate.  It is therefore assumed that both of the Group 2 diesels fail to 
start or fail early during their mission, and AFW also fails to start.  With Class IV power 
assumed unavailable, the steam generator heat sink is expected to last for 2 hours.  The operators 
have this much time to connect at least one bus and start the G2FW. 

The execution time of 35 minutes is unchanged from the previous case.  This leaves a diagnosis 
time of 85 minutes.  Even if only 1 operator performed all circuit breaker connections, the total 
execution time should not exceed one hour.  Note that this execution time does not include 
starting of G2FW since this would be automatic in any case. 

• Diagnosis error:  more than 1 hour available; HEP = 1E-4 

• Execution HEP:  OP1 + OP2 = 2*0.02*0.2*0.2 = 1.6E-3 

• Total HEP:  1.7E-3 

• Final HEP:  1.7E-3*5 = 8.5E-3 

According to the methodology, even for a field action the operator performance can be verified 
by checkers.  Presumably this takes the form of feedback from the MCR that actions are 
ineffective and the dispatch of more personnel to the location.  The requirement for no credit 
beyond DBE is relaxed, and a factor of five multiplier is assumed on the total HEP.  If there are 
no checkers then the HEP is roughly equal to 0.2.  For a single check the HEP is about 0.041.  
The HEP is unchanged for longer action times since the execution error is dominant. 

N.3.4 Operator Action for Starting Shutdown Cooling in Normal Mode 

Shutdown cooling can be started in normal mode after the HTS has been cooled down using 
MSSVs, with the boilers receiving water from the AFW or G2FW pumps.  Starting shutdown 
cooling is estimated to take about 20 minutes.  It is expected to be somewhat simpler than 
CANDU 6 because the system is normally pressurized and near the operating temperature.  The 
reliability of this action would depend on what systems are available.  Assuming G1RCW is 
available, the task is not considered to be broken down into any detailed sub-tasks since they are 
all on the same system.  The operators have two hours from an alarm indicating low level in 
G2FW tank or deaerator level to start the system, but to diagnose the need for shutdown cooling 
they essentially have much more time since presumably they are aware of this requirement prior 
to any alarm.  Actions are taken in the MCR.  The operators must also cooldown the secondary 
side to reduce primary side temperature enough for normal mode. 

• Diagnosis error:  assume more than four hours:  HEP = 1E-5 

• Execution error:  credit three operators, open MSSV = 0.02*0.2*0.2 = 8E-4 start SDC 
pumps, open valves = 0.02*0.2*0.2 = 8E-4 
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• Total HEP:  1.6E-3 

For shutdown cooling - normal with Group 2 RCW, assume an additional execution error for 
making the connection: 

• Total HEP:  2.4E-3 

N.3.5 Operator Action for Starting Shutdown Cooling in Abnormal Mode 

Abnormal mode shutdown cooling is only possible if Group 1 RCW is available.  This means 
that at least one Group 1 DG is operating and both Group 2 Class III buses are working.  The 
operator may have to connect the Group 1 bus to the Group 2 bus before this action or connect 
the Group 2 Odd bus with Group 2 Even bus, and realize that G2FW is not working.  Therefore 
the bus connection cannot be considered independently in terms of time from the shutdown 
cooling action.  The only time the bus interconnection is not relevant is if both G2DGs are 
operating. 

For the worst case, the operators have 2 hours until steam generator dryout to make the 
interconnect, realize Group 2 feedwater isn’t working and start shutdown cooling in abnormal 
mode.  It is difficult to determine how much time is available without a time-dependent analysis.  
However, assuming the most likely event of the interconnect being performed in the first hour, 
the operators then have 1 hour to start shutdown cooling with G2FW unavailable.  Then there is 
40 minutes of diagnosis time, assuming 20 minutes execution time.  In addition to normal 
shutdown cooling startup (open valves, start pumps), the operators also have to connect the bleed 
cooler as the second heat exchanger. 

• Diagnosis HEP:  1E-3 

• Execution HEP:  assume one checker, connect bleed cooler :0.05*0.5 start SDC pumps, open 
valves:  0.05*0.5 

• Total HEP:  0.051 

N.3.6 Operator Action for Starting RWS After AFW or Group 2 Feed Water 
Success and SDC Failure 

Shutdown cooling is operated in normal mode.  Again we must assume that SDC was initiated 
well before dryout of the boilers and therefore there is some time to initiate RWS, while this 
inventory is available to remove decay heat by thermosyphoning.  Since decay heat is lower at 
this stage, even a reduced boiler inventory relative to that at the time of the reactor trip can 
remove decay heat for as much as 2 hours.  In theory the boilers have already been mostly 
depressurized using ASDVs (if available) or one or more MSSVs because otherwise normal 
mode shutdown cooling would not be possible.  However, the secondary pressure is unknown so 
it is assumed that more MSSVs may require opening. 

This action is complicated because the operators have to prevent draining of the RWT through 
the shield cooling system, before they may even require RWS to operate.  Therefore this action 
would have to have its own diagnosis and execution error, independent of starting RWS.  
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However, diagnosis time is long, and this would be expected to be present in any seismic 
procedures that have been entered.  Other than the procedure it is not clear what, if any cues 
would be available to the operators to respond before it is too late, but it is possible that they will 
receive alarms due to the accumulation of liquid on the containment floor or in the sumps.  So it 
is assumed that diagnosis error is negligible for this sub-task. 

Starting of RWS must occur within 2 hours of SDC failure.  To start and operate RWS there are 
many things to do, but execution time is small because most things are required either before or 
after initiation.  Execution time to start the system is therefore less than 10 minutes. 

• Diagnosis error:  1E-4 

• Execution error:  block draining to shield tank (step-by-step, 3 operators credited)  
     0.02*0.2*0.2 
     open MSSVs 0.02*0.2*0.2 
     open/close RWT valves, monitor SG level 0.02*0.2*0.2 
     block ECC:  0.02*0.2*0.2 

• Total HEP:  3.3E-3 

For CANDU 6 the open/close of EWS valves was modelled as a dynamic task, requiring 
monitoring of the levels in the SCA and adjustment of valve position by someone local to the 
valves.  For CANDU 9 it is expected that monitoring the boiler level and opening and closing 
valves from the MCR or SCA is done by the same person, with valve position indication, etc.  So 
it can be classified as step-by-step.  It is not expected that the valves need to be continuously 
manipulated. 

N.3.7 HEP of Starting RWS After AFW and Group 2 Feedwater Failure 

For a sequence involving both AFW and Group 2 feedwater failure, at least one Group 2 
Class III bus must be available.  This means that either a Group 2 diesel generator is operating or 
a Group 1 diesel generator is operating and the Group 1 to Group 2 connection has been made.  
Assuming SDC-abnormal cannot be used due to loss of Group 1 RCW or insufficient power, the 
only option is RWS.  If no Group 1 power is available, then the operators may have connected 
Group 2 to Group 1 or if no Group 2 power is available then operators may have connected 
Group 1 to Group 2. 

For the case with Group 2 power available, failure of Group 2 feedwater would be apparent if the 
operators tried to start it on failure of AFW.  If Group 2 power is not available, then failure of 
Group 2 feedwater is not apparent until after Group 1 power is connected to the G2 bus. 

Group 2 diesel generators unavailable case:  similar to shutdown cooling abnormal case, it is 
assumed that there is 1 hour available since the first hour would have been spent connecting 
Group 1 to Group 2.  Execution time is 10 minutes.   

• Diagnosis error:  (50 minutes) 1E-3 
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• Execution error:  open MSSV, two operators:  0.05*0.5 
    open/close RWT valves:  0.05*0.5 
    block draining from shield tank, 3 operators (longer term action):  
    0.02*0.2*0.2 
    block ECC (longer term action):  0.02*0.2*0.2 

• Total HEP:  0.053 

G2 diesel generators available case:  Group 2 feed water failure would be apparent sooner, since 
the operators could start it immediately after the event if necessary.  So there is more than 1 hour 
available to diagnose need for RWS.   

• Diagnosis error (more than 1 hour) 1E-4 

• Execution error:  open MSSV, two operators:  0.05*0.5 
    open/close RWT valves:  0.05*0.5 
    block draining from shield tank, 3 operators (longer term action, 
    lower stress):  0.02*0.2*0.2 
    block ECC (longer term action):  0.02*0.2*0.2 

• Total HEP:  0.052 

No electrical power available case except Group 2 batteries:  when no electrical power available, 
it is apparent that the only means to mitigate the accident is RWS.  Thus the same HEP of the 
Group 2 diesel generator available case is used here. 

N.3.8 Operator Action for ECC Recovery Operation 

There is a LOCA signal and HPECC injection is started.  Before depletion of the ECC water 
tank, the operators are required to align the system for ECC recovery.  For this scenario, all 
Group 1 systems are not available and thus the operators also need to align the ECC heat 
exchangers to Group 2 service water.  For a small LOCA, HPECC lasts for several hours and 
there is an ECC water tank low-level alarm that would alert the operators of the need to perform 
the alignment.  The procedure for this operation would be well developed and operators are 
expected to be trained routinely.  

• Diagnosis error:  1E-4 

• Execution error:  Restarting ECC recovery pump (step-by-step, 3 operators credited)   
     0.02*0.2*0.2 
     Opening the Reactor sump Valves 0.02*0.2*0.2 
     Closing the isolation valves from the Group 1 RCW to  
     ECC Heat  
     Exchanger 0.02*0.2*0.2 
     Opening the Group 2 RCW Valves to ECC Heat 
Exchanger:  0.02*0.2*0.2 

• Total HEP:  3.3E-3 
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N.3.9 Dependence Between Operator Actions  

There is no description of the approach to dealing with dependencies between operator actions.  
The dependency between operator actions may affect the severe core damage frequency 
significantly.  Based on the approach of other PSAs, it is judged to be conservative to use 0.15 
for medium dependence and 0.5 for high dependence.  When the time between operator actions 
is more than one hour, it is generally considered that there is no dependency between the actions.   

CANDU 9 plants have at least two hours available for operators in the case of a transient, so it 
would be conservative to assume medium dependence between any operator actions.  Thus in 
this study all dependencies between operator actions are assumed to be medium and thus the 
HEP is 0.15.   

N.4 References 

[N-1] AECL, 2002, Generic CANDU Probabilistic Safety Assessment – Methodology, AECL 
Report 91-03660-AR-001. 
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Appendix O 
 

CANDU 9 Seismic Events Analysis – Event Trees 
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Figure O-1  First Set of Seismic Event Trees 
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Figure O-2  Second Set of Seismic Event Trees ST1 
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Figure O-3  Second Set of Seismic Event Trees ST2 
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Figure O-4  Second Set of Seismic Event Tree ST3 
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Figure O-5  Third Set of Seismic Event Trees 
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Appendix P 
 

CANDU 9 Shutdown Events - Supporting Information 

P.1 Expected Frequency and Duration of Plant Shutdown 

P.1.1 Introduction 

To estimate the frequency of some initiating events in this study, a search was conducted to 
identify relevant events, which have occurred in the past.  Having identified such occurrences 
from history, the frequency estimates were then made considering the amount of time that the 
CANDU 9 480/NU is expected to be in the shutdown state.  The purpose of this appendix is to 
state the time that the CANDU 9 480/NU is expected to be in the shutdown state, with 
explanations given for the basis of this determination. 

This event tree study considers two different plant shutdown states: 

- HTS is cold, depressurized, and full (reactor is not de–fuelled) 

- HTS is drained to the header level (reactor is not de–fuelled) 

In this appendix, then, the emphasis is placed on making a determination of how much time the 
CANDU 9 480/NU is expected to be in these two particular shutdown conditions. 

P.1.2 Actual History of CANDU Shutdown Time 

Operating statistics show that CANDU nuclear generating stations have been “in–service” for 
about 304 reactor years, as of June 30/95.  Of that time, the stations have been “connected to the 
grid” for about 239 reactor years.  This means that: 

- CANDUs have been “connected to the grid” for [239 / 304], or 79%, or an average of 
288 days per year 

- CANDUs have been “not connected to the grid” for [(304–239) / 304], or 21%, or an average 
of 77 days per year 

This raw data gives a context upon which to estimate future CANDU 9 performance.  However, 
it would be inaccurate to simply interpret the data as being representative of expected CANDU 9 
performance.  The three considerations listed below give solid reason to expect much less 
shutdown time for CANDU 9, when compared to the accumulated average shutdown time of 77 
days/year mentioned above; 

- The value of 77 days/year includes re–tubing outages, when no fuel was in the reactor 
(hence, not relevant to PSA). 

- The value of 77 days/year includes the operating histories of an earlier generation of reactor 
designs (Pickering A and Bruce A). 
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Design innovations, incorporated for the first time on CANDU 9, will yield less shutdown time 
compared with previous experience. 

P.1.3 Reliability Improvements 

A representative sample of achieved CANDU performance, can be derived by averaging the 
capacity factors of the 12 second generation reactors that have ten or more years of operation, 
represented by the four CANDU 6 plants, the four units of Bruce B, and the four units of 
Pickering B; these units have an average overall lifetime capacity factor of 84%. 

New CANDU plants will operate at higher capacity factors and experience fewer maintenance 
and operational problems.  This is achieved by using only proven major equipment components, 
increased automation, increased diagnostics, optimized component design and the features of the 
ICS90+ man/machine interface system. 

More demanding performance requirements have been established in the areas of: 

- Spurious protection system trips 

- Safety system unavailability 

- Forced outage rate 

- Significant events 

The CANDU 9 480/NU is designed to operate with maintenance outages not exceeding 21 days 
every two years compared to the frequency of about once per year at current plants.  This 
provides an additional 3% increase to the capacity factor relative to current plants.  The 
improved digital protection system will result in the reduction of the spurious trip frequency to 
less than 0.5 per year.  An increase in capacity factor will result from the reduced forced outage 
frequency and a reduction in human errors in operations and maintenance due to the digital 
protection system. 

The target lifetime capacity factor for CANDU 9 480/NU is 90%.  This is based on the 
following: 

1. Forced outage rates not exceeding 5 days per year. 

2. Planned outages not exceeding a total of 28 days every two years (21 days every two years 
plus up to 7 days additional outage over the two years). 

3. Extended outages not exceeding 180 days every 10 years or a single 18-month outage after 
30 years. 

This event tree study will use the first two estimates as stated above.  The third, regarding 
extended outages, will not be considered.  This is because during the 18-month outage, the 
reactor is expected to be de–fuelled for fuel channel replacement.  This reactor state is not 
relevant to PSA assessment of primary and secondary side failures. 
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P.1.4 Shutdown Time with the HTS Drained to the Headers 

The HTS drained state is typically required for inspection or plugging of steam generator tubes 
or replacement of HT pump seals.  The HTS is drained to the header level to allow access to this 
equipment.  Based on the operating history of Point Lepreau NGS and Gentilly–2 NGS, it is 
estimated that the CANDU 9 480/NU will be in this state for 10 days, once every two years. 

P.1.5 Shutdown Time with HTS Full 

From Section P1.3, the shutdown time over the life of the station, with fuel present in the reactor, 
is predicted to be: 
(28 days planned outage / two years) + (5 days forced outage / one year) 
 = average of 38 days over two years 
Section P1.4 provided the estimate that the HTS would be drained to the headers for a period of 
about 10 days, every two years.  Since shutdown time with the HTS drained must be a subset of 
the total planned outages, it follows that the CANDU 9 will be shutdown, with fuel, and with the 
HTS full: 

- 38 days over two years total shutdown time (includes planned & forced, HTS drained & full) 
minus 
10 days every two years, with reactor shutdown but HTS drained 
equals: 
28 days over two years, for total shutdown time with HTS full 

This event tree study specifically addresses initiating events, which are postulated to occur 
during planned outages.  Events, which occur during forced outages, are assessed within the 
framework of other event tree reports in the CANDU 9 PPSA program.  Examples are running 
failures of Class IV (after, say, a large LOCA at full power), or running failures of shutdown 
cooling (after, say, a loss of feedwater at full power).  For this reason, it is a conservatism to 
incorporate forced outage time within the time estimates for this event tree study. 

P.2 Mitigating Functions and Assigned Unavailabilities 

The event trees in this analysis credit a variety of mitigating systems and / or functions for each 
initiating event.  The probabilities assigned for failure of each mitigating system or functions are 
listed below.  Most of these values and their derivation are based on past CANDU PSAs and 
modified where appropriate for CANDU 9 differences. 
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Running Failure of Class IV Power Over 24 Hours 

Event Tree Heading:  CL4S 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

CL4S Running failure of Class IV power within 24 hour mission 
(reactor is initially in the shutdown state, and so there is no 
contribution from loss of class IV as a consequence of T/G trip) 

1.45 x 10–3 

Failure of Class III Power (Group 1/2 Odd/Even), to Re–Energize and Run 24 Hours 

Event Tree Headings:  G1O, G2O, G1E, G2E 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

G1O Group 1 Class III odd bus fails to re–energize and run 24 hours 1.50 x 10–1 

G2O Group 2 Class III odd bus fails to re–energize and run 24 hours 1.50 x 10–1 

G1E Group 1 Class III even bus fails to re–energize and run 24 hours 1.50 x 10–1 

G2E Group 2 Class III even bus fails to re–energize and run 24 hours 1.50 x 10–1 

Note:  

• The unavailability values listed above represent a composite of 5.0 x 10–2 for diesel starting 
failure, plus a running failure probability of 4.0 x 10–3 per hour of running time for a 24 hour 
period [5.00 x 10–2 + {24 x 4.00 x 10–3}] = 1.50 x 10–1. 

Failure of Operator Action 

Event Tree Heading:  OP 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

OP Failure of operator action, given more than 1 hour available 1.00 x 10–3 

OP2 Failure of operator action, given 15 to 30 minutes available 1.00 x 10–1 
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Loss of Condensate Flow to Deaerator 

Event Tree Heading:  CND 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

CND1 Loss of condensate flow (aux.  pump) to deaerator over 24 hour 
mission, given the following situation; 
–Class IV power available 
–G1SW unavailable 

1.00 x 10–2 

CND4 Loss of condensate flow (main + aux pumps) to the deaerator 
over 24 hour mission, given the following situation; 
–reactor is in the shutdown state when the initiating event occurs, 
and so the main condensate pumps are not already operating. 
–Class IV power is available 
–G1SW is available 

1.00 x 10–3 

Group 2 Service Water 

Event Tree Heading:  G2SW 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

G2SW Failure of G2SW, given the following situation; 
–Class IV available, or  
–Both odd & even G2 Class III available 

2.00 x 10–3 

G2SW1 Failure of G2SW, given the following situation; 
–Class IV unavailable, and  
–Only one G2 Class III bus is available 

5.00 x 10–2 

Group 1 Feedwater (only) 
Event Tree Branch  

Label Description 
Assigned 

Unavailability 

FW1MT During a reactor shutdown, probability that the Group 1 
Feedwater system is completely incapacitated due to 
maintenance activities on the system. 

3 x 10–1 
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Group 2 Feedwater (only) 

Event Tree Heading:  G2FW 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

G2FW Failure of G2FW, given the following situation; 
–Class IV available, or  
–Both Odd & Even Group 2, Class III buses available 

2 x 10–3 

FW2MT During a reactor shutdown, probability that the Group 2 
Feedwater system is completely incapacitated due to 
maintenance activities on the system. 

3 x 10–1 

Failure of Shutdown Cooling System to Start and Run For 24 Hours 

Event Tree Heading:  SDC 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

SDC1 Failure of SDC to start in the normal mode and run for 24 hours, 
given the following situation; 
–Class IV available, (or it is lost but both Class III busses re–
energize) and 
–G1RCW unavailable, but G2SW available 

5.00 x 10–2 

SDC4 Failure of SDC to start in the normal mode and run for 24 hours, 
given the following situation; 
–Class IV lost, and only one Group 2, Class III bus re–energizes
–G1RCW unavailable, but  
–G2SW available (See note a) 

2.00 x 10–1 

Notes: 

• With Group 1 service water unavailable and Group 2 service water available, SDC is credited 
only in the normal mode.  G2RSW cools only one SDC heat exchanger, however, two are 
required in order to credit SDC for abnormal mode operation. 
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Failure of ECC to Start and Run for Mission Period 
Event Tree Heading: ECC 

Event Tree Branch  
ID Description 

Assigned 
Unavailability 

ECC10 Failure of ECC to start & run for one week, given the following 
situation; 
–HTS leak (only 1 of 4 ECC pumps is required, and only for a 
one week mission) 
–Class IV available, and 
–G1RCW unavailable 
Note: The assigned unavailability includes a contribution from 
local G2RSW valves at the ECC system only. 

8.50 x 10–3 

ECC12 Failure of ECC to start & run for one week, given the following 
situation; 
–HTS leak (only 1 of 4 ECC pumps is required, and only for a 
one week mission) 
–both Class III busses are available, and 
–G1RCW unavailable 
Note: The assigned unavailability includes a contribution from 
local G2RSW valves at the ECC system only. 

8.50 x 10–3 

ECC14 Failure of ECC to start & run for one week, given the following 
situation; 
–HTS leak (only 1 of 4 ECC pumps is required, and only for a 
one week mission) 
–only one Class III bus available, and 
–G1RCW unavailable 
Note: The assigned unavailability includes a contribution from 
local G2RSW valves at the ECC system only. 

9.60 x 10–3 

Failure of Reserve Water System to Provide Make–Up to the Steam Generators 

Event Tree Heading:  RWS 

Event Tree Branch  
Label Description 

Assigned 
Unavailability 

RWS2 Failure of Reserve Water System to provide make–up to the 
steam generators, given the following situation; 
– One steam generator at each end of the reactor (each reactor 
outlet header) is sufficient, and 
– maintenance activities are rendering the secondary side of one 
steam generator at each end of the reactor unavailable 
Note:  “One steam generator at each end of the reactor” is 
considered sufficient for decay heat removal, for events 
occurring during reactor shutdown. 

8 x 10–2 
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P.3 Credit for Restoration of Class IV Power within the First 24 Hours after 
the Initiating Event 

P.3.1 Introduction 

For the situation when Class IV power is lost after an initiating event occurs, the event tree logic 
calls upon the Class III diesel generators to start and then continue running for a mission period 
of 24 hours.  The event tree analysis methodology requires that a defined mission period is used, 
and that the assigned unavailability reflects that mission period.  There is no allowance for the 
fact that as time progresses after the loss of Class IV power, there is a corresponding increase in 
probability of Class IV restoration.  In effect, the event trees assume that if Class IV power is 
lost, then there is no chance of restoring it within 24 hours, but after 24 hours restoration is 
almost certain.  This appendix describes the approach taken in this report to account for the 
possibility of restoring Class IV power within the 24-hour period. 

P.3.2 Modification to the Probability Assigned for Running Failure of Class III 
Power 

In the CANDU 6 PSA, a probability of 5 x 10-2 was used for failing to restore Class IV power 
within 12 hours.  This value was chosen for use in CANDU 9 PSA work also.  As shown in 
section above, the assigned value of running reliability for Class III is 4 x 10-3 failures per hour.  
For the 24 hour period assumed, this is (24)(4 x 10-3), or 9.6 x 10-2.  If there is a probability of 
5 x 10-2 of restoring Class IV power at 12 hours, then the total running failure of Class III is 
(9.6 x 10-2)(5 x 10-2) = 4.8 x 10-3. 

P.3.3 Modification to the Probability Assigned for Starting and Running Failure 
of Class III Power 

The event trees show 1.5 x 10-2 for the combination of starting failure and running failure of 
Class III power.  As shown in the section above, this is the sum of 5 x 10-2 for starting failure, 
and 9.6 x 10-2 for running failure over 24 hours.  In the section above, a new value for probability 
of running failure over 24 hours was stated, which incorporates a 5 x 10-2 probability for failing 
to restore Class IV power within 12 hours.  Adding that 4.8 x 10-3 probability, to the established 
5 x 10-2 probability for failing to start, gives 5.48 x 10-2. 

P.3.4 Modification to Event Tree Endpoint Frequencies 

The ratio between the value used in the event trees (1.5 x 10-1), and the new value shown in the 
section above (5.48 x 10-2), is 2.74.  All event tree endpoint frequencies, which involve a loss of 
Class IV power, can be reduced by a factor of 2.74. 
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Appendix Q 
 

CANDU 9 Shutdown Events Analysis – Event Trees 
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Figure Q-1  Event Tree –Loss of Service Water, HTS Drained to Headers 
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Figure Q-2  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-3  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 



CONTROLLED 91-03660-AR-002   Page Q-5 

 Rev. 0 

 

91-03660-AR-002 2002/07/05 

S
W

2/
C

L4

G
1O

G
2O

G
1E

G
1E

G
1E

G
2E

G
2E

G
2E

P
LA

N
T

D
A

M
A

G
E

S
T

A
T

E

S
E

Q
U

E
N

C
E

D
E

S
IG

N
A

T
O

R
S

E
Q

U
E

N
C

E
N

U
M

B
E

R

C
O

N
T

D
S

W
2/

C
L4

S
W

2-
E

C
O

N
T

D
S

W
2/

C
L4

/G
1E

S
W

2-
F

C
O

N
T

D
S

W
2/

C
L4

/G
1E

/G
2E

S
W

2-
G

C
O

N
T

D
S

W
2/

C
L4

/G
1O

S
W

2-
H

C
O

N
T

D
S

W
2/

C
L4

/G
1O

/G
1E

S
W

2-
I

C
O

N
T

D
S

W
2/

C
L4

/G
1O

/G
1E

/G
2E

S
W

2-
J

C
O

N
T

D
S

W
2/

C
L4

/G
1O

/G
2O

S
W

2-
K

C
O

N
T

D
S

W
2/

C
L4

/G
1O

/G
2O

/G
1E

S
W

2-
L

N
D

F
S

W
2/

C
L4

/G
1O

/G
2O

/G
1E

/G
2E

S
W

2-
D

LO
S

S
  O

F
  G

1S
W

,
H

T
S

  D
R

A
IN

E
D

T
O

  H
E

A
D

E
R

S

C
on

tin
ue

d
F

ro
m

  S
W

2-
A

G
1O

G
R

O
U

P
  1

  O
D

D
C

LA
S

S
  I

II
P

O
W

E
R

G
2O

G
R

O
U

P
  2

  O
D

D
C

LA
S

S
  I

II
P

O
W

E
R

G
1E

G
R

O
U

P
  1

  E
V

E
N

C
LA

S
S

  I
II

P
O

W
E

R

G
2E

G
R

O
U

P
  2

  E
V

E
N

C
LA

S
S

  I
II

P
O

W
E

R

C
la

ss
  I

II 
 P

ow
er

LO
S

S
  O

F
  G

1S
W

,  
H

T
S

  D
R

A
IN

E
D

  T
O

  H
E

A
D

E
R

S
S

W
D

1.
T

R
E

  9
-0

7-
01

 

Figure Q-4  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-5  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-6  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-7  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-8  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-9  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-10  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-11  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-12  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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Figure Q-13  Event Tree-Loss of Service Water, HTS Drained to Headers (IE-SW2) 
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