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APPENDIX G

EXPERIMENTAL DATA BASE FOR THE APPLICATION OF CSAU TO AN LBLOCA
INA WESTINGHOUSE FOUR-LOOP PWR

The subject data base is described in Tables G-1 (SETs), G-2 (IETs),
and G-3 (Facility Description). '

The first two tables identify each test in the first two columns,
followed by a description of the tests use in the CSAU procedure in the
third through seventh columns. An entry in any one of these columns
signifies the corresponding use, and additionally, cross-references the
section, table, and/or figure in Part B that further describes its use.

Table 6-3 defines facility-specific information important to the use
shown in the first two tables. '
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Table G-1.

Primary CSAU application for SET

BCL

60 psi)

(60 psi)

(60 psi)

(60 psi)

{60 psi)d

IE31

252XX

263XX

29112

ID 101 THRU
1212

ID 1301 THRU
1708

1D 1801 THRU
2000

1D 2501 THRU
2320

1D 2401 THRU
2628

4.3.1

4.3.1

4.3.1

4.3.1

‘-3. l

4.3.1

4.3.1

4.3.1

4.3.1

3.3.7

3.3.7

3.3.7

3.3.7

3.3.7

3.3.7

3.3.7

3.3.7

3.;.7

BIRT  ECALING  PARAMEICE RANGING  NORALIZATION CODE & EXP
ACCURACY

3.2.2

3.2.2

3.2.2

IEST REFERENCE

"Baseline Plenus Filing Bshavior
in a 2/15 Scale Model of a Four

" Loop PHR, Topical Report,® R.f.

Cudnit et al., NUREG/CR-004%,
fpril 1978.

"Basaline Plenus Filing Behavior
In & 2713 Gcale Model of & Four
Loop PHR, Topical Report,® R.A.
Cudnit et al., NUREG/CR~0049,
Rpril 1976.

“Sasaline Planua Filing Behavior
In a 2715 Scale Model of a Fowr
Loop PR, Topical Report,® R.A.
Cudnit et al., NURES/CR-004L?,
April 1978.

“BSasalina Plenus Filing Behavior

" In a 2713 Gcalw Maodel of & Fouwr

Loop PR, Topical Report,” R.A.
Cudnit et al., NUREG/CR-004%,
April 1978,

Re A. Cudnik, et al.,"Penatration
Bahavior in a 1/18 Scele Madal of
a Four Loocp Pressurized Water
Reactor,* BMI-NUREG~1973, Juna
1977.

R. A. Cudnik, ut al.,"Panstration
Bahavior in a 1713 Gcale Modsl of
& Fouwr Loup Pressurized Water
Rlacmtnr.' BHI-NUREG-1973, Juna

‘ -

Re Ae Cudnik, et al.,"Panatration
Bahavior in & 1715 Gcale Madel of
& Four Loop Pressurized Water
Reactor ,* BMI-NUREG~1973, Juha
1977.

R. A. Cudnik, et al.,"Penstration
Bahavior in a 1/713 Scele Model of
a Four Loop Pressurized Water
Reactor,” BMI-NUREG-1973, June
1977,

R. A. Cudnik, ot al.,"Penatration
Bahavior in & 1718 Gcale Model of
& Four Loop Pressurized Hater
Reactor,® BMI-NUREG~1973, Juna
1972.
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Table G-1. (Continued)

' \
2 Trr

EACILITY

BCL (60 pai)

BCL (50 pwi)

BtL (40 psi)

' v
1D 2701 THRY 4.3.1 3.3.7
3329
1D 3401 THRY 4.3.1 5.5.7
710
1D 3803 THAY : 4.3.1 3.3.7
342
248-277 Fig. 22
Tov-334 Fig. 22
424,423, Fig. 22
431443
453472 rig. 22
5240-42,8261 ' rig. 22
J5242,5283
B304,05,45-4 Fig. 22
7,23-25,52

IEST _REFERENCE

R. A. Cudnik, =t al.,"Penetration
Pahavier in a 17135 Scale Model of
a Four Loop Pressurized Nater
Reactor,” BMI-NUREB-1973, June
1977,

R. A. Cudnik, at al.,"Penetration
Behavior in a 1713 Becale Nodel of
a Four Loop Pressurized Water
R!c:mtar." PMI-NURE(-1973, June

' L]

R. A. Cudnik, ot al.,"Penetration
Pehavior in a 1715 Scale Model of
a Four Loop Prassurized Nater
R:;e,tnr.‘ BMI-NURES-1973, Junn

1 .

K., Pucker ot al., *An
Experimental Investigation of
Post-Dryout Heat Tranwfer,®
KTH-NEL-33, May 1963.

K.M. Bucker st al., “An
Experimental Inveatigation of
Post-Dryout Heat Transfer,®
KTH-NEL-33, May 1983.

K.M. Pucker at al., “An
Experimental Investigation of
Post=Dryout Heat Transfer,®
KTH-NEL-33, May 17983,

K., Pucker ot sl., "An ’
Experinental Investigation of
Post-Dryout Heat Transfer,®
KTH-NEL~-33, May 1983.

A.W. Parnett et al.,"Hest
Transfer to Stess-Water Mixtives
Flowing in Uniformly Heated Tubes
in Which the Critical Heat Flux
Han Peen Exceeded,” AERE-RE37?S,

A.¥. Pemnett et al,,"Heat
Transfer to Stean-Water Mintures
Flowing in Uniforaly Heated Tubew
in Which the Critical Heat Flux
MHas Peen Exceedsd,” AERE-RE3I7S,
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Table G-1. (continued)

EACILITY IEST EIRY SCALING EORAMETER RANGING  MNODALIZATION CODE & EXP JIEST REFERENCE
ACCURACY
BENNETT 5355,%8,6 Fig., 22 AW, Bannett et al.,"Hsat
4,68,69, Transfer to Gteas—Water Mixtures

Flowing in Uniforaly Heated Tubes
in Which the Critical Heat Flux
Has Besen Exceeded,“ AERE-RE3I?7S,

BENNETTY D417 (344 Fig. 22 AW, Bannett et al.,“Hest
Transfer to Steas—dater Mixtures
Floming in Uniforaly Heated Tubes
in Which the Critical Heat Flux
Has Bean Excesdad,” AERE-RE3?I,

CCTF C1-01 (0109 2.3 "Quick Look Report On Large Gealwe
Reflood Test-01 -~ CCTF Test C1-01
(Run 010) ,* JAERI-meac-B453,
August 1979,

CCTF C1-02 (011> 2.3 *Quick Look Report On Large Scalw
Reflood Test-02 - CCTF Test C1-02
(Run 0§1)," JAERI-neec—8530,
October 1979.

CCTF C1-03 (012) 2,3 *QGuick Look Report On Large Gcale
Reflood Test~03 ~ CCTF Test C1-03
(Run 012),% JAERI-saac—-8538,
November 1979.

CCTF C1-04 (013) 2.3 *"Quick Look Report On Largs Gcele
Reflood Test-04 - CCTF Test C1~-04
(Run 013) ,* JAERI-maso—8683,
February 1980.

CCIF C1-03 (014) 2.3 “Quick Look Report On Lerge Gcale
Reflood Test-05 ~ CCTF Tast C1-03

(Ruh 014) ," JAERI-sanc~-8496,
February 1980.

CCTF C1-06 (01%) 2.3 Fig. 31 *Quick Loak Report On Large Gcals
: Raflood Test-0é6 -~ CCTF Test Ci-0é
(Run 013) ,* JAERI-mano—-G990, July
1980.
ccir C1~07 (01&) 2.3 *Quick Look Report Un Large Geale

Reflood Test-07 - CCTF Test C1-07
(Run 016) " JAERI-mamo~0991, July
19680,

$i.
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Table G-1. (continued)

EACILITY hi3:18 PIRT  SCALING  PARAMETER RANGING  NODALIZATION  CODE. & EXP IEST REFERENCE
ACCURALY,

CCTF c1-08 (017) 2.3 *Ouick Look Report On Large Scalwe
. Reflood Test-08 - CCTF Test Ci-08
(Run 017) ,* JAER[-mesn-8992, July

1980.

cCTr c1-0% (018) 2.3 *ig 3.1 “Ouick Look Report On Large Scale
Reflood Teet-09 ~ CCTF Test C1-09
(Run 018) ," JAERI-meso~9123,
Septesber 19890,

CCTF C1~10 (017 2.3 “OQuick Look Report On Large Scale
Reflood Test~10 -~ CCTF Test C1-10
(Run 019} ,* JAERI-esec—-9207,
November 1980,

CCTF Ci1-13 (020) 2.3 Fig. 31 spuick Loak Report On Large Scale
Reflood Test-11 — CCYF Test Ci-11
(Run 020) ," JAERI-meso~9208,
Noveaber 1980,

CCYF Ci~12 (021) 2.3 *Ouick Look Report On Large Scalwe
Reflood Teat-12 - CCTF Test C1-12

(Run 021) ,* JAERI-mema—9270,

January 1981, -

CCTF C1-13 (022) 2.3 Fig. 31 “Ouick Look Report On Large Bcale
Reflood Test-13 ~ CCTF Vesat C1-13
(Run 022) ,* JAERI-mama-9282,
January 1981,

CCTF Ci1-14 (023) 2.3 Fig. 31 "Quick Look Report On Large Scalw
Reflood Test-14 - CCTF Test Ci-14
tRun 023)," JAERI-memo~7303,
February 1981,

ccTr C1-13 (0240) 2.3 *Quick Look Report On Large Scale
Reflood Test=15 - CCTF Test c1-13
(Run 024) ,* JAERI-menc—-9329,
February 17891.

CCYF Ci1-16 (02%) 2.3 Fig. 31 "Ouick Look Meport On.Large Scale
Reflood Teat-14 - CCTF Test Ci-16
(Run O23) ,* JAERI-memca-9349,
March 19818,
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Table G-1. (continued)

EACILITY IEST

CCTF Ci1-18 (037
CCTF Ci-19 go:m
C-C'I'F C1-20 (o039
CCTF C1-21 (040)
CCTF C1-8H5 (009)
CCTF €2-01 (03%)
CCTF C2-02 (0S4)
CCTF £2-03 (041)
CCTF C2-04 (0a2)

wmww

2.3

2.3

2.3

2.3

2.3

2.3

2,3

2.3

Fig. 31

Fig. 31

Fig. 31

GODE & EXP
ACCURACY

IEGT REFERENCE

“Guick Look Report On Large Gecale
Refload Test-10 - CCYF Test Ci-10
(Run 037)," JAERI-seac-9713,
Octobar 1981,

"Quick Look Report On Large Scalw
Ratlood Test~19 - CCTF Tast Ci-19
(Run 038),* JAERI ~wmana-9747,
Noveaber 1%G1.

"Quick Look Report On Larga Scalae
Refload Test~20 ~ CCTF Test C1-20
(Run 039) ,* JALRI-namo~77468,
Noveaber 1%83.

“Guick Look Report On Large Scale
Raflood Test-21 = CCIF Test Ci1-21
{(Run 040),” JAERI~aanc—9903,
January 1982,

*Quick Look Report On Large Scale
Reflood Test-09 ~ CCTF Tast
C1-6HS (Run 009),*
JAERI-menc~B933, June 1980.

“Ouick Look Raport On CCTF
Core~11 Reflood Test, C2-1 (Run
S53) 4" JAERI-nema-57-392, Deceaber
1962,

“Guick Look Report On CCIF
Core~-11 Reflcod Test, C2-2 (Run
856) JAERI~neac-57-393, Decasbar
1982

“Guick Loak Report On CCTF
Core~1I Raflood Teat, C2-3 (Run
61) " JAERI-naac-33-450, January
1984,

"Guick Look Report On CCTF
Core~Il Reflood Test, C2-4 (Run
$2) " JAERI-mano-50-479, Jaiwary
1984,
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Table G-1. (continued)

FACILITY 1E81 PIRT  GCALING  PARAMEVER RANGING  NODALIZATION CODE & EXP TEST REFERENCE
ACCURACY

CCTF C2-03 (063) 2.3 Fig. 3t “Ouick Look Report On CCTF
Core~11 Reflood Test, C2-3 (Mun
63) 4" JRERL-peao—-59-046, February
. 1984,

CCTF C2-04 (04A4) 2.3 Fig. 3% "Quick Look Report On CCTF
Core~11 Reflood Teat, C2-4 (Run
64) " JAERI-mean~019-012, February
1984,

CCTF C2~-07 (046%) 2.3 *"tuick Look Report On CCTF
Cora-~11 Reflood Test, C2-7 (fun
63) " JAERI-sena-%9-047, Fabruary
1984, )

ccrTF £2-08 (087) 2.3 Fig. 3t *Ouick Loak Repart On CCTF
Core~11 Reflocd Test, C2-8 (Run
67),* JAERI-memo-59-028, February
1964, o ,

CCYF C2-09 (068) 2.3 Fig. 31 *Quick Look Repert On CCTF
Core—~11 Reflood Test, C2=9 (Run
68) ,* JAERI-mena—59-048, Februsry
1984,

CCTF C2-10 (08" 2.3 Fig. 3t *Guick Look Report On CCTF
Core-11 Reflood Test, C2-10 (Run
49) ,* JAERI-meno-39-029, February
1984, .

CCTF Cc2-11 (070} 2.3 Fig. 3t “Buick Look Report Dn CCYF
Core-11 Reflood Test, C2-11 (Run
70) ,* JAERI-mean-59-013, February
1984,

CCTF C2-12 (O71) 2.3 3.3 . Fig. 28 *“Ouick Look Report On CCTF
Core-11 Reflood Test, C2-12 (Run
71) " JAERI~mema-59-324, October
1964, )

cCTrF c2-13 (072) 2.3 Fig. 28 “Quick Look Report On CCTF
Cora—~11 Reflood Test, C2-13 (Run
72) o* JAERI-moac-%9-414, January
1983, :
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Table G-1.

(continued)

CCTF

CCTF

CCTF

CCTF

CCTF

CCTF

C2-14 (074)

C2-15 (073)

C2-16 (076)

C2-17 (O

C2-18 (076)

C2-RA1 (057)

C2~-AA2 (058)

209-214

EIRT  SCALING

2.3

2.3

2.3

2.3

2.3

2.3

2.3

LY

PARAMETER RANGING  NODALIZATION  CQUDE & EXP

3.3

Fig. 28

Fig. 28

3.3.2

3.3.2

IEGT REFERENCE

*Quick Look Repart On CCTF
Core-11 Reflopd Test, C2-14 (Run
78) ,* JRERI-mano~-59-352, October
1964,

“Quick Look Report On CCIF
Core~11 Rafluod Test, C2-15 (Run
795) ,* JAERI-mamo—-60-233,
September 19835,

*CQuick Look Report On CCTF
Core~11 Reflood Test, C2-1& (Run
76) ,* JAERI-manc-&60-142, Juna
1965,

‘*Quick Laok Report On CCTF

Core-11 Reflood Test, C2-17 (Run
77) 4" JAERI-mono-61-134, May
1986. .

“guick Look Report On CCTF
Care—~11 Reflood Test, C2-18 (Run
78) " JAERI &0~-372, D b
19@3.

*Quick Look Repart On CCTF
Core~11 Reflood Test, C2-AAl (Run
57) " JAERI-saat—-58-415, Novesbar
1963.

*Quick Look Report On CCTF
Cora~11 Reflood Test, C2-AA2Z (Run
58) 4" JAERI-mam0—~S58-386, Dctober
1983.

"PUMP TWO-PHAGE PERFORMANCE
PROGRAM, " Combustion Enginewring,
Inc., ERP] NP~-1584, Septesber
1980.

"PUMP TWO-PHASE PERFORMANCE
PROGRAM,* Combustion Engineering,
Inc., ERPI NP~1556, September
1980.
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Table G-1. (continued)
EOCTLATY IEST PIRT . SCALING  PARAMETER RANGING NODALIZATION CODE & EXP IEST REFERENCE
. ACCURACY
CREARE 2.35032 thru 2.3 3.3.7 *1/3 SBcale Counter Current Flow
2,.3046 PData Pressntation and
Discussion,”® C.J. Crowley, P.H.
Rothe, R.B8. Bam, NUREB/CR-2104,
Navember 1981,
CREARE 2.8047 THRY 2.3 “1/3 8cale Counter Current Flow
2,50%9 Pata Presentation and
Discussion,” C.J. Crowley, P.H.
Rothe, R.8. Sam, NUREA/CR-2106,
Novesber 1981.
CREARE 2.5062 thru 2.3 "1/3 Scale Counter Current Flow
2,.5070 Data Pressntation and
Discussion,” C.J. Crowley, P.H.
Rothe, R.fi. Sam, NURES/CR-2104,
November 1901,
CREARE 2.5104 thru 2.3 *31/8 Bcale Counter Current Flow
2.8117 . Data Presentation and
Discussion,” C.J. Crowley, P.H.
Rothe, R.H. Bam, MUREA/CR-2104,
November 1981,
CREARE 2.9122 thru 2.3 *1/% Bcalm Counter Current Flow
2,8232 Data Presentation and
Discusaion,” C.J. Crowley, P.H.
Rothe, R.0. Bam, NUREB/CR-2104,
Novemher 1981,
CREARE 2.3133 thru 2.3 “1/5 Bcala Counter Currant Flow
2.5141 Data Presentation and
Discussion,” C.J. Crowley, P.H.
Rothe, R.6. Bam, NMUREB/CR-2104,
November 1981,
CREARE PF Runs At° THRU 2.3 3.3.7 "ECC Delivery Study: Experiesental
As9 Results and Discussion,” Crowlay,
C.T., Block, J.A., CREARE TN-217,
October 197%.
CREARE PF Runs Bl THRU 2.3 3.3.7 “ECC Delivery Studys Experimental
B33 " Results snd Discusaion,® Crowley,
C.T., Plock, J.A., CREARE TN-217,
CREARE PF Auns DI THRU 2.3 3.3.7 “ECC DPwlivery Studys Experimentai
D21 Results snd Discussion,” Crowley,

CaT.y Block, J.A., CREARE TN-217,
October 1973,




21-9

Table G-1.

(continued)

EBCILITY

CREARE
(PUNP)

(PUMP)

DARTMOUTH

DHIR

FLECHY

1881

1143

1232

GXPER. 1

RXPER., 2

11003

13404

15305

EIRT SCALING - PARAMETER RANGING

3.3.2

3.3.2

Fig. 31

Fig. 31

Fig. 31

NORALIZATION

3.3.2

3.3.2

3.2

3.2

Fig. 22

IEST REFERENGE

“Hadel Pusp Perforaance Program,*
W.l. Buift, EPRI-NP-2379 (May
1982),

*Madel Puap .Perforsance Program,”
W.L. Buwift, EPRI-NP-23I79 (May
1982) .,

H.d. Richter, et al., "Effect of
Scale On Two—Phase tercurrent
Flow Floading,” NUREG/CR-0332,
June 1979,

H.d. Richter, et al., "Cffect of
Scale On Two-Phase Countercurrent
Flow Flooding,® NUREG/CR-0312,
June 1979,

V.K. Dhir et al., "Subcooled Film
Boiling Heat Transfer froe
Spheres,” Nuc. Eny. Des., 47,
1978, pp. 4964,

F.F. Cadek wt al.,"PWR FLECHT
FINAL REPORT,® WCAP~7645, April
1971. .

E.R. Rosal et al., "FLECHT Low
Flooding Rete Skewsd Test Series
Data Report,* WCAP-9108, May
1977.

E.R. Rosal et al., "FLECNHT Low
Flooding Rate Skewad Test Series
Datas Report,” WCAP-9108, May
1977.

E.R. Rossl et al., "FLECHT Low
Flooding Rate Skewsd Teat Ssries
Data Raport,® WCAP-9100, May

L
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Table G-1. (continued)

EACILITY

FLECHT

FLECHT-BEASET

FLECHT-BEASET

FLECHT-BEASET

IESE

17201

17302

AB3L

30619

30017

31203

31302

31504

EIRY

2.3

2.3

Fig. 38

Fig. 31

Fig. 31

Fig. 31

Fig. 31 .

3.2

3.2

JEST REFERENCE

E.R. Rosal et ol., "FLECHT Low
Floading Rate Skewsed Test Seriesa
Data Report,” WCAP-9108, May
1977.

E.R. Rosel et al., "FLECHT Low
Flooding Rate Skewed Test Series
Pata Report,” WCAP-9108, May
1977.

E.R. Rosal et al., “FLECHT Low
Flooding Rate Skewed Test Baries
Data Report,” WCAP-9108, May
1977. T

SELECHT LOW FLODDING RATE COSINE
TEST SERIES DATA REPDRT,” Rosat,
E:r';é et al., NCAP-BASL, December
1 . ‘ .

M.d. Loftus ot al., "PHR
FLECHT-BEASET Unblocked Bundle
Forced and OGravity Reflood Task
Pata Report,” MMES/CR-1532,
Voln. | and 2, WCAP-9699,

H.J. Loftus et al., “PWR
FLECHT-5EASEY Unblocked Bundle
Forced and Oravity Reflood Task
Data Report,” MUREG/CR-1332,
Vola. 1 and 2, WCAP-9499,

M.J. Loftus et al.,; "PWR
FLECHT-SEASET Unblocked Bundle
Forced and Bravity Reflood Task
Data Report,* NUREB/CR-1832,
Vols. 1 and 2, WCAP-9499,

M.J., Loftus et al., "PWR
FLECHT-SEABET Unblocked Bundle
Forced and Bravity Reflood Task
Data Report,” NUREG/CR-13532,
Vols., 1 and 2, WCAP-9499,

M.J. Loftus et al., "PWR
FLECHT-8EASET Unblocked Bundle
Forced and Bravity Reflood Task
Data Report,® MSREG/CR-1532,
Vols., 1 and 2, WCAP-24A99,
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Table G-1. (continued)

JANSEN

JANGEN

LEHIGH

UNIVERSITY

LEHIGH

UNIVERSITY

MARVIKEN

MARVIKEN

MARVIKEN

IEST BIRT  SCALING

31701 2.3 Fig. 31

31808 2.3

301-310

&601-610

100

124

12

13

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fige.

22

22

21

EARAMETER RANGING NODALIZATION CODE_& EXP
ACCURACY

3.2

IEST _REFERENCE

H.J. Loftus et al., “PuR
FLECHT-GEAGET Unblocked Bundle
Forcad and Gravity Reflood Task
Data Report,* NUREB/CR-1532,
Vols. 1 and 2, KCAP-9499,

M.J. Loftus et al., "PuUR
FLECHT-SEARSET Unblocked Bundle
Forced and Bravity Reflood Task
Data Report,® NUREG/CR-1532,
Vols. & and 2, WCAP-9699,

E. Jansen and J.A. Kervinen,
*Film Boiling and Rewstting,*
Nedo-209735, 75 NED 50, Genaral
Electric, August 1975,

E. Janssn and J.A. Kervinen,
“Film Boiling and Rewatting,”
Nado-20978, 7S NED S0, Ganaral
Electric, August 1975,

D.8. Evans, @t al., “Maasuresent
of Axdally Varying Nonequilibrium
in Post-Critical-Heat~Flux
Boiling in & Vertical Tube.*
NUREB/CR-3363 TB-E31-1, Lehigh

D.8. Evans, at al., "Measursssnt
of Axially Varying Nonequilibrium
in Post-Critical-Heat-Flux
Bailing in & Vertical Tube,*
NUREB/CR-3343 T8-831-1, Lehigh

“The Marviken Full Scale Critical
Flow Tests, Voluse 1t Sussary
Report,* EPRI-NP-2370 (MAY 1582).

“Results Froa Test 13, The
Harviken Full Gcale Criticel Flow
Tests,” Joint Reactor Safety
Experiment in the Marviken Power
Gtation, Sweden, Merviksn report

*The Marviken Full Scale Critical

Flow Tests, Volume 1: Sumsary
Raport,® EPRI-NP=2370 (MAY 1962).

L)
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Table G-1. (continued)

vy

EACILITY

HARVIKEN

MARVIKEN

MARVIKEN

MARVIKEN

MARVIKEN

MARVIKEN

MARVIKEN

NEPTUNUS

UNIVERSITY

IESY

14

17

18, 19, 21,
2%

24

Yos

ALL TESTS

EIRY

SCALING

AR

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

21

21

21

21

21

NODM. 1 ZIATION

3.2

3.2

3.2

3.2

3.2

3.2

AGCURACY

»The Marviken Full Ecale Critical
Flow Tests, Volume i3 Busmary
feport,* EPRI-NP-2370 (MAY 1982).

oThe Marviken Full Scalm Critical
Flow Tests, Volune 1: Summary
Report,” EPRI-NP-2370 (MAY 1982).

sThe Marviken Full Scale Critical
Flow Tests, Volume 13 Suenary

'Report,” EPRI-NP-2370 (MAY 1982).

“pesults From Test 20, The

. marviken Full Scale Critical Flow

Testa,” Joint Reactor Bafaty
Enxperiment in the Marviken Power
Station, Swedmn, Marviken report

spesulta From Test 22, The
Marviken Full Scalm Critical Flow
Tests,” Joint Reactor Safety
Experiment in the Marviken Power
Station, Swaden, Marviken report

“Resultn From Test 24, The
Marviken Full Scale Critical Flow
Teats,” Juint Rwactor Bafety
Experiment in the Marviken Power
Station, Sweden, Marviken reporc

“Results From Test 4, The
Marviken Full Scale Critical Flow
Tests,* Joint Resctor Safety
Experiment in the Marviken Power
Btation, Sweden, Marviken report

«TRAC-PF1/MOD1 Independent
fissonsments Pressurizer
Teat YO0S,” A.C. Peterson,
NUREG/CR-3919, BANDO4-1534,
Decenber 1984,

1. Dilber, ot al.,
“Countercurrant Bteas/Water Flow
Abaove a Perforated Plate—Vertical
Injection of Water,”
NUREB/CR-2323, Septsmber 1981.
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Table G-1.

(continued)

PRF-LLR

PRF-LLR

PBF-LLR

PBF-LLR

6CTF

bi:18

3.07.9 K-,

P

3.07.9 N, X

LLR-3

81-01 (507)

81-02 (508)

61-03 (309

2.3

2.3

Fiq. 30

Fig. 30

Fig. 30

Fig. 30

Fig. 22

IEST REFERENCE

G.L. Yoder at al., "Dispersed
Flow Film Boiling in Rod Bundie
Gagastry——Eteady Gtatew Heat
Transfer Date and Corrslation
Coaparisons,” NUREG/CR-243S,

G.L. Yoder at al., “Disparsed
Flow Fila Boiling in Rod Bundle
Geonmetry—gteady Gtate Heat
Transfer Data and Correlation
Cosparisons,” NUREG/CR-2435,

D.J. Varacalle, jr., R.W. Garner,
"PRF/LOFT Laad Rod Progras Tests
LLR-3, =4, -5 Quick Look R-port."
TFRP-TR=-31%5, April 197v. :

D.d. Varacalle, jr., R.W. Garner,
"PBF/LOFT Lead Rod Progras Tests
LLR-3, ~#, -8 Quick Look Reapart,”
TFEP=-TR=313, April 1979,

D.J. Varacellw, jr., R.b. Garner,
"PBF/LOFT Lead Rod Prngru Test
LLR-4A Quick Look

TFBP=TR=-320, June 1979,

D.J. Varacalle, jr., R.W. Garner,
*"PBF/LOFT Lead Rod Progras Tests
LLR=-3, -4, -8 Uuick Look Report,*
TFBP-TR-313, April 1979,

“Data Report on Large Scale
Reflood Test, SCTF Tewt §1-01
(Run S507)," JAERI-seac~9976,
March 1982,

“Data Raport on Large Scale
Reflood Test, GCTF Test 81-02
{Run 508) ," JRERI-nesc~9977,
March 1982,

"Dats Raport on Large Ecale
Reflood Test, SCIF Test 81-03
(Run 309) ,* JAER]-saac~57-310,
Novesber 1982,
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Table G-1.

(continued)

EACILITY

8CTF

8CTF

Iesy

B81-04

81-03

81-054

81-07

81-08

81-07

81-10

a81-11

81-12

(510)

(s511)

{512)

313

(314)

(515)

(314

(-3 ¥ 4]

(531 1]

PIRT  SCALING  PARAMETER RANGING

2.3

2.3

2.3

2.3

2.3

2.3

2.3

NODALIZATION CODE & EXP
ACCURACY

IESY REFERENCE

“Data Report on Large Scale
Reflood Test, SCTF Test B81-04
(Run 510) ,* JAERI-menc-37-31%,
Noveaber 1982,

“PData Report on Large Scale
Reflood Test, SCTF Teat 91-08
(Run 511)," JAERI-mem0~57-320,

. Novemher 1982,

*Pata Report on Large Scele
Reflood Test, SCTF Test 81-06&
(Run 512) ., JAERI-aeac~57-330,
Novesher 1982, :

“Data Report on Lerge Bcale
Reflood Teat, SCTF Test S1-07
(Run S813) ,* JAERI-meaa—-37-3%1,
Navesber 1982,

“Nata Report on Lsrge Scale
Reflood Teat, SCTF Test 81-08
{Run 514) ,* JAERI-ssma-57-354,
Novesher (9892,

*Data Report on Large Bcale
Reflood Teat, SCTF Teet 81-09
(Run 313) ,® JAERI-memo-37-333,
November 1982,

*Data Report on Large Scale
Reflood Teat, BCTF Test 81-10
(Run %14) ,* JAERI-mena-87-343,
Decemher 1982,

*“Nata Report on Large Scale
Reflood Test, SCTF Test Si-11
(Run 517),* JAERI-memo-57-372,
o.:.ﬂb!' 1m-

“Data Report on Large Bcale
Reflood Teat, SCTF Test 81-12
(Run 518) ,* JAEN]-mema-57-300,
Decemter 1982,
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Table G-1.

(continued)

EACILITY

SCTF

6CTF

Ie87

81-13

81-14

81-15

81-16

61-17

81-18

81-19

81-20

81-22

{519

(520)

{521)

{523)

(524)

(325)

(330)

(S32)

PIRT

2.3

2.3

2.3

2.3

SCALING

Fig. 31

EA

ER

N

NODRALIZATION

IEST REFERENCE

"Data Report on Large Scale
Refload Test, ECYF Test 51-13
(Run 319) ,* JAERI-mes0-57-401,
Decesber 1942.

“Data Report on Large Gcale
Raflood Test, SCTF Test S1-14
(Run 3520)," JAERI-memo-57-381,
Decesber 1982.

“Data Report on Large Gcale
Reflood Test, SCTF Test 81-15
(Run 521),% JRERI-msamo~57-382,
Decesber 1902.

“Data Report on Large Scale
Reflood Test, SCTF Test 81-16
(Run %22)," JRERI-mesc-57-384,
December 1982,

“Data Repart on Largs Scale
Raeflood Test, SCTF Test 81-17
(Run 523),° JAERI-mema~57-38%5,
December 1982,

“Date Report on Large Scale
Reflood Test, SCTF Test §1~-18
(Run 524) ,* JAERI-mema~57-402,
December 1982.

“Data Report on Large Scale
Reflood Test, GCTF Test 81-19
({Run 5235) ,° JAERI-meac—-37-403,
Decesber 1982.

"Data Report on Large Scale
Reflood Test, SCTF Test 81-20
(Run 530) ," JAER]I-mesa-50~298,
September 1983.

"Data Report on Large Scale
Reflood Test, SCTF Test $1-22
(Run 532),* JAERI-meao~50-299,
Gapteaber 1963,
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Table G-1.

(continued)

')

ACILI

8CTF

IEST

81-23 (534)

81-24 (337)

81-8H3 (528)

81-8H4 (529)

82-01 (404)

82-02 (507)

82-03 (608)

82-04 (609)

82-0% (410)

PIRT  SCALING

2.3

2.3

2.3

2.3

2.3

2.3

2.3

2.3

2.3

Fig. 31

PARAMETER RANGIND  NODALIZATION  CODE % EXP
ACCURACY

JEST REFERENCE
“Data Report on Large Scala
Rafloed Test, SCTF Test 81-23

(Run 534) ," JAERI-memo—-58-300,
September 1983.

*Data Report on Large Scale
Reflood Test, SCTF Teat Si-24
(Run S37),* JAERI-menc—-58~-301,
Ssptember 1983,

*NData Report on Large Scale
Reflood Test, SCTF Test 32-8M3
{Run 528) ,* JAERI-meso-56-295,
September 1983,

*Data Report on Large Scale
Reflood Test, BCTF Teat 8S1-8HA
(Run 529) ,* JAERI-mesa-38-297,
Ssptecher 1983.

“Data Report on Large Scale
Reflond Teat, SCTF Teat 82-01
(Run 604)," JAERI-meso-359-288,
Septesher 1984, ’

*Data Report on Large Scale
Reflood Teat, BCTF Test 82-02
(Run 607) ,* JAERI-mesa-39-283,
Septemher 19804,

“Data Report on Large Scale
Reflood Test, SCTF Test 82-03
(Run &08)," JAERI~moea-39-432,
January 1985,

“Data Report on Large Scale
Raflood Test, SCTF Test S2-04
(Run 609)," JAER]-memo~-S9-433,
January 1983,

"Data Report on Large Scale
Reflood Test, SCYF Test 82-03
(Run 610} ,% JAERI~mema-T9-434,
January 1983,
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Tab]e G'lo

(continued)

8CTF

a8cTr

8CTF

GCTF

SCTF

SCTF

SCTF

6CTF

§2-07

82-10

82-11

82-12

§2-313

82~-14

tb11)

(612)

(e13)

(b14)

(613)

(616)

(617)

(618)

(619)

EIRT  SCALING

2.3

2.3

2.3

2.3

2.3

EARANETER RANGING

3.3

Fig. 31

Fig. 31 3.3

Fig. 31

Fig. 31

Fig. 31

NODALJZATION

CODE & EXP
QLCURACY

Fig. 20

Fig. 28

F‘ﬂo 28

IEST REFERCNCE

“Data Report on Large Scale
Reflood Test, GCTF Test S52-06
(Run 611) ," JAERI-maao~-59-433,
February 1983.

*Data Report an Large Gcale
Reflood Test, SCTF Test §2-07
(Run &12) ,* JAERI~neac~59-43b6,
February 196S,

“"Data Repart on Large Scale
Refload Test, SCTF Test 82-08
(Run 613) " JAERI~mamo~59-437,
February 1988.

“Data Report on Large Scala
Raflood Tast, GCTF Teat £2-09
(Run 614) " JAER]I-~aeno~-59-43d,
February 19@5.

"Data Rapart on Large Gcale
Raflood Tast, SCTF Teust 82-10
(Run &13) " JAERI~maao~40~110,
May 1983.

*Data Repart on Large SGcale
Reflood Test, SCTF Test S2-11
(Run &616) 4* JRER]I-meac-60-111,
May 1968S.

“Data Report on Large Gcalwe
Reflood Test, S5CTF Test §2-12
(Run 617) ,* JAERI-nanc—-60-112,
May 196S.

"Data Raport on Large Scale
Reflood Test, SCTF Test 62-13
(Run 618) ,* JAERI-mema~&0-113,
May 1985,

*Dats Report on Large Scele
Reflood Teat, SCTF Test §2-14
(Ruh 619) ,* JRER]-mema—60-114,
May 1983.

4
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Table G-1.

(continued)

5

EOCILITY

8CTF

SCTF

SCTF

IEST

82-13

82-14

82-17

82-18

82-19

82-21

52-AC1 (601)

S2-EBH1 (404)

82-8H2 (405)

t620)

t&421)

(422)

(423)

(624)

(626)

EIRL

2.3

2.3

2.3

2.3

2.3

2.3

BCALING  PARAMETER RANGING NODALIZAVION  CODE & EXP
ACCIRAGY

Fig. 31

Fia. 31

Fig. 31

Fig. 31

3.3

3.3 Fig. 28

3.3 Fig. 28

JEST REFERENCE

“pata Report on Large Scale
Reflood Test, SCTF Test 82-13
(Run 420) ,* JAERI~memo—460~238,
October 1905,

“Pata Report on Large Bcale
Reflood Teat, BCTF Test 852-14
(Run 421) ,° JAERI-menn~60~-2359,
October 1983, .

“PBata Report on Large Scale
Reflood Test, GCTF Test 82-17
(Run 622) ,* JAERI-mesn-460-260,
Octeber 1985,

“Nata Report on Large Scale
Reflood Test, SCTF Test 52-18
(Run &423)," JAERI-memo—-560-248,
October 1983, .

“Data Report on Large Scale
Reflood Test, SCTF Teat 62-19
(Run 624) ,* JAERI-meno—60-249,

- October 1965,

“pata Report on Large Scale
Reaflood Test, ECTF Test 82-21
(Run 426) ,* JAERI-mema-&0-270,
Octabwr 19835,

*atudy on ECC Injection Modes In
Reflood Teats With SCTF Corm I1,"
Akira Ohnuki et al., JAERI aeno

61-113, March 1984,

*“Data Report on Large Scale
Ruflood Test, SCTF Test 82-8Mt
(Run &04) ,* JAERI~-memo-59-202,

Swptember 1994,

“Data Report on Large BScale
Reflood Test, BCTF Test 82-842
(Run 605) ,° JAER]-mesa-09-207,
September 1904.
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Table G-1.

(continued)

SCTF

SCTF

6CTF

BCTF

JESY

301

83-0b

(705)

(704)

(707)

(708)

(709)

(710)

(711)

{712)

(713

EIRT  SCALING

2.3

2.3

2.3

2.3

2.3

2.3

BARAMETER RANGING

NORALIZATION

CODE & EXP
ACCURACY

IEST REFERENCE

"Data Raport on Large Scale
Reflood Test, ECTF Test §3-01
({Run 705) ,* JAERI-asmo-62-117,
March 1987.

“Data Report on Large Scale
Reflond Test, GCTF Test §3-02
({Run 706),* JAERI-mema~62-118,
March 1567,

"Dats Report on Large Scale
Reflaood Teat, GCTF Test 6303
(Run 707),* JAERl-mest~-42-119,
Merch 1%987.

"Data Report on Large Scale
Reflood Test, GCTF Test 83-04
(Run 708) ,* JAERI-masa~$2-120,
March 1987,

"Data Report on Large Scale
Reflood Test, SCTF Test §3-05
(Run 709) ,* JAERI~mema~62~121,
March 1987,

"Data Report on Large Gcale
Reflood Test, SCTF Test 653-04
(Run 710) ,* JAERI-waec—62-122,
March l“7-

“Date Report on Large EScale
Reflood Test, SCTF Test S3-07
(Run 711)," JAERI-wmeao—-&2~123,
March 1987,

"Data Report on Lerge Scale
Reflood Tast, SCTF Teat §3-00
(Run 712),* JAERI-mamo-62-124,
March 1987,

“Data Report on Lerge Scale
Reflood Tast, SCIF Test 83-09
(Run 713) 4" JRERI-mea0~62-123,
March 1987,

1, 0
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Table G-1. (continued)

bi3:14

§3-10 (714)

83-8H1 (703)

BCTF a3-642 (704)

SEMIBCALE 8-03-1 AND

8-03~-3

SEMIBCALE 8-03-2 AND

8-03-4

§-03-8 Thru
8-03-B "

SEMISCALE

SEMISCALE 8=-03-A THRU

8-03-p

SEMISCALE

THTF : 151

2.3

2.3

2.3

2.3

2.3

SCALING  DARAMETER RANGING  NODALIZATION

Fig. 3%

Fig. 30

Fiag. 30

Fig. 30

Fig. 30 3.2

Fig. 30

CODE 2 EXP
ACCURAGY

TEST REFERENCE

“NData Report on Large Gcale
Reflood Test, SCTF Teat S3-10
(Run 734),% JAERI-menn—A2-12S8,
March 1997.

*Data Report on Large Scale
Reflood Test, SCTF Teat 53-8M1
(Run 703) ,* JAERI-memo—62-115,
March 1987.

*Data Report on Large Scale
Reflood Test, BCTF Test 83-8H2
(Run 704}, JAERI-mena-62-114,
March 1997.

"Experimental Data Report For
Semiscale MOD-]1 Tests 8-03-1,
Thru 8-03-4 (REFLOOD HEAT
TRANSFER TESTS)," H. Crapo, M.
Jensen, K. Basckett,

“Experimental Data Report For
Semincala MOD-1 Tests B8-03-1,
Thru 8-03-4 (REFLOOD HEAT
TRANSFER TEBTR),* H. Crapo, M.
Jonsen, K. Sackett,

"Experimental Data Report For
Beaiscale MOD-1 Tests 8-03-9,
8-03-4, 8-03-7, and 8~-03-8
(REFLOOD HEAT TRANSFER TESTS),*
H. Crapo et al., ANCR-NUREG-1307,

“Experinantal’ Data Report For
Semiscale MOD-1 Tests S-03-A,
8-03-8, 8~03-C, 8~-03-D (REFLOOD
HEAT TRANSFER TESTS) ,* H. Craepa,
M. Jensen, K, Backett,

*Experimental Data Report For
Bemiscale HOD-3 Reflood Heat
transfer Teat B-07-4," R,
Billine, K. Sackett, K. Stanger,
NURER/CR-0234, Auguat 1978,

D.M. Leon st al.,"PWR Blowdown
Heat Tranafer Seperate Effects
Program THTF Experimental Data
Report for Test 131,”
DRNL/NUREG/TH-188.
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Table G-1. (continued)

D T

™IF

THYIF

THTF

UPTF

UPTF

IES1

141

162

10

EIRY

SCALING = PRARANETER RANGING  NUDALIZATION GQDE & EXP IESY REFERENCE
ALLURACY

qu. 30 D.M. Luon et al. +"PHR Blowdown
Heat Transfer Gaparate Effects
Programs THTF Gxperimental Datae
Repart for Test 183,*
NURES/CR-0278.

Fig. 30 W.G. Craddick et al.,"PNR
Blowdown Heat Transfer Beparate
Effectes Pragras THIF Experimsntal
Data Raport for Tast 141,"
NUREG/CR-0731 . .

Fig. 30 W.G. Craddick et al.,"PUR.
Blowdown Heat Transfer Geparate
Gffocts Prograa THIF Exparimental
Data Report for Test 162,"

NUREG/CR-0732.
Fig. 30 TO BE PUBLIGHED
3.3.6 TO BE PUBLISGHED
4.3 3.3.6 TO BE PUBLIGHED

Frrgepy B BB 0008545548 B 444020 & b & e Ee S

#4448 80040 BRENSBERNNRRE

67 120 53

TUTAL TEST USED FOR CUDE AND
EXPERIMENTAL ACCURACY

9

L & H
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Table G-2.

Primary CSAU application for IET)

EACILITY

LOBI

LOBI

Losl

Lont

IERY PIRT . BCALING  PARAMEYER RANGING NODALIZATION CODE & EXP
QCCURACY
A1-04 Fig.30
A1-07 ' Fig.30
Al-an Fig.30 3.2.2
AL-s6 Fig.30
L2-2 2.3 Fig.30 3.2.2
L2-3 2.3 Fig.30 s.2.2
L2-8 2.3 Fig.30 3.2.2
LP-02-6 ' F19.30 3.2.2 Fig. 29
LA-LD-1 r1g.30

TESY REFERENCE

L. Piplies and W, Kolar, "Quick
Look Report on LOBI Test AI-04R,"
Comnunication LOC BO-03,
Commission of the Europesan
Coamunitien, J.R.C.-1spraBUR-4949

L. Pipliea and W. Kolar, "Ouick
Look on LOBI Tast A1-04R,"
Communication LGC B80-03,
Commission of the Europesan -
Commmities, J.R.C.-1spratN, June

L. Piplies and ¥. Kolar, "Duick
Look Report on LOBI Test A1-04R,*
Cossunication LOC 80-03,
Comminsion of the Europesn
Coammities, J.R.C.~1spra

L. Piplims and W. Kolar, "Duick
Look Report on LOPT Test A1-04R,*
Coasunication LOC 80-03,
Comnission of the Europesn
Conmunities, J.R.C.=1lnpra

B8.M Modro, 8.N. Aksan, V.T.

Perta, A.B. Washba, "Review Of
Loft Large Break Experiments,®
OFECD LOFT=-T=-3900 (MARCH 1908),

8.1 Modro, B8.N. Aksan, V.T.

Berta, A.B. Wahba, "Review Of
Loft Large Break Experissnts,”
OECD LOFT=-T=3900 (MARCH 1988),

8.4 Modro, 8.N. Aksan, V,.T.

Berta, A.P. Wahba, "Review 0¥
Loét Large Preak Experisente,”
OECD LOFT-T-3900 (MARCH 1988),

8.8 Modro, 8.N, Aksan, V.T.

Berta, A.B, Nahha, "Review OFf
Loft Largs Bresk Experimente,®
OECD LOPT-T=3900 (MARCH 1988).

8.1 Modra, B.N. Aksan, V.T.

Perta, A.B, Wahba, "Review Of
Laft Large Break Experimente,”
DECO LOFT-T-3900 (MARCH 1988).
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Table G-2.

(continued)

EACILITY

B8EMIBCALE

BEMISCALE

SEMIBCALE

SEMISCALE

SEMISCALE

SEMISCALE

GEMISCALE

IEST

118-5

K?

8~02-2

§-02-3

8-02-7

§-02-8

$~02-9

EIRT

2.3

2.3

2.3 °

e

SCALING  PARAMEVER RANGING  NODALIZATION  GODE & EXP
6CCURACY

Fig.30

Fig. 3

Fig. 30

Fig. 30

Fig. 30

Fig. 30

Fig. 30

3.2.2

3.2.2

A

TEST REFERENCE

*&rgebnisse des Versuches 118-S
aus der Testserie PKL 11D,
R13/85/715, B8/9/8S8.

B. Brand, R. Mandl and H.
Gchaidt, “PKL Refill and Raflood
Experiment-Gelected Results From
Test K9," Kraftwark Union report
R51/22/79, Deceabar 14, 1979.

K.K. SBackett, H.8. Crapo, M.8.
Jensen, "Experimental Data Rsport
For Bsaiscele Mod-1 Test §-02-2,"
ANCR-1232, August 1973,

K.E. Sackett, H.8. Creapo, M.B.
Jensen, "Experimental Data Report
For Gemiscale Mod-1 Test 8-02-3,"
ANCR=-1233, Septesber1978.

K.E. Hackett, H.8. Crapo, M.S8.
Jensen, "Experimental BData Report
For Seaiscale Mod-1 Test

8-02-4, {(Blowdown Meat Transfer
Test) " ANCR-1234, Novasbar 1975,

K.E. Sackett, H.8. Cr.po. Mn.8.
Jensan, "Experimantal Data Report
For Bamiscale Mod-I Test

8~02-5, (Blowdown Heat Transfer
Tast) ,* ANCR-1235, Decesber 19735,

K.E. Seckwtt, H.8. Crapo, M.R.
Jensen, “Experisental Data Report
For Semiscale Mod-1 Test

8-02-7, (bl owdown Heat Transfer
Test) ,* ANCR~1237, Novesber 1973,

"Suick Look Report Un Sesiscale
Mod-1 Test §-02-8," T.K. Larson,
B.W. Johnson, M.A. Langersan,

August 1976,

K.E. Sackett, H.B. Crapo, M.S.
Jansen, “Experimental Data Report
For Semiscalw Mod-1 Test 8-02-9
and 9A, (Blowdosn Haeet Transfer
Tast) ,“ ANCR-1236, January 1974.
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Table G-2.

(continued)

EACILITY

SEMISCALE

SEMISCALE

SENMISCALE

SEMISCALE

BEMISCALE

BEMISCALE

SEMISCALE

SEMISCALE

SENISCALE

IEST

8~02-9A

8~-04-1

8-04-4

8~04-3

EIRT

2.3

2.3

2,3

2.3

2,3

Fig.

Fia.

Fig.

F‘go

Fig.

Fig.

Fig.

Fig.

Fig.

PARAMETER RANGING  NODALIZATION — CODE & EXP

3.2.2

ACCURAGY

TEST REFERENCE

K.E. Sackett, H.S. Crape, M.8.
Jensen, “"Experimwntal Data feport
For Semiscale Mod~1 Test 8-02-9
and 9A, (Blowdown Heat Transfer
Test) ,* ANCR-1234, January 1976.

K.E. Backett, H.S8. Crapo, B.
Collins, “Experimental . Data
Report For Beniscals Mod~-1 Test
5-04~-1,(Baseling ECC Test),"
NUREG-ANCR-1330, September 1974

K.E. Backett, H.8., Crapo, B.
Collina, "Experimental Data
Report For Bewiscale Mod-l Tast
§-04-2, (Pasaling ECC Test),”
MIREG-ANCR-1331, Ssptesber 1976

K.E. Sackett, H.8, Crapa, B,
Collins, “Experimental Data
Report For Semiscala Mod~1 Taeat
8-04-3, (Basaling ECC Test),"
TREE=-NUREB-1002, October 197&.

K.E. Sackett, H.8B. Crapao, B.
Collins, “Experimental Data
Report For Semincala Mod—1 Test
B-.04-4, (Baseling ECC Test),"
TREE-NURER-1003, Dctober 1974.

»guick Look Report On Sewmiscale
MOD~1 Test 8-04-3, (Baseline ECC
Test Barien),* J.H. Corzuol,
October 1976,

"Oyick Look Report On Semiscale
MOD-1 Teat 8-04-4, (Baseline ECC
Test Beries),” J.M. Cozzuol,

- Octeber 1976,

*fuick Look Report On Semiscale
MOD-1 Test 8-06-1, (LOFT
Counterpart Tast Geriew),” J.M.
Cozzuol, W.W. Tingle, April 1977,

»guick Look Report On Semiscale
MoD-1 Test §-06-2, (LOFT
Counterpert Test Seriss),” J.NM,

Cozzual, W.N. Tingle, April 1977,
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Table G-2.

(continued)

SEMIGCALE

GEMIGCALE

SEMIGCALE

GEMISCALE

SEMISCALE

GEMISCALE

IEST

8-06-3

#-07~1

8-07~6

$-07-8

8-28-10

BIRT  SCALING

2.3

Fig. 30

Fig. 30

Fig. 30

EARAMETER RANQING  NODALIZATION CQDE & EXP
ACCURALY

3.2.2

3.2,2

3.2.2

TEST REFERENCE

“Quick Look Raport On Seaiscale
MOD-1 Test 8-06-3, (LOFT
Counturpart Tast Series),” M.A.
Langarman, May 1978. !

"Expaerinsental Data Report For
Samiscale MOD-3 Blowdown Meakt
Transfor Test 8§-07-1," B.
Collins, K. Sackett, K. Gtanger,
NUREG/CR-0281, Saptesaber 1978.

*Exparimental Opsrating
Epacification Tests 8-07-%
thwrough §-07-7 Gaaiscals MOD-3
Baseline Tust EBeriens,
WR~-§-78~002, MARCH 19786.

“Experimental Data Report For
Samiscale MOD-3 Lowsr ‘Planus
Injection Test §-07-8," R.
Gillins, K. Gackett, D.R. Pack,
NUREG/CR-0814, Junme 1979,

*Exparimantal Data Repart For
Gomiscale MOD-1 Test S-28-1
(Gteam Genarator U-Tube Rupture
Test) ;" R. Gillins, K. Sackett,
C.E. Coppin, March 1978,

“Exparinsntal Data Report For
Semincale MOD-1 Test 6-28-6,10,11
(Gteam Generator U-Tube Rupture
TJast)* R. Gillins, V. Esparza,
K. Sackett, C.E. Coppin, March

SHESRSEEBIBLLLLLLERNR AR SHVRB VLB SRR RN LR G EHEHSH S BRSNS RN RV GER A BB REREV R ARTRNSBER NN U FRHV RS AR BORNB VBN SN RA R AR ER B VR L RSB VIR BN S RS
RSB ANEFEV GRS HH U R MR B SRR SRR AR R BN SSRGS AR IR SR 202008 SLMMARY S8580S54128080004 00 RN REEASNSSRESSSRIRADRRENSHEI ISR 0S 40
HHRR R SUS BN PRGNSR SRS SRS R AR R RS SR ER BB RSR IR S S S SGR S L ARG HS RS ERNNAARBRRRGR RSN RARGS S SNSRI SR SOE RS SRR RNARNGRIBENBRERRERNRENN

1Q1AL JESTS USED FOR _NODALIZATION  TOYAL YEGTC USED FOR SCALING T0TAL JESTS USED FOR PIRY IQI&L.EMW
11 28 14 o
IQTAL _TRST USGD FOR CODE AND
GXPERIMENT M, ACCURACY
1

[N
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Table G-3.

Facility description

EACILITY

BCL (&0
psi)

BCL (lowm
press)

CE (PruUmMP)

CREARE
{CCF)

CREARE

(cory (1/%)

CREARE (PF)

(PUP)

DPARTHOUTH

PRINARY. SCALING
CRITERION

BEOMETRY

voLLME SET/IET
BCALE

1718

2/13

1/2%

/8

1718

/8

1713

1/20

GTEAM INJECT

STEAM INJECT

ELECTRIC

N/A

STEAM INJECT

STEAN INJECT

STEAM INJECT

N/A

N/A

HLHER CoRE
LENGTH

N/A 20.5 in.

N/A 45 in.

0.5 KN/FT 144 in.

N/A 4% in.

N/A

N/A

N/A N/A

N/A N/A

BEFERENCE

R.A. Cudnik, et
al.,"Penetration Behavior In a
1/715-8cale Model OFf a Four—Loop
Prossurized Water Reactor,”
BMI-NUREG-1973, June 1977,

“paseline Plonun Filing
Behavior In a 2/15 8cale Model
af a Four Loop PWR, Topical
Report,” R.A. Cundit et al.,
NUREB/CR-0049, April 1978,

K. Hiranao, ot al., “Quick Look
Report On Large Scale Reflond
Test-4," JAERl-mesc—-8990, July
1980.

“Pusp Two-Phase Performance
Program,® Combustion
Engineering Inc., Septeabher
1980,

*E€CC Dalivery Study:s
Experimental Results and
Discussion,® Crowley, C.J.3
Plock, J.A., CREARE-TN-217,
October 1973,

“1/9 Becale Countercurrent Flow
Data Presentation and
Discussion,® C.J. Crowley, P.H.
Rothe, R.B. Sam, NURESB/CR-2104,
Novewber 1981, o

"£CC Dalivery Study:
Experisental Results and
Discunsions,” Crowley C.J.3
Plock, J.A., Cresre-TN-217,
October 1973,

«1720 Scale Model Pump Test
Programs Facility Pescription
Report,” Runatadier, P.W.,
March 1977,

»“EFFECT OF SCALE ON TWO-PHASE
COUNTERCURRENT FLOW FLOODING,*
H.J. Richter et al.,
NUREB/CR-0312, Juna 1979,
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Table G-3.

(continued)

FLECHT-SEASE

LoB1

MARVIKEN

NORTHWESTERN
UNIVERSITY

PBF

17400

N/&

YOLUNE
ECALE

1/400

1/700

1748

1740

17134

EEIZIET HEATING TYPE HLHGR

GET

1ET

IET

BEY

1ET

IET

ELECTRIC

ELECTRIC

ELECTRIC

N/A

ELECTRIC

N/A

ELECTRIC

1.4 KW/FT

1.0 KW/FT

0.8 KW/FT

16 KW/FT

N/A

16 KW/FT

CORE
LENGTH

144 in.

144 in.

153.5 in.

bbb in.

N/A

N/A

36 in.

153.5 in.

REFERENCE

“PhR FLECHT Final Test Plan,”
WCAP~7288, January 1949.

REFLOODD TASK DATA REPORT," M.J.
Loftus, et al., EPRI-NP-1457,
Gepteaber 1961.

W.l. Risholt et sl.,"LOBI
Experimental Prograase Results
and Planss Btatus Gept. 1982,"
NUREG/CP~0041, October 1982.

D.L. Resder, "LOFT Systaa and
Tast Description,®
NUREG/CR-0247, July 1970.

“Harviken Full-Scale Critical
Flow Tests. Vol. &3 Description
of the test facility,® Studevik
Enaergiteknik AB, May 1982.

"TRAC~PF1/10D1 Independent
Assesssants NEPTUNUS
Pressurizer Test Y05, A.C.
Paterson, NUREG/CR-3I719,
Decesber 1984. :

I. Dilber, "Countercurrant
Stean/Water Flow Above a
Perforated Plate-Vertical
Injaction of Water,*
NUREB/CR-2323, Gaptesber 1981.

"PEF/LOFT Lead Rod Test Series
Test Results Report,” D.
Varaculle,Jr. et al.,
NUREG/CR-1538, July 1980.

“Ergebnissadesversuches 115-S
sus der Testserie PKL 11B," R
8913/85/713, 6/9/683.

[
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Table G-3. (continued)
EACILITY 14 YOLUNE SEV/IEY HEATING TYPE PLIHBR CORE REFERENCE
CRITERION SCALE LENGTH
8CTF CORE FLOW AREA 1722 SET ELECTRIC 0.4 KW/FT 144 in. 7. Okubo, st al.,"Dsta Report
On Large Scale Reflood
Test-102,% JAERI-mema-4&0-268,
October 19635,
SEMISCALE FULL HEIGHT/VOLUME 171703 1ET ELECTRIC 15 KW/FT  &&471A4 in. L.J. Ball at al.,“Semiscale
: Program Description,”E636
Idsha, Inc., Tree-NUREB-1212,
July 1978,
THTFE POMER-VOLUME 1/500 BET ELECTRIC 17 KW/FT 144 in. "project Description: ORNL PWR
Blowdown Heat Transfer
Seperate-Effects Program,
THTF " ORNL, NUREG/CR-0104,
October 1970.
UPTF FULL SCALE 1/ 8ET STEAM INJECT N/A N/A “2n/3D Progran, Upper Plenum

CQQ..l.llﬂ’."l‘i'.'ﬂ.0.*‘.'0.'.'&“”'&'**.“

S0 A A0 0 00 0 2 0

» ¥ %% * 246 3 3 3 3 45 9 3 8 B %
* HRFRRABHERRA R RHATRRES

There are

SRHNBAERE

HBRRRPRARHRRERRRB L ERRRRRB Rl
“:ﬂ‘%“l“ll”‘.‘!'....‘ilﬂlQ.I'l**'%l."iﬁ!"'

Test Facility Test Na. 1,"
Kraftwerk Union A.B., Erlangen
Abt. Verfahrenstechnik, January
1987. :

Q‘.Q'*QQ.'.Itiﬂll'il'liﬁ'lll*I0““IOGQ&Q.I.Iid.*#GQ..GI’{Q'..O.QO.Q
IQC.Ol"ﬂ'.".{"’.1“‘.'.....‘....".‘IQ.'Q.
Di.IQO..QCQ‘{.QQ‘.'Q%GII.‘ﬁ..iﬂ...i'.*.l.'...

22 facilities currently present in this portion of the Data EBase,
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APPENDIX H

NODALIZATION OF TRAC ASSESSMENT AND PLANT ANALYSES

The tables presehted here contain nodalization information from
previous TRAC assessment calculations, as compi]ed by
Ms. J. Jacobson (INEL).

The three tables contain nodalization information from TRAC assessment
calculations. The three types of assessments that are described include:

1. Separate-effects tests related to LBLOCA,
2. LBLOCA integral-effects tests, and
3. LBLOCA plant simulations.

Each table identifies the calculation and report, the code version
used, and a breakdown of the major components. Calculations from TRAC-PF1
are of primary interest; however, nodalization information is also reported
from previous versions of the code. In the tables, a single value
represents the number of cells in a Component; and values presented in the
#/#/# form represent numbers of axial nodes, radial nodes, and azimuthal
segments for three-dimensional components. The reports .that have an
asterisk above them have incomplete information, such as nodalization
diagrams with no indication of cell divisions.
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CALCULATIONS/REPORTS

REFEROKE
Aoby,

EGAG 1/9 ) IET Semiscale MOD1/S-04-5 and $-28-1
£G&6 2/9 [ 1ET Semiscale MOD1/S-28-1, S-28-10
€GAG 3/9 1 SET Semiscale MOD3/S-07-4, reflood
£GAG 4/9 t SET KWU PKL/K5A, refill, reflood
EG&G 5/9 1 IET Semiscala MOD2C/S-FS-6B, S-FS-7, S-FS-11
EGLG 6/9 a3 IEY ROSA-1V/LSTF
EGAG 7/9 4 Plant - 200% LBLOCA - cold leg
EGAG 8/9 s Plant 200% LBLOCA - hot leq
EG&G 9/9 ¢ Plant 200% LBLOCA - cold leg
LANL 1721 1 SET Edward’s pipe
LANL 2/21 1 SET CISE/4 and R
LANL 3/21 ¢ SET Marviken CF/4.24
LANL 4721 ¢+ SET THTF
LANL 5721 SET Bennett tube/5336, 5431, 5442
LANL 6/21 F*  SET Creare CCF/low and high subcooling
LANL 1/21 ¥ SET FLECHT/4831, 17201
LANL 8/21 s SET Marviken CF/4, 13, 20, 22, 2%
LANL 9/21 = SET BCL/262XX, 263XX, 29111
LANL 10/21 s SET FLECHT-SEASET/31504
LANL 11721 SET Dartmouth, air-water CCF
LANL 12721 1# IET Semiscale MOD1/S-02-8
LANL 13721 ¢ IET Semiscale MOD1/S-06-3 (LOFT L2-3)
LARL 14721 ¢ IET LOFT/L1-4
LANL 15/21 * IET LOFT/L2-2
LANL 16/21 8 - 1IET PKL/K9 and K54A
LANL 17721 3 IET LOFT/L2-3
LANL 18/21 3 IET LOFT/L2-5
LANL 19/21 29 IET Semiscale MOD1/S-06-3
LANL 20/21 ¢ IET LOFT/L2-2
LANL 21721 w IET LOFT/LP-02-5
Sandia 1712 -5 Plant LBLOCA, fine node, coarse node
Sandia 2/12 =~-uv Plant LBLOCA with UHI
Sandia 3/12 02 Plant Zion 1 LBLOCA
Sandia 4/12 5 Plant LBLOCA, 2-loop with UPI
Sandia 5/12 w-i%* SET Creare ECC injection bypass
Sandia 6/12 23 SET Dartmouth air-water CCF
Sandia 7712 323+ SET Northwestern CCFL
Sandia 8/12 -3 IET Semiscale MOD2A/S-18-3
Sandia 9/12 z-av IET LOBI/B-RIM _
Sandia 10/12 2245 IET LOBI/AI-04R
Sandia 11712 e 47 IET LOFT/L2-5 :
Sandia 12/12 ¢ SET NEPTUNUS pressurizer test Y05

SET - Separate effect tests related to LBLOCA
IET - LBLOCA integra) tests
Plant - LBLOCA plant tests

H-4
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APPENDIX I

HOT CHANNEL ANALYSIS

This appendix describes an evaluation of the impact of a hot channel
hydraulics, compared to an average channel, on peak cladding temperature.
The data supporting the analysis are also reported.
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HOT CHANNEL ANA

At the January 13-14, 1988, Peer Review Group Meeting, Westinghouse
representatives stated that the hydraulic conditions in a reactor hot bundle
region may be significantly different than that of an average bundle; and
consequently, the peak cladding temperatures could be higher than our
calculations have shown. They noted that in the present application of the
CSAU methodology no hot bundle was simulated, only a hot rod with average
fluid conditions of the hottest (innermost) ring. Therefore, the results of
the CSAU study may have a lower peak cladding temperature than a study that
included a hot bundle in the inner ring.

INEL proposed that the effect of a hot channel be investigated by
adding a small central ring to the CSAU model. This ring would include four
hot bundles, one for each of the four azimuth sectors. Calculations with
the hot channel model, when compared to the innermost ring of the base
model, indicate the differences in peak clad temperatures. It was proposed
that this difference be included in the analysis as a bias.

INEL modified the base input deck to include a hot channel, and four
calculations were performed through the reflood period. The results of
these calculations were presented at the June 1988 TPG Meeting.

S. Levy Inc. has taken the data from the two hot channel runs and the
same two cases without the hot channel and performed a statistical analysis
that included 1inear and full second-order fits. The analysis was then
compared against the previous base analysis (eight plant calculations for
blowdown). Results of these analyses are as follows:
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Temperatures in Degrees Fahrenheit

Base 2 Runs 01d 2 Runs New
3 Ring ' 4 Ring
[ Tos K Tos b Tos
Linear 1112 1418 1072 1452 1155 1480
Full 2nd 1147 1430 1072 1502 1137 1547

From this analysis, using data from the full second-order response
surface analysis (i.e. most conservative penalty for Tpg), the blowdown
bias that should be included for hot channel effects is:

Mean value difference (Ap) = 63°F
Temperature difference at 95% (ATgpg) = 45°F

Similar calculations for early and late reflood PCT yield:
Early Reflood, °F Late Reflood, °F

Mean value difference 25 -14
Temperature at 95% -54 . -157

The decrease in the bias (becoming a benefit) is unexpected; although some
evidence exists for such effects, it was decided to use the mean bias
uniformly over the probability distribution function.

A three-ring model was used because the current application is a
demonstration of the methodology and not a rigorous licensing application.
In this context, it was decided to take a conservative penalty, rather than
perform a more refined and costly analysis to reduce the penalty.



As a matter of interest to the TPG, the cost difference between an
analysis using the four-ring model (including hot channel) and three-ring
model is about 6 to 8 Cray computer hours ($4000) per run. For the
required calculations, the total cost of using the hot channel model would
increase the analysis cost by about $50,000.
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APPENDIX J

CODE UPDATES FOR CSAU UNCERTAINTY EVALUATION

Code updates used to perform CSAU uncertainty studies and input
multipliers for sensitivity calculations are documented in the appendix.
These updates were provided by LANL in support of the study. The updates
are limited to the coding necessary to vary the effects of the models

selected to reflect the variability in important phenomena. That is, they
do not constitute code improvements. |
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*/
*/
*/
*/
*/
*/
*/
*/
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*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/

Developed by Jay W.Spore 9/87
Modified by Ralph Nelson 1/88
Modified by Jay Spors 2/88
Modified by Ralph Nelson 4/88
No q/c¢ as requested by Dr. Zuber NRC.
This of course means no peer raview and no test prcblem
checks and no documentation and no comment cards.

Just a few notes to the user of this update

The number of rod multiplier factors to be input (NMROD)
must be input as the fifth number on main contrl card 2. Example given
below.

aumtcr ieos
2 0

Sixteen i3 the largest

inopt nmat nmrod
1 0 16

aumber allowed for nmrod. It is easy to

change this limit, if you desiras.

NMROD multiplier factors must be input right after :

he iorder array. NMROD and the factors must be input on each
restart. Please note t
on restart. Therefora

t

multiplier of 1.0,

hat the multipliers can be changed
a steady-state can be run with say an hgap

then the transient could be restarted with

the hgap multiplier of 0.9, or something.

rod multiplier input.

An example of the mult

This update adds three
‘icfz = 0 no cfzmul i
icfz = 1 cfzmul is i

iplier input is given below,

new namelist variables,
nput or no modification to interfacial shear
nput and interfacial shear is modified.

dltmin = adder for tmin »
rosenm = multiplier applied to the rosen interfacial sharpnerx

Example given below,
$inopts iadded=10, icf

z=1, dltmin=~50.0, rosenm=1.5 $

icfz is default to 0 and dltmin is default to 0.0.

rosemrm is defaulted to

If icfz=), then the cf

1.0

zmul array must be input following the

Example given below.

input for the uncertainty mods

rhgap

N e N

r
*

41.0xr10.5r51.0
rcondf
51.0xr10.5r51.0
rconde
61.0r10.5xr51.0
rcapt
71.0xr10.5r51.0
rcape

rl11l1.5r51.0e
rll.5r41.0e
rl1l.5r31.0e

rll.5r21.0e
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*/

*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/

*/

*/
*/
*/
*/
*/
*/
*/
*/
*/
*/

§1.0r105r51.0r12.511.0e

r

* rhte

r9%91.0r10.9r51.0r11l.1 e
* rhtedr ) '
r91.0r10¢.9rsS1.0r11.1 e
* rhtefr S
r9%1.0r106.9r51.0r11.1 e
cfzmul input

* cfzmul level 1
r81.0 £ 0. e
tcfzmul level 2
r4l.2r40.8£0. ¢
*cfzmul level 3
r81.0£0. e
*cfzmul level 4
r81.0 £ 0. e
tcfzmul level S
r81l1l.0£0. e
*cfzmul level €
r81.0£0. e
*cfzmul level 7
r81.0 £ 0. e
*cfzmul level 8
r81.0£0. e
*cfzmul level 9
r81.0f£0. e
*cfzmul level 10
r81l.0£f£0. e
tcfzmul level 11
r81l1l.0 £ 0. e
*cfzmul level 12
r81l1.0 £0. e
*cfzmul level 13
rgl.0 £0. e
*cfzmul level 14
r81l1.0£0.¢e
*cfzmul level 15
r81.0 £0. e

There are NMROD values input for each available rod heat transfer
multiplier. The first array input after the iorxder array is the
hgap multiplier. If you have 4 average rods, then the first four
values input apply to the average rods and therefore should

be equal to 1.0. There is no input error checking on this so

be careful or you'll really screw your deck up. For this example
the next twelve inputs for rhgap will apply to the additional
calculational rods. The next array input is the for the fuel
conductivity multiplier. Next is the clad conductivity.

Next is the fuel heat capacity. Next is the clad heat

capacity. Next is the ratio for the heat transfer coefficient.
Next is the ratio for the heat transfer coefficient applied only

‘to the vapor film boiling htc for post-chf heat transfer.

Last is the ratio for the heat transfer coefficient applied only
to the Forsland-Rohsenow film boiling htc for post-chf heat transfer.
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117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
111
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
1m
172
173
174

*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/

Bewars of the following effects.

The application of the multiplier to the post-chf vapor heat
coefficient will result in this multiplier being applied to the
maximum of Dougall-Rohsenow or natural convection. It should be
applied to Dougall-Rohsenow most of the time, but for very low
flow conditions, it will be applied to the natural convection
corzrelation also. :

The application of the Forsland-Rohsenow post-chf multiplier
will produce a net effect of this multiplier times the general
heat transfer multiplier imput by the user. This is done to
allow use of a multiplier on Bromley while zeroing out Forsland
Rohsenow 1f it were desired.

7]

Beware of the following feedbacks.

The multiplier is applied to the TRAC calculated result
after TRAC calculates it. However, feedback from other
calculated results can result in a different value than expected.
For example, given everything else tha same a rod 7
with an rhgap =0.5 and a rod with an rhgap =1.0, will not have
an hgap that is a factor 2 lower. As tha hgap is reduced, then
fuel tends to get hotter. Hotter fuel results in

- hotter gap gas and a smaller hot gap, 3o the calculated TRAC
hgap, before the 0.5 is applied is higher, than the rod with
an hgap of 1.0.
Under these conditions, the hgap with rhgap=1.0,
might be 4000.0, while the hgap with rhgap=0.5 might be 2800.0.

The cfzmul array is of fixed dimension. Current ceding is
anr=3,nnt=4,nnz=15. If the vessel size that you're running is
smaller or equal to these dimensions, then no problem. You just
input the cfzmuls the way you want them for the vessel of your
choice.

Warning Warning
cfzmul is a multiplier on the interfacial shear in the vessel,

therefore a cfzmul of 1.0 results in no effect, while a cfzmul
of 0.0 turns the interfacial shear off.

L

Also, note that cfzmul(i,J,x) is applied to all three directions
for cell 1ijk. ’

Input for cfzmul is by levels starting with level one and going

to level nnz, which is currently hardwired at 15. nnz levels of

input must be input, even if you have a shorter vessel. ) -
The cfzmul input for a given level, uses the load format, therefore
nar*nnt numbers are expected for each level, with all of the thetas
in ring 1 filled first, then the thetas in ring 2, etc.

To change the hardwired size of the cfzmul array, the dimensions

in the cfzmod comdeck must be changed and the values for nnr,nnt,and
nnz, which are set in the blkdat routine must be changed and made
consistent. If the size of your vessel is too large in any one
dimension r, theta, or z, then an error message is printed in the
rvssl or revssl routine.

J-6



L

175
17¢
177
178
179
180
i81
182
183
184
185
186
187
188
189
190
191
192
193
194
185
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
2217
228
229
230
231
232

*/
*c corel,cozecl.mfrod,core3,corec3 frod,input htvssl
*c tf3de,revssl,rvssl, htcor,blkdat

*i corel.l? ) corel
tca rodmod

common/pchfm/ frmult
*d corel.54 corel

4nmat,ia (lmatb),ia(1ptbln),a(lprptb) ,xcondf(ncr),rconde (ner),
Srcapf (ncr) ,xcapc (ncr) , nmrodf)

*i corel.l07 corel

frroult=1.0

if(nmrodf.eq.l) frmult = rhtcfr{ncr)
*i htfxrn2.5 corel

if(nmrodf.eqg.l) then
if(a(lintf+k2).ne.4.0) then
‘a{lhrlv+k5) = a(lhrlv+k5)*rhtc(ncr)
else
a{lhrlv+k5) = a(lhrlv+k5)*rhtedr (ncr)
endif
a(lhrll+kS) = a(lhrll+k5)*rhtc(ncr)
frmalt = 1.0

endif
*§ edcore.l46 corel

frmult=1.0

if(nmrodf.eq.1l) frmult = rhtcfr(ncr)
*{ htfxrn2.10 corel

if(nmrodf.eq.1l) then
if(a(lihtf+k2).ne.4.0) then
a(lhrfv+k2) = a(lhrfv+k2)*rhtc(ncr)
else
a{lhrfv+k2) = a(lhrfv+k2)*rhtcdr(ncr)
endif
a(lhrfl+k2) = a(lhr£1+k2)*rhtc(ncr)
frmult = 1.0
endif
*d corecl.1ll5 corecl
rcondf=1.0
rconde=1.0
rcapf=1.0 :
rcapc=1.0 - '
nmrdf=0 ’
call mfrod (a(lbu:n),a(lcnd).a(lcpnd),
*d corecl.l119 corecl -
4nmat, ia (lmatb), ia(lptbln),a(lpzptb),rcondf,rcondc,rcapf,
Srcapc, nmrdf) ’
*d mfrod.4 mfrod
2 cndx,cpdr,rndr,nmat,matb,lnprp,prptb,rcondf,rcondc,rcapf,
3 rcapc,nmrodf)
*i mfrod.82 : mfrod
if (nmrodf.eg.1l) then
cnd(i,j) = rcondf*cnd(i,j)
cpnd{i,§) = rcapf*cpnd(i,3)
endif '
*{ mfrod.8S mfrod
if (nmrodf.eq.1l) then
cndr (intr, j) =  rcondf*cndr (intx, J)
cpdr (intr, 3) =  xcapf*cpdr (intr,J)
endif ' ; :

J-7



233
234
235
236

238
239
240
211
242
243
214
215
246
247
248
249
250
251
252
253
254
255
2568
257
258

260
261
262
263
264
265
266
257
268
269
270
271
272
273
274
275
276
277
273
279
280
281
282
283
284
285
286
287
288
289
290

*i mfrod.9%4 mfrod
if(nmrodf.eq.1l) then
cnd(i,]j) = rcondc*cnd(i, 3)
cpnd(d, }) = rcapcrcpnd(d, )
endif
*i mfrod.9?7 mfrod
if(nmrodf.eq.1l) then
cndr (intr, J) = rxcondc*cndr(intr, 3)
cpdr (intx, j) = rcapc*cpdr{intr, j)
endif
*i core3.1l3 core3
*ca rodmod
*d corel,50,core3.53 core3l
9a (lrnd+org},a{lrpkf+n2),a(lrpowf+org),a(12),powavy,
aa(ltlr+org+l),a(ltvr+org+l) ,a(lhril+orqg),a(lhrlv+ozrg),
bia(lidht+org),a(lcndr+org),a(lcpdr+org),a(lrndxr+oxg),
cta, tb, fucrac,a(lnrdx+nl) ,difmin, amh2, j£1g,rhgap(ncr) , nmrodf)
*1 corec3.97 corec3
rhgap=1.0 .
nmxdf=0 ) -
*d corec3.109 corec3
* a(lnrdx),difmin,amh2, jflg, rhgap, nmedf)
*d frod.8 . frod
6rnrxdx,difmin,amh2, j£1g,rhgap, nmrodf)
*§ frod.167 frod
if (nmrodf.eq.1l) hgap(l)=rhgap*hgap(l)
*{ input.32 input
*ca rodmod
*ca cfzmod
*d kapll.3 input
call readi(5hiiiii,numtcr,ieos,inopt,nmat, nmrod)
*i input.271 input
if (nmrod.ne,0) then
if(nmrod.le.16) then
mrodf=1
call load(xhgap, xhgap,nmrod, 1)
call load(rcondf,rcondf,nmred,l)
call load(xcondc,xcondc,nmrod,l)
call load(xcapf, rcapf,nmrod, 1)
call load(xcapc, rcape,nmrod, 1)
call load{rhtc¢,rhtc,nmrod, 1)
call load(rhtcdx,xhtcdr,nmrod,1) *
call load(rhtcfr,zhtcfr,nmrod,l)
write (iout, 4110) nmrod
write(imout, 4110) nmrod
write (itty, 4110) nmrod
do 4109 k=1,nmrod
: write(iout, 4111)k,rhgap(k), rcondf (k) , rcondc (k) , rcapf (k) ,
s xcape (k) ,chte(k), rhtedr (k) ,xhtefr (k)
write (imout, 4111) X, rhgap (k) , xcondf (k) ,rconde (k) , xcapf (k) ,
& rcapce (k) ,rhte(k), chtedr (k) ,xhtcfr (k)
write(itty, 4111) k,rhgap (k) , rcondf (k) , rcondc (k) , rcapf (k) ,
& rcape (k) ,xhtc(k),rhtecdr (k) ,rhtefr (k) ’
4109 continue
else
jflag=1
call error{l,26h*input* nmrod is too large,3)
endif
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291
292
293
294
295
296
297
298
299
300
30

303
304
305
306
307
308
309
310
31
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348

else
nmrodf=0
do 5100 k=1,nmrod
rhgap (k) =1.0
rcondf(k)=1.0
rcapf (k)=1.0
rcapc(k)=1.0
rhtc(k)=1.0
rhtedr(k)=1.0
ghtefr(k)=1.0
rcondc({k)=1.0
5100 continue
endif
4110 format(' NMROD = *,1i3,' was input and the following arrays '
& 'were found.' ‘
&,/.,2x,103, 2x, ShREGAP, Sx, 6hRCONDF, 4x, 6hRCONDC, Sx, ShRCAPF,
£5x, ShRCAPC, 6x, 4hRHTC, 4x, 6hRHTCDR, 4x, 6hRETCFR)
4111 format(i3,8£10.3)
if{icfz.eqg.1l) then
nclx=nnr*nnt
do 4115 k=1,nnz
call load(cfzmmul(l,1,k),cfzmul(l,1,k),nclx,)
write(iout,4113) k
write(itty,4113) k
4113 format (' level',i3,' input for cfzmul ')
write(iout,4114) ((cfzmul(j,i,k),J=1,nnt),i=1,nnr)
write(itty,4114) ((cfzmul (j,i,k),j=1,nnt),i=1,nnr)
4114 format (1p6el3.4)
4115 continue
else
do 5103 k=1,nnz
do 5102 3§=1,nnt
do 5101 i=1,nnr
cfzmul (i, 3,k)=1.0
5101 continve
$102 continue
5103 continue
endif
*d htvssl.44,htvssl.46 htvssl
rcondf=1.0
rconde=1.0
rcapf=1.0
rcapc=1.0
nmrdf=0
call mfrod(burn,cnhs(l,i).cPhs(l i),emhs (1, i),fpuoz £td, idim,
* maths(l,i),ione,ione,nodhs,int, hst(1,1),rohs(l,i),tmel,tmel,
* idhs,cnhsn(l,i),cphsn(l,1),rohsn(l,1),nmat,matb, inprp, prpthb,
& rcondf,rcondc, rcapf, rcape, nmrdf)
*d vmextr6€.3 input
1 ,1exvss,icfz,dltmin,rosenm
*{ movtrc.82 t£3de
*ca cfzmod ) '
*d t£3de.602 tf3de
seS=rovk*cjg*seSctrosenm -
*i t£3de.1318 ‘ tf3de
if(icfz.eq.l) then -
cftiscfti*cfezmul (it,ir,12)
" cfrimcfri*cfzmul (it,ir,1iz)
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349
350
351

352

353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
n
372
373
374
375
376
Kyy)
378
379
380
st
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
40

40

403
404
405
406

if({xccfl.eq.0.0) cfzi=cfzi*cfzmul(it,ir,iz)
endif
*i ccfl1.160 . tf3de
if(icfz.eq.l) cfzi = cfzi*cfzmul (it,ir,1iz)
*§ initerl.? revssl
*ca cfzmod
*{ capl3df.4 revssl
if(icfz.eq.1) then
if (nrsx.gt.nnr) then
jflag=1
call error(l,34h*rvssl* icfz=l1l & nrsx is too large, 4)
else
if(ntsx.gt.nnt) then
jflag=1
call error(l,34h*rvssl* icfz=1 & ntsx is too large, 4)
else
if (nasx.gt.nnz) then
Jflag=1
call error(l,34h*rvssli* icfz=1 & nasx is too laxga, 4)
endif
- endif
endif
endif
*i{ vitjrn.254 rvssl
*ca cfzmod
*i inlabl.543 - rvssl
if(icfz.eq.1) then
if(nrsx.gt.nnr) then
jflag=1 ’
call arror(l,34h*rvssi* icfz=1 & nrsx is too laxgae, 4)
alse
if(ntsx.gt.nnt) then
jflag=1
call error(l,34h*rvssl* icfz=1 & ntsx is too large, 4)
else
if(nasx.gt.nnz) then
jflag=1
call error(l,34h*zvssl* icfz=1 & nasx is too large, 4)
endif
endif
endif
endit
*i htcor.100 htcor
*ca cfzmod
*{ upfrch.l htcor
tmin = tmin + ditmin
*i upfrch.4 htcor
tmin « tmin +dltmin
*i hlfilm.50 hlfilm
common/pchfn/ frmult
*1 hlfilm,.53 hlfilm
data frmult/1.0/
*d hlfilm.81 hlfilm
bzac-trmult*gc*rol*zov*htgp*cv**3/(delt*visv*delta)
*i blkdat.§9 blkdat
*ca cfzmod
data icf£2/0/,d1tmin/0.0/,nnz/15/,nnr/3/,nnt/4/,rosenm/1.0/
*af,,twostep
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407 *cd cfzmod

408 common /cfzmod/cfzmul (4,3,15),1cfz,dltmin,rosenm, nnz, nnt,nnx

409 *cd rodmod .

410 common /rodmod/rhgap (16),rcondf (16) ,xcondc(16) ,xrcapf (16),rcapc(16)
411 & htec(16) ,rhtcdr(16) ,rhtefr (16) , nmrodf

*
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APPENDIX K
SENSITIVITY OF LBLOCA PEAK CLADDING TEMPERATURE TO STEAM BINDING
This appendix documents the sensitivity'of peak cladding temperature to
the rate of liquid carried to the steam generators (steam binding).

Additional experimental results (for another facility) and ranging
information are provided in Appendix P.
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MPR ASSOCIATES. INC.

December 16, 1988

Dr. N. Zuber
Division of Reactor Safety Research

U. S. Nuclear Regulatory Commission
Washington, D. C. 20555

;ubject: Evaluation of Sensitivity of Reflood Peak Clad Temperature to
Liquid Carryover (Steam Binding)

Dear Dr. Zuber:

Per your request, we have prepared a brief paper describing our
calculations of peak clad temperature sensitivity to liquid carryover
(steam binding). The calculations include an approximate hand
calculation technique and explicit evaluation of parametric TRAC analyses
from the CSAU program. Results from the two methods agree closely.

A copy of our paper is enclosed. Please call me if you have any
questions or comments. ’

Sincerely,

Tt . Lomenctl __

Paul S. Damerell

Enclosure
cc: G. Rhee
L. Shotkin
D. Bessette
NRC-RES

B. Meehan, NRC-Contracts
G. Wilson, INEL
B. Boyack, LANL
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SENSITIVITY OF LOCA PEAK CLAD TEMPERATURE TO
CHANGE IN WATER CARRYOVER TO

STEAM GENERATORS (STEAM BINDING)

PURPOSE

This paper describes calculations which were performed to determine the
sensitivity of LOCA peak clad temperature to a change in the amount of
water carried over to the steam generators (steam binding). .
Specifically, calculations were performed using two methods:

1. 2n approximate hand-calculation method.
2. Explicit evaluation of CSAU TRAC results.

The results are presented below, followed by a detailed description of
the calculations.

R TS AND CONCLUSION

The two methods used to calculate the sensitivity of PCT to increases in
water carryover give similar results. The sensitivity is:

" Sensitivity Coefficient

Method d(PCT) (deg. F change in PCT

per percent change in
(dfig/Ag) x 100 1iquid carryover)

Hand calculation o 1.58
TRAC results from CSAU Program 1.31

The value from the hand calculation (1.58°F/%) agrees closely with the
value determined from explicit evaluation of the CSAU parametric TRAC
runs (1.31°F/%). This is a reasonable indicator of the overall PCT
sensitivity to this phenomenon.

DESCRIPTION OF CALCULATIONS

1. Approximate Hand Calculation
In this calculation we assume a nominal case where water carryover
to the steam generators in the steam flow is occurring. An increase

fn 1iquid flow (which will increase SG steam production) is treated
as a corresponding decrease in core steam production, i.e., '



d(Qcore) d(ﬁL)

e ————— = -

Qcore fs

(1]

Equation [1] indicates that an increase in liquid carryover will

reduce core heat transfer; physically this happens by the increased
steam binding depressing the core collapsed level (increasing core
Hence,
eat

void fraction) and reducing the heat transfer coefficients.

the core must heat to higher temperatures to get full decay h
removal [that is, at temperature turnaround, local heat remova] =

decay heat generation, by definition]. Hence,

d(ATcore) d(ML)

ATcore MS

Where AT oo is a characteristic temperature difference for the core

which represents the driving force for heat transfer.

ATcore ~ (Tclad - Tsat) and

ATcore ~ (PCT - Tg,4) for the peak rod
From.the above, we note that

d(PCT) = d(ATcore)

Hence from Equations [2] and [4] the following is obtained:

d(PCT) = AT¢qpe g£§£1 = Meore dif)

Ms M(X)
1-X

where X is quality of the flow into the steam generator.

Equation [5] can be rewritten as

d{PCT)
— = ATeore (ﬂ)
d(fy)/fy X
To express Equation [6] per percent of Tiquid carryover
d(PCT) ATcore l'X
(d(P_)/My) x 100 100 X

(2]

[3]

[4]

[5]

(6]

(7]
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Equation [7] gives the sensitivity of peak clad temperature to a
change in liquid carryover, expressed as degrees per percent change
in 1iquid carryover. The expression is now evaluated for typical
LOCA conditions. A nominal value of ATcore is determined from
typical tests and TRAC analyses. The TﬁxE *Minimum Safeguards”
Best-estimate Analysis (Reference 1) indicates calculated peak clad
temperatures during reflood of 854K (1077°F). Typical CCTF tests
show peak clad temperatures ranging from 650K (710°F) to 1150K
(1610°F); however, the high values are characteristic of *licensing”
rather than best-estimate values. In fact, the 650K value was for
the CCTF best-estimate test. For this analysis, a PCT of 1000°F
(about 800K) is used. T is approximated as the saturation
temperature of 50 psia = ggl'F.

A nominal value of X is approximated from the UPTF best-estimate
coupling test. In this test the average liquid carryover rate to
the four steam generator simulators was about 20 kg/sec over a
period of 125 sec (e.g., see Reference 2). The steam flow during
this test averaged about 90 kg/sec.

. %
X = g5 +120 = 0-82
Hence
d(PCT) _ 1000-281 1-:82) . | sgesn
(d(f1 )/f ) x 100 100 0.82

1 rom U Proagra

In the CSAU Program, two comparable TRAC LOCA analyses were made: a
nominal case and a modified case where entrainment and interfacial
shear coefficients were increased based on separate SCTF evaluations.
The modified case is considered to be more realistic and is treated
here as the "base case". Figure 1 shows the difference in PCT (at the
second reflood peak) between the two cases is 106°F.

Figures 2 and 3 show the integrated steam and 1iquid mass flowing to
the steam generators in the loops, for both TRAC runs (Reference 3).
To compare the liquid mass carryover, a suitable time period needs
to be selected. Based on Figure 1, a time period of 50-125 seconds
is appropriate for the second reflood peak.

d(fy) IlzsﬂL, - 128, 385 - 2050
. 50 ) _ - 0.8l
. 050 .
L [0 M, 2 205
50
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(d(PL)/ML) x 100 = - 81 1i.e., the 1iquid Flow decreased by 81%

d(PCT) . -_108°F
(d(M)/f) x 100 - 81%

= 1.31°F/%
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NOMENCLATURE

ML Liquid Flow Rate Into Steam Generators

M1, M,2 Liquid Flow Rate Into Steam Generators in Two TRAC

Analyses

Rs Steam Flow Rate Into Steam Gemerators

PCT Peak Clad Temperature

Qore Core Heat Release Rate

Telad Clad Temperature

Tsat Saturation Temperature

ATcore Characteristic Temperature Difference in Core

(See Equation [3)
X Quality of Flow Into Steam Generators
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APPENDIX L

UNCERTAINTY IN MODELING AND SCALING OF CRITICAL FLOW IN TRAC-PF1/MOD1

Additional details of the break scaling and uncertainty studies given
in Part B, Section 3, are documented in this appendix.
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UNCERTAINTY IN MODELLING AND SCALING OF PUMP HEAD AND TORQUE
IN TRAC-PF1/MOD1

Upendra S. Rohatgi, Wen-Shi Yu, and Wolfgang Wulff
Brookhaven National Laboratory
Department of Nuclear Energy

Upton, New York 11973

The USNRC has established a Code Scalability, Applicability and Uncer-
tainty (CSAU) evaluation methodology to quantify the uncertainty of safety
parameters by best estimate code predictions. Codes evaluated according to
CSAU can then be applied to evaluate the Emergency Core Cooling System
(ECCS). The TRAC-PF1/MOD1 version was selected as the first code to undergo
the CSAU analysis for LBLOCA applications. It was established as part of this
methodology that the pump model is among the top ranked models in the code
affecting the peak clad temperature (PCT) prediction for LBLOCA.

A pump model bias, representing systematic modeling uncertainties, was
developed from Westinghouse (1/3 scale) data. The data used represeat the
largest available test pump relevant to Westinghouse PWRs. It was also shown
through the analysis of CE and CREARE pump data that larger pumps degrade
less, and that pumps degrade less at higher pressures. Since the model de—
veloped here 1s based on the 1/3 scale pump and on low pressure data, the cal-
culated pump model bias is conservative and will overpredict the degradation
when applied to PWRs.

l. INTRODUCTION

1.1 The Need for Uncertainty Estimates

It has been recognized after a decade of research in nuclear reactor
thermohydraulics that the Appendix K, 10CFR50 acceptance criteria for the
Emergency Core Cooling Systems (ECCS) are too conservative and need to be re-
vised, to permit the use of best-estimate computer codes. The proposed
- Appendix K revision requires that best-estimate code calculations be accom
panied by auditable estimates of the uncertainties associated with the code
results.

The Code Scalability, Applicability and Uncertainty (CSAU) evaluation
methodology [1] has been developed by the USNRC to determine (i) whether or
not a candidate best-estimate code has the capability to simulate a particular
transient, (11) whether or not the code has the capability to model and scale
up from facility subscale to Nuclear Power Plant (NPP) full scale condition,
the processes occurring during that tramsient, and (111) the uncertainty with
which the code predicts parameters important to safety. The work reported
here is a part of the uncertainty estimations required for Large Break Loss of
Coolant Accident (LBLOCA) calculations, carried out with TRAC-PF1/MOD1, Ver-
slon 14.3 [2] for a generic four-loop Westinghouse plant.

L-4
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1t has been determined in CSAU Step No. 3 (see main report, Section
2.1.3), the identification and ranking of phenomena, that the two—-phase flow
performance of the Reactor Coolant Pump affects strongly the peak clad tem-—
perature during the reflood phase. The uncertainty in the code prediction of
Reactor Coolant Pump performance is therefore a major contributor to the over-
all uncertainty in predicting peak clad temperature.

1.2 Purpose of Uncertainty Estimation

The objective of estimating the uncertainty in pump performance predic-
tions by computer code is to obtain the range and probability distributions of
the modeling parameters in the pump model of the code, and to use these
statistical measures in the calculation of the probability distribution of the
peak clad temperature uncertainty. "If systematic errors in the pump model
dominate the stochastic uncertainty, then it is necessary instead to estimate
the associated systematic bias and its standard deviation. It will be shown
in Section 2 below that it is necessary for TRAC-PF1/MOD]1 to determine, in-
stead of statistical uncertainty probability distributions, the systematic
bias and its standard deviation for the pump. ' :

. Bias and standard deviation &re to be obtained by comparing code calcula-
tions with separate effects tests, and by extrapolating appropriately the bias
and standard deviation from small-scale to full-scale NPP conditions, if
small-scale test facilities are involved. The extrapolation is to be carried
out with respect to those scaling groups which characterize the pump perfor-
mance. : ,

Since the pump performance is defined in TRAC as input data by the tabu-
lated homologous curves for pump head and pump torque, it is the specific pur-
pose of the work presented here to provide: R

(1) best-estimate tabulations of homologous curves for pump head and
pump torque, for single-phase and for two-phase flow operations, and

(11) the uncertainty or bias associated with the above homologous curves.

2. UNCERTAINTY IN PUMP MODELS

During a hypothetical large break LOCA in a PWR, the reactor coolant pump
plays an important role im determining the timing of restoring the core inlet -
flow after core flow reversal at the time of the pipe rupture. The flow into
the downcomer and finally at the core inlet is a result of the competing in-
fluences of the vessel side cold leg break flow and intact loop cold leg flows
into the downcomer due to the pumps in these intact loops. The core inlet
flow 1s restored when the broken cold leg flow decreases below the total flow
in the intact loops. In the case of a pump trip, the pump will coast down,
but it has enough kinetic energy that it continues to pump the fluid, although
at & decreasing rate. During the early part of the transient (up to the first
peak) the intact loop pump flows are almost single-phase flows, and there will
be at first no appreciable degradation in the pump performance. The situation
changes as the transient proceeds; the primary system will have more vapor
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leading to two-phase flow through the pump and a corresponding performance
degradation.

2,1 Available Pump Models

The single-phase performance curves for the pump head and the torque for
full-size pumps or equivalent (same specific speed) small-scale pumps, are
known with good accuracy (within 2%). Also for pumps of the same specific
speed, the effect of the size is negligible and the single-phase curves from
smaller—-size pumps could be used for larger-size pumps. The dominant source
of pump modeling uncertainty is the description of two-phase flow pump degra-
dation.

There are two pump models published [3, 4] which are superior to the TRAC
pump model because they account for the effects from important parameters
(e.g., pressure) which are ignored in TRAC. These models could in principle
serve to develop the homologous curves and the correlation for pump degrada-
tion and thereby substitute for separate-effects test data on pumps.

However, the first model [EPRI, 3] employs constitutive relationships for
stationary pipes outside their range of validity, namely for rotating impeller
ducts. The EPRI model has been assessed only for small-scale pumps and re-
veals a large uncertainty for void fractions below a = 0.5. Also, utilization
of the EPRL model requires access to proprietary pump specifications which are
available only to pump vendors. Therefore, the EPRI model could not be used
for the development of homologous curves, nor of pump degradation data, nor of
uncertainties in TRAC pump modeling.

The second model [KWU, 4] also could not be used here because the rela-
tionships between the pump scaling groups were developed from small-scale pump
data and not validated in the scaling group range appropriate for NPP Reactor
Coolant Pumps.

Experimental data were used therefore instead of the above models to
develop pump characteristics for TRAC input and to estimate their uncertain-
ties. Table 2.1 shows the available small-scale test data.

2.1.2 Pump Model in TRAC

TRAC-PF1/MOD1 has a pump model [2] which is based on the model developed
by 1ldaho National Engineering Laboratory (INEL) from the Semi-Scale test
data. The model is intended to apply to any other pump for which single phase
homologous curves, two-phase fully degraded homologous curves and degradation
multipliers as a function of void fraction (a) are available for the head and
torque. The head across the pump is computed as follows:

H2¢ = H1¢ + M(a) (HDEGRAD - Hl¢) (2.1)
where Hzy, Hjy, Hpgorap, M(a) are two phase head, single phase head,
fully degraded head and degradation multiplier, respectively. Hig,
HppGrap and M(a) have to be supplied to TRAC through input. The M(a) func-
tion serves to interpolate between the single-phase head curve and the fully

degraded, or lowest two-phase, head curve. - The static pressure rise across
the pump can be computed from the two-phase pump head, H2p, and the inlet
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Table 2.1 Rated Pump Parameters and Operating Conditions at
Full-Scale and Test Conditions

PHR PWR Primary
Hestinghouse|Primary Coolant Pump Coolant Pump [Hestinghouse .

Pavaneter PHR (Binghsm-Williamette) | (Byron-Jackson) Punp B&W Pump C-E Pump Creara Pumps | XWU Pump

Scale 11 1/1 1/1 1/3 1/3 of Binghan= [1/5 of Byron|1/20 of 'Byron- 1/5, RS1l1
‘ Hilliamette Pump|Jackson PumpjJackson Pump
Rated Volusetric| 94,600 104,200 87,000 6210 11,200 3500 181 (219) 3148
Flow Rate (gpa)
Rated Total 290 397 252 64.b 390 252 252 293.7
Head (ft) ’ v
Rated Speed 1190 1190 ° 900 1500 3580 4500 18,000 8480
(rpa) '
Specific Speed 5200 4319 4200 51%0 a7 4200 4200 6700
tpa 639&)0'51
(£e)0. ]
Fluid* 8/ 8/% 8/ AN & 8/ |am s AW and S/ [S/W
Pressure (psia) 15-2250 15-2250 15-2250 15-420 20-120 15-1250 A/W at 90 435-1305
} S/W at 400

* A/ 18 air/water mixture
8/W is steas/water mixture




density, pin, as follows:

AP = HZ¢pin. (20 2)

The head curves Hjp and HpgGrAD, denoted below by H, are homologous
curves with the following homologous variables:

(/B )/(QIQ ) vae (a/8_ )/(QIQe)s (RI2_ /(QIQ,p) < 1.0,

(n./nref)/(nlnref)2 vs. (Q/Qref)/(n/aref). Q/Q. )/ (a/a_ ¢) £ 1.0,

where Q and Q represent volumetric flow rate and pump angular speed, respec-
tively. The subscript "ref" denotes normal, full speed and nominal flow con-
ditions.

A similar description is used for predicting the hydraulic torque for the
pump:

T2¢ = rl¢ + Na) (TDEGRAD - T1¢) | (2.3)

where T2, T19, TpEGRaD and N(a) are two-phase, single-phase, two-phase
fully degraded torques and torque degradation multiplier, respectively. T1p
and Tpggrap are supplied through input tables or homologous curves. The
homologous curves for torque are of the following form:

8 = T/Tref
B/(Q/Q ) vs. (8/a)/(Q/Q, ), for (afa__)/(Q/a_ ) < 1.0,
B/a/a_ ) vs. (Q/Q_ )8/ ), for (QfQ_ . )/(a/a__.) < 1.0.

The single-phase torque estimated from the homologous curves is corrected
for the density if that is different from the rated density:

T o= T (Gl ) (B)

The torque obtained from the homologous curves 1is used to compute the
pump speed under transient conditions.

The TRAC-PF1/MODl1 pump model is very simple and requires most of the in-
formation through input data. However, this model does not allow for the
effect of many important parameters. 1In general, the pump head for two phase
flow is a function of the following variables:

Hz¢ = az¢ (Q/Qref, a/e__., a, P, N, Geom)

ref

where P, and Ng are pressure and pump specific speed, the other variables
are as defined before.

Figure 2.1 shows homologous head curves as functions of void fraction for

L-8
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five pumps of different specific speeds and sizes at the rated condition of
flow and speed. It can be seen from this figure that there is a significant
effect of pump design on pump degradation. The KWU pump, which has the
highest specific speed and is closest to the axial pump design of reactor
pumps, undergoes the least degradation. However, the uncertainty from the
specific speed and geometry effects can be eliminated if the data are avail-
able for the same specific speed Ng as that of the Reactor Coolant Pump:

» /2

By, = Hyy (0/Q P)

ref ref? %

The TRAC-PF1/MOD1 pump model does not account for pressure effects.
Figure 2.2 shows the effect of pressure on degradation for the CE pump [3].
It is clear from this figure that degradation increases with decreasing pres-
sure.

The TRAC-PF1/MOD1 model as described earlier interpolates between the
single phase head curve and the corresponding fully degraded head curve
through a degradation nmultiplier which is only a function of void fraction.
The omission of pressure and possibly of specific speed and geometry from the
model and possibly from the input data specification will be reflected in the
correspondingly large pump model uncertainty.

3. DETERMINATION OF HOMOLOGOUS PUMP CURVES

The following six parameters were prepared as homologous curves from pro-
prietary Westinghouse data for the 1/3-size test pump, having the same speci-
fic speed of N; = 5,200 [gpn? /£6311/% a5 the Westinghouse NPP Reactor
Coolant Pump, but operating at 420 psia:

Single-phase pump head Hig,
Single-phase pump torque T1g,
Fully degraded pump head | HpEGRAD»
Fully degraded pump torque TpEGRAD»
Pump head interpolant M(a), and
Pump torque interpolant N(a).

Since the homologous curves were prepared from proprietary data, they cannot
be reproduced here. '

The homologous curves for the above six parameters were entered in tabu-
lar form as input in TRAC-PF1/MODl and used for the reference calculations.
See Section 4 below for the justification of using the low-pressure, small-
scale data as reference input data.

4. UNCERTAINTY IN TRAC PUMP MODELING

The uncertainties in the pump model of TRAC~PF1/MOD1 arise from the fact
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that:

(a) Two-phase pump performance is stochastic; precise measurements and
predictions are difficult when two-phase flow conditioms exist.

(b) There are no full-scale pump data available for reactor pressure
conditions on Hp, Tp, M and N, and TRAC is unable to account
through mechanistic modeling for pump size, or specific speed, or
pressure.

(¢) The model does not account for the effects of pressure (phasic den-
‘gities), which are recognized as being important [2].

4.1 Modeling Uncertainty Under Conditions of Separate Effects Test

The pump head and torque degradations, M(a) and N(a), were evaluasted from
over 400 test data, taken from the‘1/3fsize‘weStinghouse Test Pump. The eval-
uation was performed by solving Eqs. (2.1) and (2.3) for.M(ca) and N(a), re-
spectively, and by using the vendor-supplied single-phase pump characteristics
Hjg and Hg, and the measured Hpggrap &nd TppGrap data in the range of
void fraction o from zero to one. :

All but two of the M(a) and N(a) data were each enclosed, in the range
0 {a 1, by an upper and lower degradation curve. The difference between
the upper and lower degradation curve, taken at selected a-values, was divided
by J%% to yield the standard sample deviations sy(a) and sy(a) by
conservatively assuming (see below) that the distribution of experimental data
points is uniform between the upper and lower degradation curves and that 95%
of 211 the data lie between the two curves, i.e., between plus or minus two
standard sample deviations, s. The results are shown in Table 4.1 below.

Table 4.1 Pump Modeling Uncertainty in TRAC-PF1-}MOD1

Void Sample Standard Deviation for
Fraction ' Pump Head Pump Torque
a Sy , SN
0 0.00. 0.00
0.05 . 0.00 ———
0.09 — 0.00
0.10 . 0.042 o ——
0.17 : - 0.111 : ——
0020 N FOQ 111 . . m———
0.30 0.129 . | ————
0.50 0.193 ——
0.57 ——— 0.139
0.63 —— 0.300
0.69 - o— - 0.460
: 0070 . e 0070 ————
0.90 . 0.306 0.414
0.98 0.153 0.212.
1.00 0.00 0.00
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Since it was impossible to determine reliably probability distributions
for sy and sy, as the deviation of measured data from the calculated mean
value, a uniform distribution was adopted, because the uniform distribution
reflects the maximum possible uncertainty about the distribution and it pro-
duces the most pessimistic (conservative) estimation of peak clad temperature.

4.2 Uncertainty from Geometric Scale Distortions

The homologous curves developed from the Westinghouse pump data are for
the correct specific speed, but need a correction for the size effect, before
they can represent the full size pump. In order to estimate the size effect,
the data from CE (1/5 scale) [3] and CREARE (1/20 scale) [5] pumps
(Q/Qref)/(@/Qref) were analyzed in the range of 0.0 £ (Q/Qreg)/
(@/92ref) £ 2.0. Here Q and 0 designate volumetric flow rate and rotational
pump speed, respectively. Subscript "ref" denotes the normal operating condi-
tions (design conditions). 1In order to minimize the uncertainty in determin-
ing the size effect, the data were grouped in the increment of 0.25 for
(Q/Qref)/(@/Rref)s For each of thege groups, least-square fit curves for
(H/Brag)/(2/0reg)? or (H/HR)/(Q/Qr)? were obtained as a function of
vold fraction, for both the CE and CREARE pumps, as shown in Figures 4.1
through 4.4. RMS in these figures denotes the root-mean square of the dif-
ferences between data and the best-fit curve. The number of data points used
for each curve fit are given in the figures. The conclusion from these num—~
bers is that the size effect 13 smallest near the design conditions
((Q/Qref/(28/Qref) = 1.0), and that the larger pump degrades less than the
small pump. The difference between the curves would be less if CREARE data
were available at the same higher pressure as CE data.

The CE and CREARE pump data were further analyzed by obtaining mean
degradation functions which are shown in Figure 4.5. The CREARE data are
available only for void fractions less than 0.5. This figure reconfirms our
earlier conclusion that large-size pumps degrade less than small-size pumps.

This can be explained by the observation that as the pump size increases,
the dimensions of two-phase flow structure becomes smaller relative to the
pump channel dimensions, and the flow becomes more homogeneous. It was there-
fore concluded, that extrapolation of pump degradation data with respect to
geometric scale would only decrease degradation and associated uncertainties.,

Since there are insufficient data to estimate this decrease of uncertain-
ty, however, the full range of uncertainty as obtained from the 1/3-scale
Westinghouse pump, and listed in Table 4.1 above, was used to analyze PCT un~-
certainty. A reduction in the uncertainty of predicting pump degradation re-
quires more pump experiments, taken from larger pumps than 1/3 of full-size.

4.3 Uncertainty from Pressure Scale Distortion

Figure 2.2 shows that pumps operating at high pressures degrade less dur-
ing two-phase flow operation than pumps operating at low pressure. This is
expected, because the differences in phasic densities diminishes with increas-
ing pressure. Consequently, the two-phase pump flow approaches homogeneous
flow conditions as the pressure increases.

L-12
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It is, however, not possible to quantify how much less a full-scale Reac-
tor Coolant Pump would degrade than the 1/3-size Westinghouse test pump, be-
cause the data available for assessing pressure effects on pump degradation
were obtained from pumps of different design and different specific speeds.
Therefore, the full degradation of the 1/3-size test pump and the uncertain-
ties as listed in Table 4.1 are used for estimating peak clad temperature un-
certainty.

4.4 Total Pump Modeling Uncertainty

The pump modeling uncertainty is completely represented by the uncertain-
ties sy and sy for pump head and torque degradations, respectively. The
uncertainty ranges are twice the values listed in Table 4.1. Twice the values
given in Table 4.1 are added and subtracted from the (proprietary) M(a) and
N(a«) multipliers in Egs. (2.1) and (2.3), which are then evaluated to give
upper and lower bounds* for Hpy and Tyg, respectively.

For the reasons given in Sections 4.2 and 4.3 above, the uncertainties
are then considered reasonable but conservative (pessimistic) uncertainty
estimates for modeling the full-scale NPP Reactor Coolant Pump at all pres-
sures occurring during an LBLOCA.

5. CONCLUSIONS

Pump head and torque correlations needed for TRAC-PF1/MOD! have been
developed. '

Pump modeling uncertainties are derived as the uncertainties in predict-
ing pump degradation during two-phase flow conditions. Degradation uncertain-
ties are derived for pump head and torque, from the 1/3-size Westinghouse test
pump.

It is shown that pump degradation and its uncertainties decrease with in-
creasing pressure and increasing pump size. Therefore, the pump performance
characteristics (Hzy and Tjypy) and the uncertainties (sy and sy), as
derived from low-pressure tests on the 1/3-size test pump are reasonable and
conservative for the purpose of estimating the uncertainty of peak clad tem~
perature predictions.

A more realistic pump model 1is needed than the current TRAC pump model,
to properly account for pressure, flow rate, pump speed and the pump size.
The inability to account for these parameters is the largest contributor to
the TRAC model uncertainty. There are data available for full-scale CANDU
pumps and smaller scale KWU pumps (1/5 scale) which should be utilized.
Furthermore, the EPRI model [6] or KWU semi-empirical [4] model should be
utilized. The current TRAC model also does not account for the enthalpy rise
of the fluid in the energy equation and it 1is assumed that homogenous
two-phase flow discharges from the pump. These two model weaknesses should
also be resolved.

*Intermediate values are also computed for generating the response surface.
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APPENDIX M

UNCERTAINTY IN MDDELING‘AND SCALING OF PUMP HEAD AND TORQUE

Additional details of the pump uncertainty and scaling study given in
Part B, Section 3, are documented in this appendix. '

¥-3



UNCERTAINTY IN MODELLING AND SCALING OF CRITICAL FLOW IN TRAC-PF1/MOD1

Upendra S. Rohatgi, Wen-Shi Yu, and Wolfgang Wulff
Brookhaven National Laboratory

Department of Nuclear Energy’
Upton, New York 11973

The USNRC has established a Code Scalability, Applicability and Uncer-
tainty (CSAU) evaluation methodology to quantify the uncertainty of safety
parameters by best estimate code predictions. Codes evaluated according to
CSAU can then be applied to evaluate the Emergency Core Cooling System
(ECCS). The TRAC-PF1/MOD]1 version was selected as the first code to undergo
the CSAU analysis for LBLOCA applications. It was established as part of this
methodology that the break flow model is among the top ranked models in the
code affecting the peak clad temperature (PCT) prediction for LBLOCA.

The break flow model bias or discrepancy and the uncertainty of the bias
were determined by comparing TRAC-PF1/MOD1 results with experimental results
from 12 Marviken tests. It was observed that TRAC-PF1/MOD1 consistently
underpredicts the break flow rate and that the prediction improves with in-
creasing pipe length (larger L/D). This is true for both subcooled and two-
phase critical flows.

1. INTRODUCTION

1.1 The Need for Uncertainty Estimates

It has been recognized after a decade of research in nuclear reactor
thermohydraulics that the Appendix K, 10CFR50 acceptance criteria for the
Emergency Core Cooling Systems (ECCS) are too conservative and need to be re-
vised, to permit the use of best-estimate computer codes. The proposed
Appendix K revision requires that best-estimate code calculations be accom—
panied by auditable estimates of the uncertainties associated with the code
results.

The Code Scalability, Applicability and Uncertainty (CSAU) evaluation
methodology [1] has been developed by the USNRC to determine (i) whether or
not a candidate best-estimate code has the capability to simulate a particular
transient, (ii) whether or not the code has the capability to model and scale
up from facility subscale to Nuclear Power Plant (NPP) full scale conditionm,
the processes occurring during that transient, and (iii1) the uncertainty with
which the code predicts parameters important to safety. The work reported
here is a part of the uncertainty estimations required for Large Break Loss of
Coolant Accident (LBLOCA) calculations, carried with TRAC-PF1/MOD1, Version
14.3 for a generic four-loop Westinghouse plant.

It has been determined in CSAU Step No. 3 (see main report, Section
2.1.3), the identification and ranking of phenomena, that the critical break

flow affects strongly the peak clad temperature during the reflood phase. The
uncertainty in the code prediction of critical break flow is therefore a major
contributor to the overall uncertainty in predicting peak clad tempera-
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ture.

1.2 Purpose of Uncertainty Estimation

The objective of estimating the uncertainty in break flow predictions by
computer code is to obtain the range and probability distributions of the
modeling parameters in the critical break flow model of the code, and to use
these statistical measures in the calculation of the probability distribution
of the peak clad temperature uncertainty. If systematic errors in the break
flow model dominate the stochastic uncertainty, then it is necessary instead
to estimate the associated systematic bias and its standard deviation. It
will be shown in Section 2 below that it is necessary for TRAC-PF1/MOD1 to
determine systematic bias and its standard deviation for the break flow.

Bias and standard deviation are to be obtained by comparing code calcula-
tions with separate effects tests, and by extrapolating appropriately the bias
and standard deviation from small-scale to full-scale NPP conditions, if
small-scale separate effects test facilities are involved. The extrapolation
is to be carried out with respect to those scaling groups which characterize
the dominant phenomena of critical bresk flow.

Since the TRAC code has a built—in bias compensation for critical break
flow in the form of two input break flow multipliers, one for subcooled criti-
cal and the other for two-phase critical flow, the break flow modeling bias is
to be evaluated to provide the best estimates for the break flow multipliers.
The standard deviation of the break flow bias or multiplier represents then
the uncertainty associated with estimating the multiplier and with the break
flow model deficiencies.

2. UNCERTAINTY IN CRITICAL FLOW MODEL

The coolant inventory in the reactor system 1s controlled by the break
flow rate. However, a more significant role of the break flow rate is its in-
fluence on the distribution of the 1iquid inventory during the blowdown
phase. The fuel rod clad starts to heat up at the time of break as the flow
stagnates in the core. However, around 2.3 seconds after bresk initiationm,
the break flow decreases below the flow through the pumps in the intact loops,
after the break flow changes from subcooled to two—phase critical flow. This
results in the restoration of some liquid flow into the core, in core-wide re-
wet, and in the occurrence of the first peak of the clad temperature in the
blowdown phase., '

2.1 The Critical Flow Model in TRAC-PF1

TRAC-PF1/MOD1 has three models for critical flow. One is for subcooled
liquid, the second is for two-phase flow conditions and the third ome is for
single-phase vapor. This paper deals with the first and second models, be-
cause the third model 1is irrelevant for peak clad temperature predictions.

2.1.1 Subcooled Critical Flow is computed in TRAC from a modified Bermoulli
equation, as described in Appendix D on Page 530 of Reference [2]. This TRAC
code document gives in Eq. (D-9) the critical velocity for subcooled liquid,
calculated for the break plane location, as the velocity Vg:
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V, = Max {aHE' / vf: +2(p, = p )Mo} » (2.1)

where agg 1is the sound speed of homogeneous two-phase mixtures, V. and
Pc are the velocity and pressure at the nearest upstream computational cell
center, while ps and pp are the break plane pressure and the mixture
density at a location not specified in the TRAC documentation. A number of
questionable explanations are given to justify Eq. (2.1). They can be found
in Section II-B of Appendix D, in Reference [2]. Particularly, the second
argument of the maximizing function in Eq. (2.1) produces a velocity which is
neither related to the pressure wave propagation velocity, nor does it satisfy
a mass flux maximizing condition. Therefore, it is not clear why Eq. (2.1)
should always produce a critical mass flow rate.

Equation (2.1) applies in TRAC, whenever the void fraction ae at the
upstream cell center nearest to the break satisfies a; < 0.0l. The break
plane pressure p, is computed in TRAC on the basis of the nonequilibrium
flashing model by Jones [3] (who used Alamgir and Lienhard's earlier work).
The pressure pe computed from Eq. (D-10) of Reference [2] according to:

pe = ps = Max {O,Ap} . (202)

Here pg is the saturation pressure (at unspecified location), and:

1.5 "3 113.76
o7 (77— ‘
Ap = 0.258 crit /1 + 13.25 (—=Dp/DE 1%, )
1 - 2g 1.01325x10 cr
Pe

e’ (2.3)

Ae 2 )
- 0.070 (A_) Py v

c
where o, k, T and p designate surface tension, Boltzmann constant, temperature
and density, respectively, all quantities being expressed in S.I. units. Sub~
scripts g, ¢ and crit designate gas, liquid and thermodynamic critical, while
subscripts e and c are, as before, designating break plane and upstream cell

center locations. The locations associated with subscripts g and ¢ are also
not specified in Reference [2].

Notice that Eq. (2.3) contains the limiting critical velocity V,, that
substitution of Eq. (2.3) first into Eq. (2.2) and then into Eq. (2.1) renders
Eq. (2.1) implicit in the velocity Vo The TRAC code document [2] fails to
indicate the method by which Vo is computed from Eqs. (2.1, 2 and 3), with
Tg» pg and pg all dependent on Vg. ’

Notice also that Reference [2] fails to specify the method for computing
the substantial derivative Dp/Dt. The RELAP5 code documentation shows the
same model for critical flow of subcooled 1liquid* [4, pe 79] as TRAC and

*Agide from a factor of 2 discrepancy in the last term of Eq. (2.3).
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specifies:?

Dp/Dt = (pLVZ/Ae)(dAIdx)e , (2.4)

where (dA/dx)e is the variation of cross sectional area with respect to
axial distance at the break. Obviously, Eq. (2.4) fails to produce nonequili-
brium pressure undershoot for breaks in straight pipes.

Finelly, it must be pointed out that Reference [2] fails to indicate how
Ve, as computed from Eq. (2.1), limits the mass flux as computed from the
field equations in TRAC. 7 :

2.1.2 Two-Phase Critical Flow is computed in TRAC from the condition that the
maximum value of the real part of the characteristic roots i, associated
with the field equations:

AU/oc + BP/ax = € (2.5)

is zero [2, p. 528]. The field equations are the mass balances of an inert’
gas and the two-phase mixture, the phasic momentum balances and the mixture
entropy balance for isentropic flow. A and B in Eq. (2.5) are 5x5 matrices

and the state variable vector U has the components of inert gas pressure p,
vapor pressure py, void fraction a and phasic velocities vy and vge The
source vector C is unimportant for all but the entropy equation. In TRAC it
is completely ignored.

The characteristic roots Aj are computed numerically from the charac—
teristic equation: : )

det [AA +B] = O. | | (2.6)

The numerical scheme [2, p. 530] involves also the maximization of the mass
flux at the location of the break plane. Thus, the two-phase critical flow
model in TRAC conteins two independent choking criteria, but not the standard
compatibility criteria of quasi-steady critical flow (see Reocreux, NUREG-tr—-
0002’ VOIO 1, P 75).

The above two-phase flow choking criterion is imposed in TRAC for
aec > 0.1 at the nearest upstream cell center. In the range of 0.01 £ a« £
0.1, a linear interpolation with respect to ac is used between the criticeal
flows calculated from Eq. (2.1) and from Eq. (2.6).

2.2 Bias vs. Uncertainty Estimate for Break Flow

1t has been shown in Section 2.1 sbove, that the two critical break flow
models relevant to LBLOCA analysis are not consistent with physics. There-
fore, it is not possible to compute the break flow uncertainty from the uncer-
tainties of the parameters appearing in Eqs. 2.1 end 2,6. Instead, the syste-
matic modeling error in Eqs. 2.1 and 2.6, and in their implementations in
TRAC-PF1/MOD4, is determined as a bias and its standard deviation. The bilas
is used in the code as the input multiplier for critical break flow.
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The break flow modeling bias is defined as the ratio:

)
Re = cn (2.7)
m (wc)p

of critical break mass flow rate W, as measured (subscript m) over the
critical mass flow rate as predicted by the code (subscript p)e. The measured
critical mass flow rate, (W.),, 1is obtained from Separate Effects Tests
(SET), namely from the Marviken test facility, the largest test facility
available, having also the smallest scale distortion available. The code pre-
dictions are obtained from TRAC-PF1/MOD1 calculations, performed for the
Marviken test conditions.

The bias Re accounts for all modeling uncertainties, both for systematic

errors and for stochastic uncertainties in all modeling parameters and in ex-
perimental data, but only to the extent that they are associated with the
critical flow prediction and its assessment.

3. SEPARATE EFFECTS TEST DATA

The bias Re as defined by Eq. (2.7) and its standard deviation SR were

deternined from the 12 Marviken tests [5 to 15] listed in the first column of
Table 3.1 below. The Marviken test facility provides the smallest available
geometrical scale distortion.

Table 3.1 Marviken Test Matrix for Determination of Bias in
Critical Break Flow Predictions

Nozzle Exit Nozzle Length Nozzle Entrance Conditions
Test Diameter to Diameter Subcooling Temp Static Pressure
Number (ft) Ratio (°F) psia
12 0.984 3.0 54 —
13 0.656 3.0 54 ——
15 1.64 3.6 54 ——
16 1.64 3.6 54 —_——
17 0.984 3.7. 54 ——
18 0.984 3.7 54 —
19 0.984 3.7 9 ——
20 1.64 1.5 9 ——
21 1.64 1.5 54 —
22 1.64 1.5 920 - —_—
25 1.64 0.32 54 ———
25 0.984% 1.7 9 —

The tests cover the ranges of geometric and operational parameters as follows:

I



MARVIKEN NPP

Pipe Diameter (ft) 0.656~1.64 1.97
Length/Dismeter ' 0.3-3.0 -8
Upstream Subcooling Temperature (°F) 0-90 0-110
Upstream Static Pressure (bar) 40-50 - 3-155

Abdollahian et al. [16] have concluded that pipe diameters D > 1 ft and
L/D > 1.5, the subcooled critical flow does mot depend on diameter D or length
L of the broken pipe. For smaller pipe diameters, D < 1 ft, however, the
critical flow varies with L/D. The ratio L/D for a power plant depends upon
the postulated break location, but is most likely greater than 1.5, in which
case the subcooled critical flow is expected to be independent of L/D. Two-
phase critical flow is nearly in thermal equilibrium and therefore not strong-
ly dependent upon L/D. However, the data evaluation shown below in Chapter 4
show a trend of Re with L/D. Therefore, L/D dependence of L/D is accounted

for in the bias estimation.

Marviken tests are blowdown experiments started at pressures of approxi-
mately 800 psia. These tests do not cover the NPP pressure range above 800
psia, up to 2,250 psia. The pressure upstream of the break location is about
one second long above 1200 psia and between 1200 and 725 psia for the subse-
quent four seconds, for a total of 1/3 to 1/4 of the entire blowdown period.
Therefore, the pressure dependence of the bias Rﬁ must be accounted for.

Figure 3.1 below shows the discharge pipe of the Marviken Test Facility.
Pressure and temperature measurements at locations 004M109 and 004405, re-
spectively, all 5.608 m below the vessel exit, were used to impose entrance
conditions on the TRAC code calculations. The mass flow rate (W¢)g in
Eq. (2.7) was obtained from pitot tube measurements in Ring II, 3.470 m below
the vessel exit. :

The Marviken vessel (not shown, see [5 to 16]) was filled with water,
heated and thereby pressurized to approximately 50 bar, with saturation tem-
perature reached at the liquid-vapor interface in the vessel. Rupture of the
diaphragm at the nozzle exit started the test. Data recordings at one minute
intervals were used to evaluate Rﬁ in Eq. (2.7).

4., TRAC -PFl1 CALCULATIONS AND BIAS EVALUATIONS

TRAC calculations are needed to obtain (W¢)p in Eqe (2.7). The cal-
culations were performed with the nodalization scheme as shown in Figure 3.2
and with the dimensions given in Table 3.2. The number of cells in the nozzle
section must be the same as for the break nodalization of NPP calculations,
namely 2. As seen in Table 3.2, five of the twelve calculations satisfy this
nodalization rule; the others do not because the calculations had been com-
pleted before the rule was established. The nodalization effect on the re-
sults, Rﬁ (L/D), however is small.
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Note: All dimensions are in millimeters

at room temperature.
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Table 3.2 Nodalization (Refer to Figure 3.2)

Cell Size in- Cell Size in No. of Cells | Cell Size in
Test |Diameter |Discharge Pipe |Converging Section | in Straight Straight
Number (ft) DX, , (ft) DX, (ft) Section Section (ft)
12 «98 1.15 0.49 3 0.97
13 «66 1.15 0.33 2 0.97
15 1.64 1.15 0.75 3 1.90
16 1.64 1.15 0.75 3 1.90
17 «98 1.15 0.49 3 1.22
18 98 1.15 0.49 3 1.22
19 98 1.15 1.15 3 1.22
20 «98 1.15 0.75 2 1.20
21 1.64 1.15 0.75 2 1.20
22 1.64 - 1,15 0.75 2 1,20
24 1.64 1.15 0.75 1 0.52
25 .98 . 1.15 0.49 2 0.84
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Figure 3.2 ©Nodalization for Scheme Marviken Tests

Pressure and temperature, both obtained as functions of time from sensors
004M109 and 0OM405 shown in Figure 3.1 were imposed as boundary conditions,
along with a = 0 at the nozzle entrance, and with choking conditions at the
nozzle exit. The constraint a = 0 means that only a short time span after
break initftation could be used for the bias determination. The relaxation of
the constraint a = 0 would have required the inclusion into the computer simu—-
lation of the test section up to the location of the gamma densitometer, which
might have compromised the isolation of break flow bias estimation from other
modeling uncertainties. Thus, data from Marviken tests and from TRAC calcula~-
tions were compared only during the time when TRAC predicted o = 0 at the noz-
zle entrance.

Each one of the 12 Marviken tests listed in Tables 3.1 and 3.2 have been
simulated with TRAC-PF1/MOD1l, Version 14.3. From each transient calculation
were selected all the results, at intervals of one second, for which the noz-
zle entrance void fraction was computed to be zero, and compared with Marviken
test results. The test results were sorted into data for subcooled ecritical
flow and two-phase critical flow regimes, according to whether the TRAC code-
computed void fraction a, in the cell upstream of the break is 1less than
0.01 or greater than 0.10, respectively.
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The arithmetic mean'ig of the critical mass flow ratios Rﬁ according to

Eqe (2.7) and their standard deviation Sgp were then computed, one for each
flow regime and for each test. The results are listed in the last four
columns of Table 3.3. The individual critical mass flow rates, as measured in
the Marviken tests, are plotted versus computed critical mass flow rates in
the scatter diagram of Figure 3.3. The results show that TRAC underpredicts
eritical flow. Therefore, the critical flow calculations in TRAC cause the
peek clad temperature predictions to be too low.

The third column in Table 3.3 shows the mean pressure, averaged over the
time (» 2-10 sec. depending on subcooling) that the data were compared. The
pressure oscillated because of acoustic effects, but renained in the mean
fairly constant because of the large vapor volume in the Marviken pressure
vessel, acting to maintain constant pressure. The results shown in the last
four columns of Table 3.3 must be extrapolated from (» 700 psia) to the pres-—
sure of 2,250 psia, for the reasons given in Section 3 above.

TRAC calculations performed for the LBLOCA in LOFT [18] show, that the
blas Rﬁ decreases with increasing pressure. This is explained by pointing out

that the phasic density difference and the enthalpy of evaporation decrease
with increasing pressure, causing the flow to approach homogeneous equilibrium
flow for increasing pressure. Thus, the critical flow velocity approaches
agg in Eq. (2.1), and the bias %ﬁ approaches unity. Since it was not possi-

ble to determine how far Rﬁ approaches unity and since it is not possible in

TRAC to accommodate a pressure~dependent Re, the pessimistic, low-pressure
value of Ri and SR as obtained from Marviken test data were used for the peak

clad temperature uncertainty analysis.

The mean bias values E;'and their standard deviation sp were curve-

fitted with respect to the geometric scaling group (L/D). Linear, logarithmic
and exponential curve fits were developed and exponential curve fit produced
the largest value for the coefficient of determination end thusly the best
fit. The results are for:

Subcooled Choking Flow

-0.168

s L
L 0.227 .
(SR)SC = 0.9 €xp (’1.737 ('B) ) (402)
Two—-phase Choking Flow
_ | L =0.25
(Re) = 0,778 exp (0.679 (ﬁ) ) ' (4.3)

m2_¢
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Table 3.3 Biaes Estimates Comparison of Marviken Test

Results with TRAC Calculations

P Subcooled Two-Phase
"Subcooling Flow Regimes"
Pressure | Nozzle Diam. Temp. — —

Test No.| L/D | p (psia) D (ft) AT (F) . Sg . Sp
12 3.0 755 "~ 0.98 54 1.115{0.024
13 3.0 740 0.66 54 A 1.112|0.068
15 3.6 633 1.64 54 1.219]0.118
16 3.6 621 1.64 54 1.258|0.084
17 3.7 691 0.98 54 1.146{0.056
18 3.7 716 0.98 54 1.157]0.030
19 3.7 718 0.98 9 1.11 |0.109|1.309]|0.088
20 1.5 682 1.64 9 1.54 {0.107
21 1.5 621 1.64 54 1.364]0.097
22 1.5 599 1.64 90 1.35 |0.186
24 0.32 594 1.64 - 54 1.53310.246]1.92 (0.59
25 1.7 693 0.98 9 1.18 |1.485{0.125
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L 0.25
(SR)2-¢ = 2,027 exp (-2.16 (ﬁp ) (4.4)

The two bias values, (Re) and (ig)z-g' constitute the systematic model-

ing errors in Eqs. (2.1) a35382.6). they are computed from Eqs. (4.1) and
(4.3) for the postulated break location and used as the two break flow multi-
pliers in TRAC, which are required input parameters. The standard deviations
(SR)gc and (Sp)2-p account for all the uncertainties other than geo-
metric scale. They are used to determine the range of Rﬁ -uncertainty in the

statistical analysis of Peak Clad temperature uncertaiaty.

4. CONCLUSIONS

TRAC-PF1/MOD1 underpredicts the critical break flow rate. The underpre~
diction of break flow rate causes the peak clad temperature to be too low.

The standard deviation, which accounts for all but the geometric param-
eter uncertainties, varies from 0.02 to 0.59 in the L/D range between 0.33 and
3.70, while the mean bias varies between 1.10 and 1.92, as the code underpre-
dicts the flow rate between 10 and 92 percent.
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APPENDIX N

UNCERTAINTY IN TRAC-PF1/MOD1 MINIMUM FILM BOILING TEMPERATURE

This appendix documents comparison of the TRAC-PF1/MOD1 Tp4, model
with data and provides recommendations for ranging in the CSAU procedure.
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UNCERTAINTY IN THE TRAC-PF1/M0D] MINIMUM FILM BOILING TEMPERATURE

The following discussion addresses the CSAU uncertainty in the minimum
film boiling temperature (TMIN) used by the TRAC-PF1/MOD]1 code and its
relation to the value of the film boiling heat transfer coefficient.

Transition of a hot surface from film boiling to nucleate boiling is
governed by many factors. Consequently there are many correlations that
‘specify the temperature below which return to nucleate boiling is allowed.
TRAC-PF1 uses a modification of the homogeneous nucleation temperature '
(THN), suggested by Bjornard and Griffith (Reference 1). The correlation
is:

TMIN = THN + (THN - Tliq)*Beta Eq. 1
where:
Beta = sqrt( (k rho c)liq / (k rho €)yaty )

The Beta term was derived by Carslaw and Jaeger (Reference 2) when
describing the interface temperature between two semi-infinite slabs.

Figure 1 shows rod quench temperature data, from Reference 3, ranging
from about 600 K to 900 K. Table 1 gives the legend information for
Figure 1. The two "8’s"™ in the figure are the upper and lower bounds of the
Lehigh University data. The INEL THTF (sometimes referred to as LTSF) data
is similar to the Lehigh data and was not included. - The "A’s" at the left
side of Figure 1 are the upper and lower bound of the FLECHT and Semiscale
data. Although there are data from Zircaloy surfaces from LOFT and FLECHT,
there are potential problems with the LOFT data because of external
thermocouples and with FLECHT because of possible clad swelling.
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Figure 1. TMIN versus Reynolds Number.




TABLE 1. LEGEND FOR FIGURE 1

Name popa)  Oh(™  g(kg/s-m**2)  Geometry  Material

1. Becker 3. 0.01 500. ~ Tube SS
2. Becker 3. 0.0149 500. Tube SS
3. Becker 7. 0.01 500. ' Tube SS
4, Becker 7. 0.0149 500. Tube SS
5. Janssen 7. 0.0125 68. Tube SS
6. Janssen 6.7 0.0125 68. ' Tube SS
7. Bennett 6.9 0.0126 400. Tube SS
8. Lehigh-U 0.38 0.0154 15. Tube $S
9. ORNL 4.-9. 0.0121 200-800 Rods SS
10. Semiscale 0.413 0.0136 - 13-42 Rods SS
11. FLECHT 0.276 0.0120 20-140 Rods SS
12. Dhir 0.1

' 0.08 ‘ 20-290‘ Rods SS-Zr




The Bjornard-Griffith correlation (Equation 1) gives results which are
lower than most of the data. One deficiency of most correlations is that
they do not consider the effect of the fluid void fraction or flow rate.
TRAC-BF1 uses a correlation developed by Shumway (Reference 3), which
includes void and flow effects.

The correlation used by the TRAC-P code has pressure dependence but no
Reynolds number dependence so the data was re-plotted in Figure 2 with
pressure as the abscissa. Also only the upper and lower TMIN values were
chosen from the Tow flow data and the Dhir data was added at the left of
Figure 2. Data from small scale "clean” surfaces was not used because it
would tilt the total data base to the low side. The TMIN lower bound s the
one that will yield the highest peak clad temperature in TRAC calculations.
If the TMIN lower bound were lowered even further because of considering
clean or polished surface data, it could very adversely affect future TRAC-P
calculations of PCT (at least at high values of mass flux; low mass flux
values would only be slightly influenced as will be shown Tater).

I recommend the TRAC-PF1 (Bjorard-Griffith) equation plus 200 X as an
upper bound as shown in Figure 2. Only the ORNL data on the right and some
Dhir data on the left exceed this value. Although a higher value could be
Justified, this value is already high enough to cause early quenching in the
large break calculations I am aware of. I recommend the homogeneous
nucleation temperature (THN) as the TMIN uncertainty lower bound since it is
along the Tower bound of the stainless-steel data, and therefore
conservative. Zircaloy rods quench at a higher temperature than
stainless-steel rods because of the Beta effect. Some lower bound data is
low only because there was insufficient water present in the experiment
earlier in time when the wall temperature was higher.
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To show the effect of the above recommended TMIN bounds on the TRAC-PF1
heat flux, a calculation was performed by driving the TRAC heat transfer
subroutines with boundary conditions specified below. The initial wall
temperature was initiated at Tsat plus 500 K and reduced in small increments
for Nominal conditions, Best case conditions and Worst case conditions.
Nominal conditions resulted from using TRAC-PF1 subroutines with no
modifications (TMIN = Eq. 1). Best case conditions show the result of
having a 40% increase in film boiling heat transfer coefficients and
Equation 1 plus 200 K for TMIN. The Worst case assumes a 40% reduction in
the heat transfer coefficient and TMIN=THN. The coupled effect of changing
THMIN and the heat transfer coefficient is shown in Figure 3. Table 2 gives
the boundary conditions for the calculation shown in Figure 3.

Notice, from Figure 3, that if TMIN were much lower than THN it would
go below the critical heat flux temperature (TCHF). Therefore, for low mass
flux cases, values of TMIN much Tower than THN would be ignored because they
would be below TCHF. Since the Biasi CHF value decreases with increasing
mass flux, a smaller TMIN Tower bound would have an effect at larger mass
flux values. The way Biasi is programmed in the TRAC-PF1 code the maximum
CHF occurs at G=200 kg/s-m2 and is a constant for lower values of G.
However, this brings up the fact that Biasi CHF value may be too large. The
predicted value of TCHF more than 150 K larger than TSAT is suspicious.
Professor Becker (Reference 4) reports that Biasi gives values that are
larger than the experimental values in rod bundles. He is uncertain what
correlation to recommend for low pressure cases such as the one used to
generate Figure 3. CHF errors have a negligible influence on the rod
temperature rise during reflood but CHF errors be addressed because they can
have a significant effect on the blowdown PCT.

CONCLUSION
The lower bound on the CSAU TRAC-PF1 minimum film boiling temperature
should be set to the homogeneous nucleation temperature (THN). The upper

bound should be about 200 K larger than the value the code currently
calculates.
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TABLE 2. BOUNDARY CONDITIONS FOR FIGURE 3

Pressure 0.37 MPa.

Mass flux 100. kg/s-m**2
Void Fraction 0.95

Hydraulic diameter 0.015 m

Wall material Zircaloy
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APPENDIX 0

TRAC-PF1/MOD1 POST-CHF HEAT TRANSFER COEFFICIENT VARIATION FOR CSAU

An evaluation of the multiplier range to be applied to the
code-calculated convective heat transfer coefficient in the CSAU procedure

is documented in this appendix.
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TRAC-PF st-CHF Wall Heat Transfer Coefficients

The purpose of this report is to: (1) present a comparison between the
TRAC-PF1/MOD1 wall heat flux calculated in the post-CHF Mode 4 heat
transfer regime and experimental film boiling results, and (2) determine an
overall multiplier for the convective heat transfer coefficient for. the
CSAU uncertainty evaluation. The wall heat flux (q,,71) is evaluated
from the following expression: :

Gwall = M {(Tyan1 - Trig)+hy(Tywa11 - Tvap)

where:

h liquid heat transfer coefficient
hy vapor heat transfer coefficient .
Tya1l = wall surface temperature.

Tliq Tiquid temperature

TVap vapor temperature .

The heat transfer coefficients are large during the nucleate boiling
steady state reactor operation but become small when flow conditions are
disrupted following an accident. The heat transfer after the coefficients
become small is known as the post critical heat flux (CHF) or film boiling
regime. The fuel cladding temperature escalates due to the decreased heat
transfer and the temperature rise is terminated only when the heat transfer

increases or the power reduces.

The calculated film boiling heat flux values are compared to
experimental data to help determine the uncertainty range of the heat
transfer coefficients during a postulated accident. TRAC-PFI/MOM1 wall
surface heat transfer coefficients are a strong function of the amount of
vapor (void fraction) in the flow channel next to the wall. If the void
fraction is 1.0 and the wall temperature .is above the vapor saturation
temperature, the heat transfer regime is specified as Mode number 6; the
steam cooling mode. The liquid heat transfer coefficient is set to zero
and the vapor value is set from the Sieder-Tate correlation. Under
two-phase flow conditions, however, the logic is not as straight forward.
If the void fraction is greater than 0.97 the Mode 6 value is first
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calculated then the Mode 4 (two-phase conditions) value is determined and
void fraction weighting is used between these to values. Below a void
fraction of 0.97, only the Mode 4 value is calculated. The code prints
Mode 4 as the mode number even above a void fraction of 0.97 unless the
void fraction is 1.0. In Mode 4, the heat flux to vapor is the maximum of
a natural convection correlation and the Dougall-Rohsenow correlation. The
1iquid coefficient is composed of a radiation term, and a dispersed flow
Forslund-Rohsenow term, or a Bromley film term. Below a void fraction of
0.5, the Forslund-Rohsenow term is zero and above 0.75 the Bromley term is <
zero. The upper limit (maximum allowed) of the Forslund-Rohsenow term is
the Bromley value. Between a void fraction of 0.5 and 0.75, interpolation
of the two terms is used.

.’_)

The accuracy of the Mode 4 correlations has been checked by comparing
it with 760 INEL POST-CHF datal points. Rather than doing 760 TRAC
calculations, a driver-plotter routine was used which incorporated only the
essential TRAC subroutines; i.e., fluid property and wall heat transfer
subroutines. To verify that errors were not introduced into the driver,
conditions from a TRAC calculation of a Targe break LOCA were input to the
driver and the heat transfer coefficients compared with the TRAC values.
Table 1 shows the input conditions and the results.

Table 1 Driver-plotter Results Compared to a TRAC Calculation

Input TRAC Driver err B

Time _ P Yoid _Tw_ _Jv 1 Vv V1 hy hl hy h]

(s) (MPa) (K) (K) (K) (mw/s) (m/s) (w/m2-K) (w/m2-Kk)

1 11.08 .937 734, 595. 591. 1.1 0.34 939. 841. 0.02 0.03

2. 9.5 .984 831. 625. 580. 2.6 1.6 238. 727. 0.06 0.07

5. 7.28 .929 816. 595. 561. 2.5 1.4 592. 683. 0.07 0.01

12. 3.53 .963 708. 547. 516. -6.4 -3.6 288. 689. 0.09 0.09
20, 0.42 .999 725. 545. 417. -16. -6.4 15. 168. 0.05 0.01



The driver heat transfer coéfficients differ from TRAC results by up to
9%. This is considered adequate since TRAC output does not display the
exact values used as input to the heat transfer subroutines. The input
shown in Table 1 is taken from vessel level 6 cell 4 and rod g level 3 of
the nominal CSAU NPP calculation. The velocities are those donnered into
this cell at the lower axial face for positive flow and at the upper face
for negative flow.

Comparisons with Post-CHF Data
The range of the INEL post-chf tube data is shown in Table 2.
Table 2 INEL Post-CHF Test Conditions

Parameter , . ange

Pressure - 0.28 - 7.1 MPa
Mass Flux ' 12.1 - 71.5 kg/s-m2
Heat Flux 3.1 - 179.3 ki/m?
Wall Superheat , : 190.8 - 709.9 K
Vapor Superheat o 2.5 -507.5K
Equilibrium Quality 0.13 - 1.05

Void Fraction (slip=1) 0.91 - 0.999

Void Fraction (slip=2) - . 0.84 - 0.999

Steam Reynolds (inlet) B 2000 - 27000

Mater Reynolds (inlet) 400 - 8000

The TRAC-PF1 predicted heat flux was compared with the 760 INEL
post-CHF data points. The error was calculated for each point by:

error = (Qpeasured - Qpredfcfed)/qmeasured
The RMS and average eriorrﬁere ca1§u1;tedrby:
RMS error = J(Sérroré)/760
Average error = Zerror/760
The measurement error is statedrto be less thén 8 percent.
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RMS and average errors are given on Figures 1-4. The variables in the
figures are the phasic slip, used to calculate the void fraction from the
measured flow quality, and the multiplier used on the calculated total heat
flux or used only on the Forslund-Rohsenow correlation. The results from
using an overall multiplier of 0.75 certainly is an improvement relative to
the 45 degree line (see Figure 1 versus Figure 2). A multiplier of just
under 0.6 would be needed to drive the average completely to zero.

However, a multiplier as small as 0.6 would overly penalize PWR reflood
cooling. The PR core void fractions become very high during reflood and
the steam convection part does not need to be penalized. Figure 3 proves
this point. When the Forslund-Rohsenow 1iquid term is removed the points
lie mainly underneath the 45 degree line.

Phasic slip is another uncertainty in the comparisons. STip is used to
calculate the void fraction from the measured flow quality. When the slip
increases the calculated void fraction decreases as shown in Table 1. The
errors increase significantly with a slip of two, as shown in Figure 4,
because Forslund-Rohsenow becomes more important. A slip of two may be
overstating the problem since a study of FLECHT reflood data given in
Reference 3 shows s1ip ratios more like 1.25.

The error has also been plotted against void fraction, mass flux,
pressure and heat flux in Figures 5 through 8, respectively, with a slip of
1.0 and a heat transfer multiplier of 1.0. Errors are particularly large
at low void fractions which occurred at low heat flux values in the
intermediate pressure tests. The three fingers on the left of Figure 8 are
the three pressure ranges from Figure 7. ‘

A calculation was performed where just the data above a void fraction
of 0.98 was considered. There were 602 data points and the éverage error
was -0.33; a reduction of 58% when the number of points was reduced by only
21%. A major source of the errors is the Targe values calculated by the
Forslund-Rohsenow correlation at the lower void fractions. A calculation
was performed where only the Forslund-Rohsenow correlation was reduced to
help determine the bias caused by this particular correlation. The
magnitude of the multiplier on only the Forslund-Rohsenow correlation
necessary to reduce the average error to zero for all 760 points in the
INEL data set was 0.265. |
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For CSAU a multiplier was desired which could be used on the total code

convection instead of one specific part. Using an overall multiplier of
0.75 on all the points brings the average error down to -0.34 and the RMS
error to 0.75. '

Conclusions

A comparison of the TRAC-P calculated post-CHF heat transfer and
experimental data was made. From this, a 0.75 overall heat transfer
multiplier used in the PWR calculations is not small enough for Mode 4
calculations when the void fractions are below about 0.98. However, in
order to not penalize nucleate boiling and very high void convection
cooling too much, an overall multiplier of 0.75 is acceptable.

Particularly since the calculated reflood void fractions are close to one.
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APPENDIX P
PROCEDURE AND RESULTS TO SCALE MULTIPLIERS FOR TRAC-PF1/MOD1

INTERFACE SHARPENER AND CORE INTERPHASE DRAG_MODELS TO SUPPORT
QUANTIFICATION OF UNCERTAINTY DUE TO STEAM BINDING
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APPENDIX P

PROCEDURE AND RESULTS TO SCALE MULTIPLIERS_FOR TRAC-PF1/M0D1
INTERFACE SHARPENER AND CORE INTERPHASE DRAG MODELS TO SUPPORT
QUANTIFICATION OF UNCERTAINTY DUE TO STEAM BINDING

The information in this appendix is a summary of work performed by
Drs. B. Boyack and P. Shire (LANL) to support determination of liquid
carried from the core to the steam generators and, thereby, the
quantification of uncertainty due to steam binding.



roced and ts to Scal i S -P 0
n ace Sharpener and Cor ; Drag Models u
antification of r Steam Bind

For the reflood peak, steam binding has been identified as an
important phenomena by both the experts panel and the PIRT process.
Analyses of reflood tests at LANL have shown that the TRAC code does not
transfer sufficient 1iquid from the core to the upper plenum during
reflood. Therefore, the code may underpredict steam binding effects.
Analyses have shown that (1) sufficient liquid must pass through the pool
interface, which is based on an entrainment correlation of Rozen, Golub,
and Botiutseva, and (2) the interfacial drag must be sufficient to carry
the entrained liquid to the upper plenum and hot legs.

At the request of the TPG, studies were performed by the TRAC code
developers and analysts, using SCTF test data, to develop multipliers and
code updates for the Rozen correlation and interfacial drag models in the
core and upper plenum regions. Parametric studies, using the same axial
nodalization as the CSAU NPP runs, were made using SCTF Tests 601 and
602. The variations are shown in the attached schematic, and the results
are shown in the attached figure. The result of the study was a proposal
to the TPG to use multipliers as follows:

1. For the Rozen correlation, use a multiplier of 20.0.
2. For the core interfacial drag model, use a multiplier of 10.0.

3. For the upper plenum interfacial drag model, use a multiplier.
of 1.0

These recommendations were accepted by the TPG and used in the CSAU
sensitivity calculations for steam binding.
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LANL recomments a
multiplier on the Rosen

pool entrainment correlation
(see TRAC-PF1IMOD1
models and correlation
document, equation 6-86)

Note: The interface sharpener restricts the amount of liquid leaving the
pool or quench front to the value determined from the Rosen pool

entrainment correlation.

Fig. 1. Core entrainment and interface sharpener model
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APPENDIX Q
PHYSICALLY BASED ESTIMATION OF LBLOCA PEAK CLADDING TEMPERATURE

Q-1



(3

APPENDIX G

PHYSICALLY BASED ESTIMATION OF LBLOCA PEAK CLADDING TEMPERATURE

This appendix describes a physically based method for estimating the
peak cladding temperature during a LBLOCA, testing of the method, and the
data base used for the testing.
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A PHYSICALLY BASED METHOD OF ESTIMATING PWR
LARGE BREAK LOSS OF COOLANT ACCIDENT PCT*

I. Catton (UCLA)
R. B. Duffey and R. A. Shaw (INEL)

and

B. E. Boyack (LANL), P. Griffith (MIT), K. R. Katsma (INEL),
G. S. Lellouche (SLI), S. Levy (SLI), U. S. Rohatgi (BNL),
6. E. Wilson (INEL), W. Wulff (BNL), and N. Zuber (NRC)

1. INTRODUCTION

The NRC effort to quantify the uncertainty in estimates of
pressurized water reactor (PWR) large break loss-of-coolant accident
(LBLOCA) peak clad temperature (PCT), and to examine the results of
TRAC-PF1/MOD1, Version 14.3, simulations, led to a renewed effort to
understand the important contributors. It became clear as the Code
Scaling, Applicability and Uncertainty (CSAU) effort progressed,that there
was only a small number of key phenomena and design parameters.1 of
these design parameters, many do not differ appreciably from plant to
plant and, as a result, from test facility to test facility. For example,
the fuel is UOp, the core is approximately 12 feet tall, the core
diameter is approximately 12 feet (here local one-dimensional behavior
would dominate in any event) and hot leg and cold leg elevations are
relatively constant among the PWRs. These observations manifested
themselves in the calculated and measured PCTs being functions of a
limited set of input parameters with a moderate uncertainty due to the
influence of all other factors.

In this paper we develop a method for establishing clad temperature
history during a PWR LBLOCA by using physically based arguments
andengineering correlations. This simple approach has parallels in the
modeling of probabilistic safety assessments.' The adequacy of this
method is tested by comparison to the large code results. The purpose of
this paper is to demonstrate understanding of the physical phenomena and
to show consistency with the large code analyses.
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2. THEORETICAL BASIS

Simple physical modeling leads to an exp]ic1t correlation of the clad-
temperature history, as follows.

2.1 Blowdown Peak

Immediate]y following a large break incident, core flow is reduced and
liquid is expelled from the core, resulting 1n a large reduction of
fuel-to-coolant heat transfer. The clad temperature then increases

. rapidly, due primarily to the redistribution of the stored energy in the
fuel, and to a lesser degree, to the continued generation of
energy in the fuel. Both of these processes can be modeled mathematically
as shown below.

If one considers the steady-state condition of the fuel rod, the heat
diffusion equation for the fuel can be written as

1d (kr ) lll - : (1)

r dr
where q;" and k are the volumetric heatAgeneration rate and the fuel

thermal conducti#ity respectively. Assuming effectively constant
conductivity, Equation (1) can be integrated to yield the parabo]1c
temperature profile in the fuel, i.e.,

117

q
T-T, = (R%-r?) (2)

where T, and R are the fuel surface temperature during normal operation
and the pin radius, respectively.

The rod stored energy is, for an axially uniform flux over 1ength L,
R ,

I 2nrpclT dr (3)
0

which, after substituting Equafion (2), gives

2 ‘A -
'll R .
aReLpc (T, + —m— ) - | (4)

where pc is the volumetric heat capacity.



The first term of Equation (4) represents a reference temperature and the
second the normal stored energy. This second term thus represents the
;urface temperature rise due to the stored energy redistribution, and can
e written

A

ATl = alq; (5)

where q; is the steady-state linear heat generation rate, and a; is a

constant. It should be noted here that there was an implicit assumption

of thin clad used during the above derivation, the effect of which can be
accounted for by a volumetric weighted thermal capacity or by adjustment

of the value of aj.

‘\

W

It was stated above that part of the blowdown clad temperature increase is ¥
due to the continued heat generation within the fuel. An energy balance
for the time period following the break is given by

(ev)e S = a7y - b (1T (6)

where V, A, h, T and T are the fuel volume, the fuel surface area, the
convective heat transfer coefficient, and the clad and coolant saturation
temperatures, respectively.

Soon after expulsion of liquid from the core, the convective heat transfer
is sufficiently small that Equation (6) can be approximated by

A
£
2 A l— r1r¢s
Aty = 11y =L qu dt 7

or more compactly,

A
AT, o« K g1/ (8) -

where ?2 is the maximum clad temperature due to decay heating during the

A -
time period, 0-t, and K(t) is the integral of the normalized power decay. <
The normalized power decrease to decay level during LBLOCA has been

simulated in experiments. The temperature increase generally occurred

during the same time frame; therefore, K(t) should be relatively constant
among the experiments and calculations. With this assumption and a local
Tinear heat generation rate, q;, we can argue that

A

where ap is a constant.
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2.2

It has thus been argued that both contributors to the blowdown temperature
rise are proportional to the 1inear heat generation rate. Next we assume
that they are additive and, from Equation (5) and Equation (9)

A
AT = (a,q] + 2,q{) = aqj (10)

where a, the constant, has been determined from the available experimental
data in Figure 1-to be

a=60. (11)

It should be noted that the data cover a wide range of scaled experiments
with both nuclear and electrically heated bundles.

Blowdown Convective Cooling

The complete specification of the clad temperature history requires

estimating the temperature decrease following the blowdown peak. An

estimate can be obtained from the heat balance following some simple

approximations. The starting point is a heat balance with convective
cooling, Equation (6), '

hA (T-Ts) = -(pcV)¢ %{ + g, 12

A solution to Equation (12) is easily found if one uses average values of
the convective heat transfer coefficient and saturation temperature, and
neglects the decay heat term. Neglecting the decay heat during the
blowdown period is justified by comparison of the stored heat with decay
heat during the blowdown. The result is

T v
v A — -'(b%v_)' (t-‘lt\.) -
T= (T-T)e Vs + T | (13)
vV _ _ U : v
where T, Ts and h are the temperature at the end of blowdown, the average
saturation temperasure, and average heat transfer coefficient,

respectively, and t is the time at which the minimum temperature occurs.

The available experimental data from LOFT and Semiscale experiments are
shown in Figure 2 in terms of :

-T = v
S h %
v Vs (pcV)f(t t)
T-Ts ‘

It is found that a straight line fit over the range observed is given by



2.3

2.4

Lz

= 1.09 + 0.9 mr (18)

=<
-

= r + st, say,

hA VoA .
where m =( ) and 7 = (t-t). The data fit given by Equation (14)
peV/f

is in good agreement with the lead terms of a power series expansion of
the expression given by Equation (13). This gives us confidence in the
approach taken.

It should be noted that data points indicating rewet were deliberately
omitted from this analysis to provide an upper estimate of the clad
temperature during this time period.

Refill Heatup

The heatup of the core during lower plenum refill has been shown to be the

refill time, 7., times the core heating rate, dT/dt (approximately
5.29%/s per reference 3), or

AT, -1 x 3 (15)

and the temperature after refill at time t. is

v
T, = AT, + T (16)
Reflood Pea

For a period of time after the lower plenum has been filled with water,

the rod temperature continues to increase. A transient heat balance
during that period [see Equation (6)] is given by

(pcV) g{ = q’’*V -hA (T-T ). (17)

Because we assume that a uniform temperature exists over the fuel rod
cross-section, the time rate of change of the clad temperature is zero at
A

the reflood peak. Letting ? be the reflood peak temperature,
Equation (17) at the peak becomes

T - 4R (18)
h

-4>>
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A
where h = %— I h dt and Q is the time of the reflood peak.
ty
It is known from experimental data that h« UR where n is an empirically
derived constant and UR is the cold reflood rate defined by
U. = ECC injection mass flow
R Core Flow Area x ECC density °

Furthermore, q’’’ is relatively constant during this time period, allowing
one to approximate the temperature increase as,

>>

A ~
A
M-T-Traﬁ-(y-Tg (19)
| n |

where K and n are constants that have been determined from experimental
data (see Figure 3) to be :

K =339, n=1.14; and from a review of LOFT LBLOCA Experiments L2-2 and
L2-3, the (T, - Tg) term was found to be approximately 350 OF,

The data cover a wide range of experimental scales, with both nuclear and
electrical heaters. ; ~ ;

2.5 Peak Clad Temperature -

The above analysis enables convenient estimates of clad temperature
changes using these simple correlations (Equations 10, 14, 15, and 19).
Thus, a universal engineering correlation is possible for the clad
temperature history during LBLOCA in U.S. PWRs. Furthermore, it is
important to note that the only parameters appearing in the above
expressions are the fuel thermal characteristics and geometry. These
parameters are reasonably constant for PWRs in the United States.

3. ESTIMATING THE PEAK TEMPERATURE AND UNCERTAINTY

We are now in a position to develop, from the above physical reasoning, a
simple engineering method for estimating the clad temperature history and the
uncertainty. Given the following three design parameters for a specific PUR:

v
(1) Peak linear heat generation rate, q’, (2) Blowdown cooling time, T = t-%,
and (3) Core cold reflooding rate, Ug, the peak temperatures can be derived

~using Figures 1, 2, and 3.

The only parameter not directly defined is r. It is known that the time to
reach the blowdown peak is a few fuel pin thermal time constants,

t « (RY/a) | : (20)
where the thermal diffusivity e = (k/pc)¢, and R is the pin radius.
Q-8 ‘



v
The time of the minimum temperature, t, is related to the blowdown time, which
is easily shown to be
v ,
t « (M/AB) (21)
where M is the initial 1iquid mass and Ag is the break area. Thus, one could
estimate 7 to be

V A 2 °

r=tt=clh -, & (22)
where cj and ¢, are constants of proportionality. Alternatively 7 can

be derived from a simple blowdown analysis.

To summarize, there are four correlations, based on data and physics that yield
the peak clad temperatures. They are as follows:

1. The first temperature peak is due to stored and decay heat less blowdown
heat removal due to DNB and post-dryout cooling. It is given by

A A
AT = T-T; = aqj ‘ (23)

with uncertainty 395 at the 95th percentile.
2. The temperature decrease during blowdown resulting from forced convective
cooling is given by ‘

LA | Az o]
AT = T-T = (T-TS)(I-—I‘+ST (24)

with uncertainty 395 at the 95th percentile.

3. The temberature rise, AT,, during refill is given by2

Vip ?
AT, = LB— x g% (25)
Mecc :

with uncertainty o, gs'at the 95th percentile,
where Vi p is the lower plenum volume, and mgee is the injection rate.

4. The temperature rise during reflood resulting from decay heating is given by
A n
AT = K/UR (26)

A
with uncertainty 395 at the 95th percentile.

Q-10
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The reflood peak temperature, ? ‘is found by algebraically combining the
expressions given by Equations (23) through (26?. The result is :

A
2 ) &= _L_ L_ -
T-Ti = aq - (T'Ts)(l'r+s1) + ATr + o (Tr Ts)(27)
R
or, in words,
A heating post peak refill reflooding
T-Ti = from - blowdown + heating + heating
stored cooling =
energy
with overall uncertainty,
A »V‘ A , '
Ogs = (0gg + o§5+ a$’95—+ 095)!/2 | (?8)

Additionally a simple approximate expression can be derived for establishing
whether the peak occurs in the blowdown or reflood phases by comparing
Equation (10) with Equation (27). It will be found that :

A= AT '
1 - (T'Ts)(l'risr) + r + 'K - >1 reflood peak (29)
aqy - agj UR <1 blowdown peak

where r = 1.09 and s = 0.9m,,[sée equation (14)].
4. RESULTS

We will now evaluate each of the terms in Equations 27 and 28 and compare
the result obtained by this approach with a TRAC analysis and a pdf estimate of
uncertainties. - We need best estimate values for the design parameters in
Equation (27), which we take as typical PWR estimates.

For a q% of 9.5 kw/ft, a r of“approximately 20 seconds, and design cold
reflood 'rate of approximately 4 in./s, the elements of Equations (27) and (28)
are the following:

I. AT = 570°F, Ggy = 1364 [Equation (10)]
Vv o v
I1. AT = 164%F, o = 460, -82

1. AT, = 134%F, 0, g5 = +16, -0 [Equation (25)]
A

A o A
Iv- ATr = 70 F, 095 = +230’ '55

Q-11



- where elements I, II, and IV were derived from Figures 1, 2, and 3
respectively, and element IIl was based on the results given in
Reference 2.

The peak temperatures that result are:

T = 1150°F, o 364
T = 1150°F, ogg = +

A
T = 1150 - 164 + 134 + 70 -350 = 840°F,

with an overall oqc = (32 + 02 + 08 +0 )1/2 = 4359F and 377°F,
95 95 95 r,95 95

where 435%F was obtained by using the positlve values of uncertainty in

Equation (28) and 377F resulted from using the negative values, thus

resulting in a skewed distribution.

A comparison of the results with nuclear plant calculations for a LBLOCA in a
Westinghouse 4-loop PUR using the TRAC/PF1 reactor safety code is presented in
the table below.

Blowdown Reflood
Present Present
Model Model
A
- A A
TRAC _ I JRAC* I
Mean - 1162 1150 758- 978 840
95th 1447 1514 1336-1399 1217-1275
w/bias** 1557 1572-1483

These results confirm the overall similarity of the present predictions, as
based on the experimental data, and the reaitor analysis results, and are
consistent with the distribution functions.® It also demonstrates that the
overall uncertainty is comparable to that obtained from the available data, and
that the experiments were well-founded. Furthermore, it confirms our
understanding of the physic rocesses involved during a LB

* The TRAC calculations predicted two temperature peaks during reflood and
both are shown in this column as opposed to the present model elements which
are upper and lower uncertainty bounds.

** The TRAC results were adjusted by a bias due to obvious effects of scale
and code deficiencies.
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4. CONCLUSIONS

Physical arguments show that a simple method can be utilized to provide an
estimate of PCT during PWR LBLOCA. The resulting estimate is based on data and
physical reasoning and is consistent with the computer analyses. It was found
that the estimated peak clad temperature is a simple linear combination of
temperature changes occurring during the various phases of the LBLOCA. The
results were derived from elementary correlations based on well founded
experimental data. Refinements to these correlations are, of course, possible,

“and justified when uncertainties need reducing.
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APPENDIX R

STATISTICAL METHODOLOGY AND RESULTS

This appendix, supplied by Dr. G. Lellouche (SLI),‘provides additional
information with respect to the response surface and other statistical

methods used in Part B, Section 4,



APPENDIX
~ STATISTICAL METHODOLOGY AND RESULTS

Although the three sections on Ranging, Establishing the Calculational
Matrix, and Response Surface provide everything needed for an engineer to
run his own statistical package, it is felt that a more detailed
description and detailing of the numerical results might be helpful. The
particular code package (RAM-CAM) used was created for internal SLI use and
is not documented. The statistical methodology used, however, is quite
standard. The regression analysis uses a matrix factorization of the ol
normal equations P matrix known as the singular value decomposition (SVD).

This is, we believe, the most reliable method for computing the

coefficients for general least squares problems and minimizes the effect of
data errors, round off, and linear dependence. The Monte Carlo Analysis is
also quite standard.

(1Y

Regression. Ana

The statistical problem of finding a least squares fit to a set of data is
dealt with in most statistics texts; the particular problem here is not
significantly different from those discussed in the texts except that we
use relatively high order (4th) polynomials. If one redefines higher order
terms as auxiliary linear terms such as

“\

L - X "
13 = y
etc.

then any high order polynomial can be reduced to a linear expansion
problem. This is the way many software statistics packages deal with the
multinomial regression problem.

R-4
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Tables A2, A2, and A3 tabulate the coefficients for the best quartic
regressions in the form ' ‘

I,9,K,L -
PCT (*k) = =2 - ajjke X; Xj Xy Xp-

i,j’k,e = 0

with I =J=K=1L=7and X, =1

i = 1 - - peaking factor variation

i = 2 - gap conductance variation

i = 3 e - fuel conductivity variation

i - 4 - heat transfer coefficient variation
i = 5 - break R, variation |
i = 6 - pump head and torque curve variation
i = 7 - TMIN variation

The actual vilues of X; are those between the limits listed in Table 3 in
the body of this document (using fractions not percent, but using °C for

TMin) -

The specific values used for the Pump and Break variations are normalized;
this means that the values entering the regressed multinomial are numbers
between zero and two (for 2nd level variation).' For these parameters we
absorb 50% of the probability between 0 and 10~3 and then use a linear
variation up to 2. The cumulative probability table for these parameters
Tooks 1ike: ’

Variation A : -0 0.001 1. 2.
Cumylative Probabllity s .0 0.5 0.75 1.00

The reason for absorbing the probability at zero is, as discussed in the
body of this document, to reduce the total number of computor runs and is
allowable because the peak clad temperature (for this NPP and this break



scenario) is as tests have shown, a nondecreasing function of the
increasing positive variation of these parameters.

It is important to point out that the specific values of the pump variation
are not given because they are proprietary data of the Westinghouse 1/3
scale pump.

A user may take the values of the temperatures (Tables 4, 5, 6 in the body
of the document) and the values of the variations implied by Table 3 and
indicated by the 3rd column and the first row in Tables 4, 5, 6 (nominal =
o, 15t 1evel = 1, etc.) and using any regression analysis program produce
the equivalent of the results given in Table Al...A3.

Monte Carlo Analysis

Monte Carlo Analysis covers a very wide range of methods and the reader
should consult'any text on random sampling methods. Basically, when the
underlying probability distribution function is uniform a random number
generator is used to generate a number between 0, 1 (or -1, 1 or a, b).

The location of the number on the allowed range defines the value of the
parameter being chosen. If more than one parameter is used at a time (as
in a multinomial) then independent random numbers are chosen for each
parameter. These values of the parameters chosen are inserted in the
regression multinomial and a value of the PCT is found. This process is
repeated many times (50,000 trials for example) and a table of the PCT’s is
collected. The values are accumulated in preselected bins (500 to 525- °K;
525 to 550 °K; 550 to 575 °F; etc.) and normalized by the total number of
trials; the result is a frequency histogram which is interpreted as a
probability distribution function. From this histogram we may determine
the standard statistics desired (mean, mode, gsth percentile, etc.).
Because of the non-deterministic nature of the process, a different choice
of starting random number (the input "seed") or the use of a different
random number generator or a change in the number of trials will produce a

R-6
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slightly different final result. This was discussed in the body of this
document and depicted in Figures 7-9.

The reader then should not expect to be able to establish a
deterministically exact reproduction of the numbers in Table 9-12 but only
a statistically equivalent one as implied by the results in Figures 7-9.
Tables A4-A6 contain the 50,000 trial estimation of the distribution
functions derived from the regression surfaces listed in Tables Al...A3.
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TABLE Al
BLOWDOWN

'SUMMARY OF LEAST SQUARES FIT OBTAINED FOR Pd Cld Tmp DATA -- # 1
The specified fit has a total of 70 terms and a redundancy of 2.63.

Following are fit coeffici
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Constant Ternm
Linear Tern
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Cross Term
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Cross Term
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Cross Term
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Cross Term
Cross Term
Cross Term
Cross Term
Cross Term
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Cubic Term
Cubic Term
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Cubic Tern
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Cubic Term
Cubic Term
Cubic Term
Cubic Term
Cubic Ternm
Cubic Term
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Cubic Ternm
Cubic Term
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Cubic Term
Cubic Term
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Param

Param

Paranm

Param

Param

Param

Param

Param

Param
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Param

Param
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Params
Params
Params
Params
Params
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Params
Params
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Params
Params
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ents determined by SVDFIT
zation Constant (Quadratic offset) = 0.0000
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0.86688E+03
0.12813E+02
-0.53412E+02
-0.70288E+01
-0.57052E+02
0.28762E+03
0.11527E+02
0.23213E4+02
0.58005E+00
0.35337E+02
0.70380E+00
0.38992E+01
-0.17036E+03
0.23051E+02
-0.83715E+01
0.49428E+01
0.18896E+01
0.11819E+01
-0.66677E+01
0.20122E4+02
-0.91521E+02
~0.30770E+02
-0.11027E+02
-0.20021E+02
-0.14269E+02
-0.14899E402
0.28157E+02
-0.18322E+02
0.13235E403
-0.19232E+02
-0.156792+02
-0.14732E+02
0.28346E+02
0.97824E+01
0.60311E+02
0.18708E+02
0.15098E+02
0.88323E+01
0.160082+02
-0.48188E+01
-0.20071£+01
-0.64291E+02
~0.27140E+02
0.15160E+02
-0.14929E403
0.10196E+02
0.53766E+01
0.57277E+01
-0.19232E+02
-0.956162E+01
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Term
Ternm
Term
Term
Term
Ternm
Term
Term
Term
Term
Term
Term
Term

Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic Jerm
Quartic Term
Quartic Term
Quartic Term
Quartic Term
Quartic Term
Quartic Term

for
for
for

for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
"for

TABLE A (continued)

Params
Paranms
params

Params
Params
Paranms
bParams
rarams
Params
Params
Params
Params
Params
Params
Params
params
Params
Parans
Parans
Paracs

Y P I YYYIXTrrr:: ¥ . L 8 B £ % J
WWNAALASWWNNNNALAWN DN

ANNUINAENANNNNLOAWS &NN

vt Jdany and

OO RROARRIUNLAN NI

0.18468E+02
-0.17284E+02
0.10753E+02

-0.52618E+01
0.16794E+01
0.47280E+01
0.43919E+01
0.54681E+02
-0.47644E+01
~0.10186E+02
0.10196E+02
0.50979E+01
0.00000E+00
0.53766E+01
0.36643E+01
‘0.57277E+01
0.28639E+01
=0.96162E+01
0.26883E+01
0.00000E+00

ERROR ANALYS1S FOR LEAST SQUARES POLYNOMIAL FIT
ES

Standard (RMS) Error of the fit = 0.540E+01 °K
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Following are fit coefficients determined by SVDFIT
Fit Normalizatfon Constant (Quadratic offset) = 0.0000

Constant Ternm

Linear
Linear
Linear
Linear
Linear
Linear
Linear
Quad
Quad
Quad
Quad
Quad
Quad
Quad
Cross
Cross
Cross
Cross
Cross
Cross
0SS
Cross
Cross
Cross
Cross
Cross
Cross
Cross
Cross
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubic
Cubie
Cubic

Term
Term
Tern
Tern
Term
Ternm
Term
Term
Term
Term
Term
Tern
Term
Term
Term
Term
Tern
Term
Tern
Ternm
Term
Term
Tern
Tern
Ternm
Term
Ternm
Term
Term
Term
Ternm
Term
Tarm
Tern
Tern
Term
Tern

“Term

Term
Ternm
Ternm
Ternm
Term
Ternm
Tarn
Term

for
for
forx
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for

Paran
Paranm
Paran
Param
Paranm
Param
Param
Paranm
Param
Param
Param
Param
Param
Paranm
Parans
Params
Params
Params
Params
Parans
Parans
Paranms
Params
Params
Params
Paranms
Params
Params
Parans
Params
Params
Parans
Paranms
Paranms
Paranms
Paranms
Params
Parans
Parans
Params
Paranms
Paranms
Params
Parans
Paranms
Params

.““-*‘--.ﬂ““*-*‘*‘-‘-**0*"-“‘*“-“‘*#ﬂ‘

TABLE A2
EARLY REFLOOD
SUMMARY OF LEAST SQUARES FIT OBTAINED FOR Pk Cld Tmp DATA -- Case # 2
The specified fit has a total of 67 terms and a fedundancy of 2.75

U"U'ﬁbﬁhhUNWNNNNNNNU‘bhthWNNNNNHHH\IOU‘DUNH'.\]GU“DUNH
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0.79213E+03
0.15536E+02
-0.45912E+02

=-0.93189E+01

-0.13298E+03
0.40758E+03
-0.30644E+01
-0.78826E+02
0.94964E+01
0.66242E+02
0.11514E+02
0.21080E+02
-0.26304E+03
-0.19296E+01
-0.54986E+02
0.45994E+01
-0.77526E+00
0.16497E+00
-0.15709E+02
-0.13733E+02
-0.41316E+02
0.43679E+01
-0.27483E+02
-0.16843E+02
-0.16757E+01
-0.63822E+01
0.95489E+01
0.94540E+01
0.13394E+02
-0.22115E+02
-0.51258E+02
0.46036E+02
-0.56437E+01
0.39521£+01
0.11795E+02
0.33121£+02
0.10658E+02
-0.11053E+02
0.13100E+02
0.73541E+01
~0.97147E+01
0.40854E+02
«0.12509E+02
-0.83784E+01
-0.54269E+0D2
-0.22115E+02
~0.11057E+02

AN



Quartic Term
Quartic Term

Quartic Term

Quartic Term
Quartic Term
Quartic Term

Quartic Term
Quartic Term
Quartic Term
Quartic Term
Quartic Term
Ouartic Term
Quartic Term
Quartic Term
Quartic Term
Quartic Term
Quartic Term
Quartic Term
Quartic Term
Quartic Ternm

for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for

TABLE A2 (Continued)

Paranms
Params
Params
Params
Params
Params

Params

Params

Paranms
Params
Parans
Params
Params
Params
Params
Paranms
Params
Params
Params
Params

oy A A 0 20t Bl A A A Ak Mk A gh M A i B A AR

VAU ANIOUIASIAUNIWL &E&WNIVN

AN nadunman

0.12215E+02
0.66851E+02
0.25459E+02
-0.19045E+02
-0.10824E+02
-0.25353E+02

-0.33121E+02
-0.17985E+02
-0.30843E+01.
-0.30550E+02.

0.97923E+01-
=-0.16463E+02
-0.97388E+01
-0.90213E+01
-0.66220E+01
-0.14306E+02

0.10058E+02
" 0.25945€E+02
-0.62547E+01
~0.12509E+02

ERROR ANALYSIS FOR LEAST SQUARES POLYNOMIAL FIT

Standard (RMS) Error of the fit = 0.136E+02 °K
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TABLE A3
LATE REFLOOD
SUMMARY OF LEAST SQUARES FIT OBTAINED FOR Pk C1d Tmp DATA -- CASE # 3
The specified fit has a total of 60 terms ‘and a redundancy of 3.07

Following are fit coefficients determined by SVDFIT
Fit Normalization Constant (Quadratic offset) = 0.0000

Constant Term 0.77295E+03
Linear Term for Param # b | 0.17072E+02
Linear Term for Param § 2 -0.63157E+01
Linear Term for Param § 3 -0.11441E+02
Linear Term for Param § 4 -0.22556E+03
Linear Term for Param 2 5 0.22298E+03
Linear Term for Param § (] -0.27400E+02
Linear Term for Param ¥ 7 -0.19702E+03
Quad Term for Param # 1 0.35255E+01
Quad Term for Param § 2 0.53233E+02
Quad Term for Param § 3 0.20924E+01
Quad Term for Param § 4 -0.23777E+401
Quad Term for Param § 5 -0.11037E+03
Quad Term for Param & 6 0.27266E+02
Quad Term for Param 3 7 -0.48828E+02
Cross Term for Params § 1 5§ 0.44219E+01
Cross Term for Params # 1 6 0.34157E+00
Cross Term for Params § 1 7 -0.89018E+01
Cross Term for Params § 2 3 ~-0.86315E+01
Cross Term for Params § 2 4 0.22588E+02
Cross Term for Params § 2 5 -0.22435E+02
Cross Term for Params § 2 6 ~0.11149E+02
Cross Term for Params 3 2 7 0.10767E+03
Cross Term for Params § 3 5 -0.34379E+01
Cross Term for Params § 3 6 0.66447E+01
Cross Term for Params $ 3 7 ~-0.59781E+02
Cross Term for Paranms § 4 5 -0.47766E+02
Cross Term for Params § 4 6 -0.24133E+02
Cross Term for Params § 4 7 -0.18513E+02
Cross Term for Params § 5 6 0.773278+01
Cubic Term for Params § 2 2 2 -0.49421E+02
Cubic Term for Params $ 2 2 3 0.49630E+01
Cubic Term for Params § 2 2°'7 0.35897E+02
Cubic .Term for Params # 2 4 7 0.29150E+02
Cubic Term for Params # 2 7 7 -0.10200E+03
Cubic Term for Params § 4 4 4 0.28640E+02
Cubic Term for Params § 4 4 7 0.12186E+03
Cubic Term for Params § 4 5 § 0.34805E+02
Cubic Term for Params ¢ . 2 5 ¢ 0.63182E+01
Cubic Term for Params 3 4 5 6 0.14840E+02
Cubic Term for Params § 3 7 17 0.69969E+02
Cubic Term for Params § 3 5 & 0.83087E+01
Cubic Term for Params § 3 85 6 -0.67988E+01
Cubic Term for Params § 4 6 6 0.20335E+02
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Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Duartic
JQuartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic

Term
Term
Term
Term
Tern
Tern
Term
Term
Term
Term
Term
Term
Term
Ternm
Term
Tern

for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for

TABLE A3 (Continuted)

Params
Params
Parans
Paranms

Params -

Params
Params
Parans
Params
Params
Params
Params
Params

Params

Params
Params

A A8 e G AR AR A W A R IR AR AR AR
WM DWW WNIR B BB &SSO NN

WMawWwiwnto Wb bbb

ANV NN LAN

COACNMARN AL NOU DA

-0.67295E+02

- ~0.51319E+01

-0.43012E+01
-0.78349E-01

0.49327E401
-0.15001E+02
-0.38516E+02

0.19959E+02
-0.68423E+01

0.10338E+02
0.63183E+401
0.49197E+01
~0.22670E+02
0.10564E+02
-0.16605E+02
- 0.38664E401

ERROR ANALYSIS FOR LEAST SQUARES POLYNOMIAL FIT

Standard (RMS) Error of the fit = 0.237E+02 °K
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TABLE A4
BLOWDOWN DISTRIBUTION FUNCTIONS

Statistics for Pk Cld Tmp (°K) based on 50000 histories:

Sample Mean Value = 901.02594
Sample Standard Deviation =  89.32980
Prob Pk Cld Tmp > 1000.00 = 0.13502
Prob Pk Cld Tmp > 1059.41 = 0.05000
Prob Pk Cld Tmp > 1130.21 - 0.01000

Pk Cld Tmp DISTRIBUTION PREDICTED BY FIT AND MONTE CARLO

Index Pk Cld Tmp PDF CDF
°K /'K
1 688.00 0.75000E~05 0.18000E-03
2 712.000 0.95000E-04 0.24600E~02
3 736.00 0.56583E~-03 0.16040E-01
4 760.00 0.12942E-02 0.47100E-01
5 784.00 0.19642E-02 0.94240E-01
6 808.00 0.23700E-02 0.15112E+00
7 832.00 0.29400E-02 0.22168E+00
8 856.00 0.38216E-02 0.31340E+00
9 880.00 0.45891E-02 0.42354E+00
10 904.00 0.46366E-02 0.53482E+00
11 928.00 0.44408E-02 0.64140E+00
12 952.00 0.38241E-02 0.73317E+00
13 976.00 0.31408E-02 0.30855E+00
14 1000.00 0.23433E-02 0.86479E+00
15 1024.00 0.18008E-02 0.90801E+00
16 1048.00 0.12733E-02 0.93857E+00
17 1072.00 0.89834E-03 0.96013E+00
18 1096.00 0.66167E-03 0.97601E+00
19 1120.00 0.43083E-03 0.98635E+00
20 1144.00 0.31250E-03 0.99385E+00
21 1168.00 0.17833E-03 0.99813E+00
22 1192.00 0.64167E-04 0.99967E+00
23 1216.00 0.13333E-04 0.99999E+00
24 1240.00 0.00000E+00 0.99999E+00
25 1264.00 0.00000E+00 0.99999E+00
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TABLE AS
EARLY REFLOOD DISTRIBUTION FUNCTIONS

Statistics for Pk Cld Tmp (°K) based on 50000 histories:

Sample Mean Value = 798.62964
Sample Standard Deviation = 128.35620
Prob Pk Cld Tmp > 1000.00 = 0.07597
Prob Pk Cld Tmp > 1032.74 = 0.05000
Prob Pk Cld Tmp > 1128.96 - 0.01000

Pk Cld Tmp DISTRIBUTION PREDICTED BY FIT AND MONTE CARLO

Index Pk Cld Tmp - . PDF CDF
.K . /OK
1 524.00 0.61111E~05 .0.22000E-03
2 560.00 0.19389E-03 0.72000E~02
3 596.00 0.65445E-03 0.30760E-01
4 -632.00 0.14611E-02 0.83360E-01
5 668.00 0.21444E-02 0.16056E+00
6 704.00 0.26439E-02 0.25574E+00
7 740.00 0.30405E~-02 0.36520E+00
8 776.00 ‘0.30089E-02 0.47352E+00
9 812.00 - 0.28444E-02 0.57592E+00
10 848.00 0.25733E-02 - 0.66855E+00
11 884.00 0.22744E-02 0.75043E+00
12 920.00 0.19678E-02 0.82127E+00
13 956.00 0.15456E-02 . 0.876%1E+00
14 992.00 -0.10983E-02 - 0.91645E+00
15 1028.00 - 0.83945E-03 0.94667E+00
16 - 1064.00 0.63834E-03 0.96965E+00
17 1100.00 0.38667E~03 0.98357E+00
18 1136.00 0.21278E-03 0.99123E+00
19 1172.00 0.14056E~-03 0.99629E+00
20 1208.00 - 0.65000E~04 0.99863E+00
21 " 1244.00 0.2888%E-04 0.99967E+00
22 1280.00 0.77778E~-05 0.99995E+00
23 1316.00 0.11111E-05 0.99999E+00
24 1352.00 0.00000E4+00 0.99999E+00
25 1388.00 - 0.00000E+00 0.99999E+00
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Statistics for Pk Cld Tmp (°K) based on 50000 histories:

TABLE A6

LATE REFLOOD DISTRIBUTION FUNCTIONS

Sample Mean Value

Sample Standard Deviation
Prob Pk Cld Tmp > 1000.00

Prob Pk Cld Tmp >

Prob Pk Cld Tmp > 1087.12

Pk Cld Tmp DISTRIBUTION PREDICTED BY FIT AND MONTE CARLO

Index

VOSSNV bW PR

Pk Cld Tmp
°K

388.00
436.00
484.00
532.00
580.00
628.00
676.00
724.00
772.00
820.00
868.00
916.00
964.00
1012.00
1060.00
1108.00
1156.00
1204.00
1252.00
1300.00

676.86517
176.71304
0.04828
0.05000
0.01000

997.47

PDF
/°K

0.83333E-06
0.53750E-03
0.19117E-02
0.30008E~-02
0.26934E-02
0.20050E-02
0.16346E~-02
0.14171E-02
0.13166E-02
*0.12583E~-02
0.12050E-02
0.12162E-02
0.10725E-02
0.72792E-03
0.48834E-03
0.21500E-03
0.84583E-04
0.37500E-04
0.95833E-05
0.83333E-06
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CDF

0.40000E~-04
0.25840E-01
0.11760E+00
0.26164E+00
0.39092E+00
0.48716E+00
0.56562E+00
0.63364E+00
0.69684E+00
0.75724E+00
0.81508E+00
0.87346E+00
0.92494E+00
0.95988E+00
0.98332E+00
0.99364E+00
0.99770E+00
0.99950E+00
0.99996E+00
0.10000E+01

1\
.



NRC FORM 335 - U.S. NUCLEAR REGULATORY COMMISSION 1. REPORT NUMBER

{2-89) {Assigned by NRC. Add Vol., Supp., Rev,,
NRCM 1102 anc Addendum Numbers, i sny.)
3201,3202 ' BIBLIOGRAPHIC DATA SHEET
{See instructions on the reversej régléfgé 22-5249
2. TITLE AND SUBTITLE
Quantifying Reactor Safety Margins: Application of Code
Scaling, Applicability, and Uncertainty Evaluation 3. J:ﬁ:"”““’"”fiﬁ?

Methodology to'a Large-Break, Loss-of-Coolant Accident December 1989

: _ 4. FIN OR GRANT NUMBER

: A6868
5. AUTHORI(S} : 6. TYPE OF REPORT
B. Boyack, R. Duffey, P. Griffith, 6. Lellouche, S. Levy, Research

7. PERIOD COVERED finctusive Dates

U. Rohatgi, G. Wilson, W. Wulff, N. Zuber, K. Katsma, D. Hall,
R. Shaw, C. Fletcher, K. Boodry ' ,

8. PERFORMING ORGANIZATION — NAME AND ADORESS (#f NAC, provide Division, Office or Region, WS, Nuciesr Reguistory Ct ission, aad mailing i conr , provide
asmae and mailing sddress.}

Idaho National Engineering Laboratory
EG&G Idaho, Inc.
Idaho Falls, ID 83415 . .

9. SPONSORING ORGANIZATION — NAME AND ADDRESS (1 NRC, type “Same as sbove”; if provide NAC Division, Offtice or Region, U.S. Nuciear Regulstory Commission,
and mailing sddress.)

Division of Systems Research

Office of Nuclear Regulatory Research
U. S. Nuclear Regulatory Commission
Washington, D. :

10. SUPPLEMENTARY NOTES

11. ABSTRACT (200 words or kss)

The U.S. Nuclear Regulatory Commission (NRC) has issued 2 revised rule for loss—of-

~ coolant accident/emergency core cooling system (ECCS) analysis of light water reactors to

allow the use of best—estimate computer codes in safety analysis as an option. To support

the revised ECCS rule and iflustrate its application, the NRC and its contractoss and consul-

tants have developed and demonstrated an uncertainty evaloation methodology called code
scaling, applicability, and uncertainty (CSAU).

The CSAU methodology and an example application described in this report demon-
strate that uncertainties in complex phenomena can be quantified. The methodology issys- .
tematic and comprehensive as it addresses and integrates the scenario, experiments, code,
and plant to resolve questions concemed with: (a) code capability to scale—up processes
from test facility to full-scale nuclear power plants; (b) code applicability to safety studies
of apostulated accident scenario in a specificd nuclear power plant; and (c) quantifying un-
certainties of calculated results. The methodology is able to address both uncertainties for
which bias and distribution are quantifiable and uncertainties for which only a bounding

value is quantifiable.
12 KEY WORDS/DESCRIPTORS (List words or phrases that will assist researchers in locating the report. | T3 AVAILABILITY STATEWENT |
Untimited
code scaling, applicability, and uncertainty (CSAU) TLSECURITY CLASSIFICATION |
. N ) . This Page)
large-break, loss-of-coolant accident (LBLOCA) Uﬁ:ﬁassified
{This Report)
Unclassified

15. NUMBER OF PAGES

16. PRICE

NRC FORM 335 (289)




