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APPENDIX G

EXPERIMENTAL DATA BASE FOR THE APPLICATION OF CSAU TO AN LBLOCA

IN A WESTINGHOUSE FOUR-LOOP PWR

The subject data base is described in Tables G-1 (SETs), G-2 (IETs),

and G-3 (Facility Description).

The first two tables identify each test in the first two columns,

followed by a description of the tests use in the CSAU procedure in the

third through seventh columns. An entry in any one of these columns

signifies the corresponding use, and additionally, cross-references the

section, table, and/or figure in Part B that further describes its use.

Table G-3 defines facility-specific information important to the use

shown in the first two tables.

G-3



Table G-1. Primary CSAU application for SET

Few= e~ w i ~ ~ w a P R A ~ c T EA CA NUN GA C Y

262XX

DMC 2"3XX

4.3.1

4.3.1

4.3.1

4.3.1

3.3.7

3.3.7

3.2.2

3.2.2

am 245XX 3.3.7

29111 3.3.7 3.2.2

NCL 440 psi)

DCL (40 paSl

NCL (40 psi)

IICL 40 psA)

MCL 440 pasi

ID 101 TGRU
1212

IU 1301 THRU
1709

ID 1901 TJw
20:

10 2101 THRU
2329

ID 2401 tHRU
2421

4.3.1

u33l in. Plenu Filing Behavior
In a 2/15 S9.-l Nodal of a Four
LooPUR, Topical Report,' R.A.
CIdnIt at *1. CIREOCA-009,
Aprl 1 1978.

'laaaline Plnum Filing Behavior
In a 2X1 Scale Nodal o4 a Por
Lam PUPS Topical Report,' R.A.
Cudnit at al., NUEWCRi-0069,
April 1970.

lBaaline Plnum Filing Behavior
In a 2X15 Scale Nodal of a Four
Loop PMR, Topical Report, R.A.
Cudnit at aI., NR/CR-0069,
April 1978. .

'alalina Plenum Filing Behavior
In a 2115 Scala Modal of * fPor
LOo PWR* Topial RePorts' R.A.
COdnit at &I., NLEWCR-0049,
April 1970.

R. A. Cudnik, at al.9'Pentration
Behavior in a 1/15 Scala Model of
a FPur Laop Preassrixd Water
Reactor,' * I-#IURS-193, June
1977.

R. 6. CuAnk, at a*.'Ponstration
Behavior in a 1/15 Scala Model of
a FPor Loop Prasauri od Water
Raacter,' 9I-+LUAB-l973q June
1977.

R. A. Cudnik, at &I. ,Pontration
Behavior in a AlIS Scale Model of
a Pou Loop Prassurliad Water
Reactor, *41-N41AE-1973, June
1977.

R. A. Cudnik, at al.,OPentration
Behavior in a 1/15 Scale Modal of
a Four Loop Praseurized Water
Reacterg Bll-M.IA-1973,1 June
1977.

R. A. Cudnik, at al.,'Ponetration
Behavior In a */IS Scala Modal of
a Four Loop Prseurized Mater
Reactors' 9NI-MmL-I973q Jun.
1977.

4.3.1

4.3.1

4.3.1

4.3.1

3.3.7

3.3.7

3.3.7

3.3.7
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Table G-1. (continued)

FtrZLLU

DM (60 puis

OM. (60 psiI

DM (60 psi

I=D emI VINeuGf eMMcAf AGIN 1DLLaIACfDL

ID 2701 TH
3:

10 3401 THRU
3710

tD 3901 TnRU
3542

4.3.1

4.3.1

4.3.1

3.3.7

3.3.7

3.3.7

MA

DEOKER

DECKR

-77ET

-E7ET

24-77

309P-334

424,425Z
431-443

453-472

5240-42,5261
,M2,5293

Fig. 22

Fig. 22

Fig. 22

fig. 22

Fig. 22

R. A. Cudnik, at *n1.,'psntratten
behavior in 1/15 Scale Model Of
A Pour Loop Promeersied water
Reactor,' MT-#RES51973, Juno
1977.

R. A. Cudnik, ot al.,'penretation
Behavior in a 1/5 Ocala Model Of
a Pour Loop Prueourved Water
Reactor,n D1I-HUREG-197, Junv
1977.

R. A. Cudnik, at al.,'Penetration
behavior in a 1/15 Scats M1-d1 Of
a Four Lenop Preneurixod Water
Reactor, itR-UMRE9-19739 June
1977.

K.". Becker at *1., 'An
EwperiPenttl Investigation of
Poet-Dryeut bea Tr- tifer,
KT"-NEL-33, May 199.

K.". Decker at a., "An
Ewperiinntal Investigation of
Post-Dryout meat Tranaoer,'
KTH-NEL-33S May 1993.

K. M. Decker Pt *. 9 An
Experimental Investigation of
Po-t-Prynut Meat Tranasfr,'
KT-NEL-33, May 1993.

K.". Decker ut al., An
Experimental investigation of
Poet-Dryout Meat TransferI
KM-ML-33, "ay 1993.

A.j. Bennett t l. -'Feat
Transfer to Stea.-Water Mixture
Flowing in Uniformly Msated Tubes
in hUich the Critical Meat Flux
"a Been Enceed e ACRE-RES37

A.W. Fennett et aI.90Meat
Transfer to Steen-Water m tures
Flmulng in Uniformly Heated Tubes
in Which the Critical Heat Flufa
MHs Seen Excedeg AEME-RS73

5304,05,45-4 Fig. 22
7,23-25,52



Table G-1. (continued)

I=g'

BENNETT 4,U950",

PARNETR RNG HG 14Na02.ALZATIO CODEB.zEX
ACCURACY

Fig. 22

Fig. 22

TEST REFERENCE

5417,3, 44

A.W. Bennett at *I.,"Neat
Transfur to Steam-Water Mixture.
Fluwing In Uniformly Hoatud Tubes
in Which the Critical Heat Flux
hab Been Exceeded,* AEME-RE373,

A.W. Bennett et dl.,"Het
Tranafer to Steen-Weter Nixtur-s
Flowing in Uniformly Heated Tubec
in Which the Critical Heat Flux
Ha* Been Exceeded," Bt-fRe373,

'Quiuk Look Report On Large Gcale
Ref laod Te-t-Ol - CCTF Test CI-01
(Run 010),* JAERI-eeo-0453,
August 1979.

CCTF

CCT'F

Cl-OS C0o0) 2.3

CI-02 (011) 2.3 'Quick Lank Report On Large Scale
Ref laod Tant-02 - CCTF Teat CI-02
(Run Oil), JAhRl-meeo-950,
October 1979.

0)
CCTF CI-03 (012) 2.3 mQuick Lank Report On Large Scale

Refload Tent-03 - CCTF Teat C1-03
(Run 012)," JAERI-osao-0530,
November 199.

CCTF

CCTF

C l-04 (013) 2.3 'Quick Look Report On Large Scale
Refload Test-04 - CCTF Toot CI-04
(Run 013)1, JAERI-eraoS-BB5,
Fabruary 190.

Cl-05 (014) 2.3 Quick Laok Report On Large Scale
Refload Teat-OS - CCTF Teot Cl-Od
(Run 014)," JAERI-amo-B.9d,
February 1900.

CCTF

CCTv

Cl-O. 015)

Cl-o7 (01)

2.3 Fig. 31 'Quick Look Report On Large Scala
Ref lod Twat-" - CCTF Toot CI-Ob
(Run 015)," JAERI-ero-W9S, July
190.

2.3 'Quick Look Report On Large Scale
Ref lod Teat-07 - CCTF Teat Cl-07
(Run 01d," JAERI-- uemo099, July
1900.

1�
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Table G-1. (continued)

EMILIXT YEDI

CCTF Cl-00 (0171

lEST R!TERENCE

2.3

nfijftPARAMESTER RANGING tPfiJ.IAUOlN COE EP
ACCURACY

CCow

Ccer

CCow

Cl09 (016) 2.3 Fig 3.1

Cs-10 (019) 2.3

Cl-11 (020) 2.3 Fig. 31

CCTF Cl-12 (021) 2.3

TEIII MfEMUMC

*Ouick Look Report On Large Scal
Refload Test-0S - CCTF Test Cl-S
(Run 017)," JMRl_-m 2o-VM, July
1990.

'Quick Look Report On Large Scale
Ref load Teet - CCTF Test C1-0
(Run 016)," JMERI-aeO-9125,
6eptueiber 1960.

,Quick Look Report On Large Scale
Reflood Test-10 - CoTF Test Cl-10
(Run 019)," JAERI-oewo-9207,
IOve r 19"0.

"Quick Loak Rwport On Large Scale
Reflead Test-1l - CCTF Test Cl-ll
(Run 020)," JAERI-oeso-9209,
November 1960.

"Quick Look Rport On Large Scale
Ref lod Teet-12 - CCIF Test Cl-12
(Run 021)," JERI-meom-9270,
January 1961.

'Quick Look Report On Large Scale
Refload Tost-13 - CCTF Test Cl-13
(Run 022),1 JAERI-mmo-922,
January 1991.

'Quick Leak Report On Large Scatl
Reflood Test-14 - CCTF Test Cl-14
(Run 02)," JERI-eOeO-9m,
February 1961.

"Quick Look Report On Large Scale
Refload Test-15 - CCTF Test Cl-IS
(Run 024),' JAERKI-pea-9329,
February 1991.

'QuIck Look Report On Large Scale
Reflood Tost-l1 - CCTF Test Cl-lb
(Run 025),I JAERI-eoma-9349,
"arch 1951.

-

CCTF

CCTF

CCTF

Cl-13 t022) 2.3 Fig. 31

Cl-14 (023) 2.3 Fig. 31

Cl-1S (024)

Cl-lb (025)

2.3

2.3 Fig. 31



Table G-1. (continued)

FACILITY TEST P CAjIhn PARAMETER RANG NDNZA u CODE & EXPTSTREERN
* ACCURACY

CCTF Cl-l9 (037) 2.3 
Quick Look Report On Largo Scale

ReflWd Tskt-il - CCTF Toot Ct-lU
(Run 037)." JAERI-sIaa-9713,
Octobar 1961.

CC1V Cl-19 (03) 2.3 
"*Qck Look Report On Large ScesI
Ref lood Test-19 - CCTF Toot Cl-19
(Pun 03}6," JAERI-som-9747,

_ovaabar 1901.

CCTF CI-20 039) 2.3 
"Quick Look Report an Largo Scals
Reflood Test-20 - CCTF Tost CI-20
(SuA 039), JAERI-mama-W7&,
Novembar 1901.

CCTF CI-21 (040) 2.3 Fig. 31 "Mack Look Report On Large Scale
Ref load Tett-21 - CCTF Test Cl-21
(Mun 040)," JAERI-aao-49W3,
January 1902.

C:C. CI-GI (009) 2.3 Fig. 31 *Qulck Loo Report On Large Scale
Ref lod Twat-09 - CCTF Toot
Cl-SHS ARun 009),"
JAURI-mmm69i33, June 1960.

CCTF C2-01 (056) 2.3 
'Quick Look Report On CCTF
Co-011 Refload Test, C2-1 (Run
55)," JAERleeaom7-392, Decemebr
1962.

CCTF C2-02 (066) 2.3 
'Quick Look Report On CCTF
C-tl Refluad Teoo, C2-2 MRun
56)," JAERLRemao-57;393, Dacember
192.

CCTF C2-OS (061 2.3 
Quck Look Report On CCTf

Core-II Refload Toot, C2-3 (Run
41)," JAERI-sama-5B-4&0, January
1964.

CCTF C2-4 (062) 2.3 Fig. 31 
'uWick Look Report On CCTF
Corn-Il Refload Test, C2-4 (Run
62 ," JAERI-.amo-50-479, January
1964.

1' .4
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Table G-1.

FACILlYY

CCTF

CCTF

C:Vr

CCTF

t:CTFCCtF

CCTF

CCwTF

CCTP

CcTF

(continued)

C2-*S (063)

2.RTS

2.3

fLT~s PARNIET]R RAON INO I

Fig. 31

C2-A W44) 2.3 Fig. 31

C2-07 (0MS) 2.3

0

C2-M (047)

C2-09 (06)

C2-10 0649)

C2-11 (070)

2.3 Fi9. 31

2.3 Fig. 31

WDE & EXP TEST REP

OQuick Look Report On CCTF
CoreII R. load Test, C2-5 (Run
63)9, JAERI-mano-51-044, February
1994.

*Outak Look Iepart On CCTF
Core-II Refload Tet, C2- MRun
64),- JAERt-moe-59-012, February
1994.

*Quick Look Report On CCTF
Core-II Reflood Test, C2-7 MM
65),- JAERE-RIa-59-047, February
1994.

*Quick Look Report On CCF
Care-II Ref lod Test. CZ-S (Run
67t 1, JMERI-Pmw-5?-0, February
1984.

*Qutck Look Report On CCTF
Car_-11 Rwflood Test. C2-9 Run
6ia), JAERI-Remo-59-049, Fabruary
1994.

*Ouick Look Report On CCTF
Core-It Refload Test, C2-10 (Run
69)*" JAERI-Remo-9-029, February
1994.

OOuick Look Report On CCTF
Care-Il Reflood Teot, C2l-l (Run
70),- JAERI-ReIo-l9-013, February
1994.

Fiq. 29 "Quick Look Report On CCTF
Cor_-1T Reflood Test, C2-12 fRun
71)9," JARMI mama 9-326, October
1994.

Fig. 2t 'Quick Look Report On CCTF
Core-I1 Reflood Te-t, C2-13 (Run
72)," JAMRI-meo-59-416, January
199.

2.3

2.3

Fig. 31

Pig. 31

C2-12 (071) 2.3 3.3

C2-IS (072) 2.3



Table G-1. (continued)

ITE5 PI SCALIN13 PARAMETER RANGING NODALIZOT2IN GQELkE TEST REFERENCE

CCTF

CCTF

C2-14 (074) 2.3

C2-15 (075) 2.3 FiU. Sl

C2-1 (076) 2.3

-Quick Look Report On CCTF
Core-_I Reflopd Test, C2-14 (Run
74), JAERI-maee-59-352, October
19"4.

3.3 "Quick Look Report On CCTF
Corw-Il Re lood Test, C2-15 4Rmn
753)," JAERI-seo-60-255,
September 1995.

Fig. 20 'Quick Look Report On CCTF
Car_-11 Reflood Teut, C2-14 (Run
76)," JAERI omeeo0-142, June
1995.

CCTF C2-17 (077) 2.3 * "uIck Leok Report On CCTF
Crew-11 Ref lood Teot, C2-17 (Run
77)," JAERI-meeo-61-134, May
19,.

0
CCTF C2-19 (079) 2.3 Fig. 2 "Quick Look Report On CCTF

Cwre-11 Reflood Test, C2-1t (Run
7) ,- JAERI-memo--372, December
1905.

CCTF C2-,AA14057) 2.3 'Quick Look Report an CCTF
Core-_I Reflood Tout, C2-AA1 (Run
57).' JRERI-mmeo-50415, November

9W3.

CCTF C2-AA2 050) 2.3 "Quick Look Report On CCTF
Core-I Ref ood Test, C2-AA2 (Run
5W)," JAERI-memo50-38&, October
1993.

209-214 3.3.2 'PUMP TWO-PHASE PERFORMAICE
PROGRAM," Combust ion Engineering,
Inc., ERPI NP-ISS1, September
1900.

'PUHP TWO-PIASE PERFORMACE
PROGRAM,' Combustson Engineering,
Inc., ERPI NP-15U6, September
1990.

CE 403-406 3.3.2

.4 I
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Table G-1. (continued)

EMG. LTY IMT P)RT, flCAL PARAtIETER R!ANGING CODE St EXP
ACCURACY

CREfAR

CREAM

CREARM

a,
CREAM

2.5032 thru
2.5044

2.5047 TIRU
2.50t

2. 062 thru
2.5070

2.5104 thru
2.5117

2.5122 thru
2.5232

2.5133 thru
2.5141

Rua. Al' THRU
A49

Runs SI THRU
535

Runs 01 TttU
D21

2.3

2.3

2.3

2.3

2.3

1/5 Scala Ceunter Currant Flew
Data Prememtatlan and
Dlscuston,' C... Crowl-y, P.".
Rothe, R6.. Sam, IRIlEG/CR-210,
Noie.ber 1981.

1/5 Scale Counter Currant Flaw
Data Premantation and
Dlscuaulon" C.J. Crowley, P.".
Rothe, R6.. Sam, UREG/CR-2104,
November 1961.

'1/5 Scala Counter Currant Flow
Data Presantatian and
Dlcusioan,' C.J. Crowlay, P.H.
Roth., R.6. Sam, URLEWCA-2106,
November 1961.

'IM Scale Counter Current Flaw
Data Presentation and
Discussion,, C.J. Crowlay, P.H.
Rothe, R6.. Soa NU, O/CR-2106,
November 1961.

"1/5 Scala Counter Curr-nt Flow
Date Presentation and
Dircumelon," C.J. Crowlay, P.H.
Roth-, R.9. Sam, HIREB/CR-210&,
November 1961.

'ECC Delivery Studys rxpwripantal
Resulta and Discussion," Cr-wlay,
C.T., Block, J.A., CREARE TN-217,
October 1975.

3.3.7 1i/S Scale Counter Current Flow
Data Presentation and
Diecussion," C.J. Crowley, P.H.
Rotho, 6.l. Sam, NUREG/CR-2106,
November 1961.

CREAM!

CREAME PF

CREAM PF

CREAM! PF

2.3

2.3 3.3.7

2.3 3.3.7 "ECC De ivery Studyt Experimental
Resultn and Diacu--ion,' Crowley,
C.T., Block, J.A., CREARE tN-217,
October 1975.

2.3 3.3.7 'ECC Delivery Studys Experimentol
Result- and Diecuasion,' Crowley,
C.T., Slock, JA.., CREAM! lN-217,
October 1975.



Table G-1. (continued)

FCILITY T E SCALI PARAMIETER RANGINg ZZATIO CODCEIp.EX TgESg EF

CREARE 114: 3.3.2 3.3.2 '"Ndel Pump Paftarmunce Pe,
. L. Swift, EPRZ-NP-2379 (May

CRUAR 1232 3.3.2 3.3.2 'addl Pmmp. Purfm-mnce Prorve.-(PUMP) .L. Swiftp EPRI NP 2379 Slay
1982).

DARTMOUTH EXPER. 1 3.2 H.J. Richter, at .1., Effect of
Scale On Two-Phase Countorcurrent
Flow Flooding,* NUREG/CR-0312,
June. 1979.

DARTMOUTH EXPER. 2 3.2 H.J. Richter , t aI., "Cffect of
Scale On Two-Phase Countercurrent
Flow Flooding," NUIEWS/CR-e312,
June 1979.

OHIR Fig. 22 V.K. Dhir at aI., 'Subcoaled Film
Bfiling Heat Transfer from
Sphareso" Ne- . Eng. Dfe., 47,
1970, pp. 49-d..

FLECHT 1002 Fig. 31 F.F. Cadek et &l.,-PIR FLECHT
FINAL RPORT," NCAP-75, April
1971.

FLECHT 11003 Fig. 31 L.R. Roal Ut l., "FLUOcT Low
Flooding Rate Skewed Test Series
Data Report," IWoj106, May1977.

FLECHT 13404 Fig. 31 EL.R Rosal at *1., *FLECHT Low
Flooding Rate Skewed Teot Series
Data Report,' WCAP-9108, May
1977.

FLECHT I5 Fig. 31 E.R. Rosrl at *1., "FLECHT Low
Flooding Rate Sked Teat Series
Data Reports" &dAP-9108, "ay
1977.

I4 4
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Table G-1. (continued)

E1LUX Tnm CM SmJ.ffi PARAeWER RANCHN "mfiL~m og lMEX

FLECHT

PLACHT

FLECHT

FLJECH?

FLECtr-SIABET

15423

17201

1OF02

Fig. 31

Fig. 31

Fig. 31

3.2

4531 t 3.2

30619 2.3a,
I

E.R. Ronal at *1., 'FLECHT La"
Flooding Rate Skowed Toot Series
Dat- Report, WCAP109, may

197.

E R. Rfsel et &I., FLECHT Lo"
Flooding Rate Skewed Test Series
Data Report," WCAR-9109, "By
1977.

E.R. Ronal at 1., mFLECHT Low
Flooding Rate Skewe Toot Sories
Data Raport," I CAP-910, May
1977.

MFLECHT LOW FLOOSTIS RATE COSINE
TEST SERIEt DATA REPORT," Rosal,
E.R. et *., WCAP-0651, Pcember

n.J. LftUis et *1., "PUR
FLECHT-SMABET Unblocked ai"nd
Forced and gravity Reflood Teak
Data Report," HIAMMR-1532,
Vole. I end 2, MCAP-9699

n.a. Loftus et Al., n"R
FLEOlT-BEASET Unblocked Bundle
Forced and gravity Reflood Toak
Data Report,' * UREBR-1532,
Vole. 1 and 2, WAPW-999,

n.J. Loftus at *1.$ PR
FLECHT-BEASET Unblocked Bundle
Forced and Gravity Refload Took
Data Raport,*" URES/CR-152,
Vale. 1 and 2, MCAP-169,

n.J. Loftus at at., OPiR
FLECHT-SASET Unblocked Bundle
Forced and Gravity Refload Took
Data Report," HUREGSCR-132,
Vole. I and 2, MCAP-969,

N.J. Loftus at Al., PWR
FLEC4T-BEASET Unblocked Bundle
Forced And Gravity Refload Took
Data Report,* HUREO/CR-1532,
Vol*. I and 2, NCA-969,

FLE01T-EEASET

FLEOcrT-SEASET

FLECH?-GEASET

30617

31203

31302

2.3 Fig. 31

2.3

2.3

FLECHT-SEAMET 31504 2.3 Fig. S1 3.2



Table G-1. (continued)

TEL8T PIR SCAALING PARAIIETER RANGING NODALZATON CODE & EXP TEST I EFEREK

FLEC4T-GEASET 31701 2.3 Fig. 31 H.J. Loftus at al., OPWR
FLECHT-SEAlET Unblocked Bundls
Forced ad Gravity Reflood Task
Data Reprt," 5EB/C/R-1532,
Vole. 1 and 2, WCAP-9499,

FLECHT-GEAGET 310S 2.3 N.J. Loftuu at al., "PW
FLECHT-SEASET Unblocked pundle
Forced end Gravity Re *load Task
Data Reprt," NUREWCR-1532,
Vol.. I and 2, &dCAP-9&9,,

JANSEN 301-310 Fig. 22 E. Jansen and J.A. Kervinen,
Film bailing and Rewmtting,"

Nedo_209759 75 NED 50, General
- Electric. August 1975.

JANSEN &01-&10 Fig. 22 E. J-nson end J.A. Kervinan,
'Film boiling end Rowetting.,
NUdo-20975, 75 NED 50, general
Electric, August 197.

LEHIGH 100 Fig. 22 D.B. Evens, at al., "14a~surementUNIVERSITY 
of ANiAlly Varying on equil ibruiv_ 
in Post-Critical-Heat-Flux
WSiling in a Vertical Tuba."
NURhE/CR-3363 Ts-63i-i, Lehigh

LEHIGH 124 Fig. 22 D.B. Evans, ot al., "MeasurementUNIVERSITY 
of AZially Varying Nanaquilibrjup
in POut-Critical-Heat-Flun
boiling In a Vertical Tube-,"
NURGS/CR-3363 TS-831-1, Lehigh

HARVIKEN 12 Fig. 21 'The Nerviken Full Scale Critical
Flow Tests, Valune is Sumary
REport," EMRI-W-2370 (MAY 19821.

MARVIKEN 13 Fig. 21 3.2 Resul to Frau Test 13, The
herviken Full Scale Critical Flow
Toats." Joint Reactor Safety
Experiment in the Narviken Power
Station, Sweden, Marviken report

HARVIKEN is Fig. 21 "The Nerviken Full Scale Critical

Flaw Toets, Volume is Ssumar0yReport, * EPRI NP-2370 (MAY 1902).

4 
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Table G-1. (continued)

FACILMIT TES elRT S I! PAPAMETER RAHSMN9 !QD.LZ N 
PE 

ETLSRACY.I

Fig. 21 -The Marviken Full Scale Critical

ARMEN 1 q.Flow Toots, Volume ts SummarY

Report, EPRI-M-237O ("AY 1982).

17 Fi 21 *The Marviken Full Scale Critical

MEN 
. Flaw Teat-, Volume is Summary

Report," EPfRI-#2370 ttqY 1962).

vlKEN 10 19 21 Fig. 21 sThe "arviken Full SCAle Critical

MARVIEN 18 19, 1P 
Flw Toots, Volume It Summary

25 
Reporta Emt-t-237O ("AY 1982).

NARVIKEW 20 
Fig. 21 3.2 -Reeult Fraom Test 20, The

MARVIKN 20 
grviken Full SC6le Critical Flow

Toots," Joint Reactor Safety

Experiment in the farviken Power

Station, Sdn, larviken report

ARIE22Fig. 
21 3.2 -Results From Toot 22, The

VIKEN 22 F92S.arvik e Full Scale Critical Flaw

Tests, Joint Reactor Safety

Experiment in the 1arviken Power
Station, Sweden, narviken report

NARVKEN 4 Fl. 213.2-Results From Toot 24, The

"ARVIKEt 24 Fig. 21 3.2 'arviken Full scale Critical Flow

Tests,, Joint Reactor Safety
Experipent in the larviken Power
Station, Sweden, farviken report

IAYKN 43.2 
"Results Prom Toot 4, The

nARVIKENt 4 
32rviken Full Scale Critical Flow

Teat-," Joint Reactor Safety

Eperriment in the "arviken Power
Station, 9Sden, Sarviken report

ETUJE YS3.2 -TRAC-PFI 1)105 Independent

N£PTUNU9 YOS 
S.*Asee ent N EPTUUS Pre wriz ar

Toot Y05," A.C. Peteron
HURES/CR-3919, A"NDe4-15349
December 1994.

NO~WSEN A.TSS3.2 
1. Dilber, et Al.,

NRTHERSTERN ALL TESTS 
'Countercurrent Steamloater Flo"

Above a Perforated Plato-Vertical

InJection of Water,"
MAIREGICR-2323. September 1991.



Table G-1. (continued)

FACILITY

3.07.9 K-M,
p

3.07. N, X

LLV-3

P t f W I PARAMETER hAN! NS NODALIZATION

Fig. 22

Fig. 22

Fil. 30

CODE & EXP
AiCgW8,AY

ORNL

PQF-LLR

G.L. Ydr at al., * Dipermed
Fl1w Flu Boiling in Rod Bundle
Geaat*ry-Steavy 6tot Heat
Traner Date end Correlation
Coeperieons,* NUW4WCR-2435,

O... VLder at a1., 6D1spersed
Flow Film Baoling in Red Bundle
eoeetry-6teedy State Meat

Transfer Data and Correletian
COOP roon.,*' URMG/CR-2435,

D.J. VArACalle Jr., R.V. garner,
"POF/LMFT La" Pod Program Teats
LLR-3, -4, -5 Quick Look Rowt,"
TFUP-TR-315, April 197.

PF-fLLR LU-4 Fig. 30

0~

P9F-LLR LLR-4R FIG. 30

D.J. Verecalls, Jr., R.W. Garner.
"POFILOFT Lead Rad Progree Tests
LLR-3, -4, -5 Quick Look Report,-
TFBP-TR-315, April 1979.

D.J. Varacelle, Jr., R.L. Darner,
"PBF/LOFT LJad Rod Progre_ Test
LLR-4A Quick Look Report,
TFBP-TR-S20, Juns 1979.

D.J. Veracell-, Jr., R.W. garner,
"POF/LOFT Lad Rod Program Tests
LLR-3, -4, -5 Quick Look Report,'
TFBP-TR-315, April 1979.

PbF-LLR

6CTF

SCTf

6CTf

Fig. 30

51-01 4507) 2.3 'Data Report an Large Scale
Rodload Test, lCTF Test C1-01
(Run 5070,- JAR*-aeeo-9974,
March 1902.

91-02 4500 2.3 'Date Report an Large Scale
Refload Test, SCDF Teat Y1-02
hun 500)," JAERI--em-S977,

March 1992.

"Date Report an Largo Scatl
Ref lod Test, CCTF Teot U1-03
(Run 509)*" JAERI-eae-57-31U,

Noveeber 1902.

91-03 4509) 2.3

.9 

i

d.



I

Table G-1. (continued)

FACILITY ItEi EMn SCLN PARAME~TER RANG ING

SCIF 91-04 (510) 2.3 Date Report an Large Scala
Ref load Test, SF Toot 1-04
(Run 510)," JAERI-meee-57-31Y.
Naveeber 192.

SCTF 91-05 (l1l) 2.3 'Dota Report an Large Sela
Ref lood Teat, SCTF Toot 91S05
(Run 511)," JAERI-eem@-57-320,
November 1992.

SCTF St1- (512) 2.3 Dfata Rpeprt an Large Scala
Ref lad Toot, ST Toot 51-0
(Run 512)," JAEI-oeo-57-350,
Noveaber 1992.

BTr 81-07 (513) x "Data Report an Large Scala
Reflood Toot, WC Toot 51-07
(Run 91S)," JAERI _- 3,
November 1982.

-

SCTF 91-08 (514) 2.3 "Data Rert an Large Scale
Reflood Toot, SCTF Toot 91-09
(Run 514)," JMERI-eeea-57-354,
Noveaber 1992.

9CTF

GCTP

SCTF

81-0 (515) 2.3 "Data Report an Large Scal-
Rbflood Toot, SCTF Teot 91-09
(Run 515)," JAERI-eeo-57-M355
November 1992.

81-10 (516) 2.3 'Data Report an Large Scale
Reflood Toot, WCTF Toet 91-10
(Run 516)," JAERI-poee-57-365,
December 1992.

S1-11 (517) 2.3 'Data Report an Large Scala
Reflood Test, 9CTP Toot 91-11
(Iun 517)," JAERI-mwo-573-72,
Deceeber 1982.

5CTF 81-12 (519) 2.3 'D-ta Report an Largo Sca-l
Reflood Test, 9CTF Toot 91-12
(Run BI5D), JAEMI-eee-57-3S0,
December 1992.



Table G-1. (continued)

FACILITY

SCTf

6CTF

SCTF

6CTF

TE5T P IRT SCAL I NG PIRAMETER RANGING NODZLURTION CD tLlGAr
AiCCURACY

91-13 4519) 2.3 Fig. 31 *Date Report an Large Scale
Ref lood T.,t, SCIF Test Sl-13
(Run 5191,I JAERI-em o-57-401,
December 1902.

S1-14 (520) 2.3 'Data Report an Large Scale
Reflood Test, SCTF Teut S1-14
(Run 520),' JAERI-memo-57-361,
December 19S2.

S1-15 (521) 2.3 'Data Report an Larve Scale
Reflood Twat, SCTF Test SI-IS
(Run 521),' JAERI-eeeo-57-362,
December 1902.

S1-1 4522) 2.3 "Data Report an Larg ScA&le
Reflood Test, GCTM Test 81-l
(Run 522)," JAERI-mem-57-304,
December 1992.

IG) SCTF 61-17 (523) 2.3 Date Report an LaraE Scale
Refload Test, SCTF Test 91-17
(Run 5233,' JA&RI-oeo4-57-3S5,
December 1992.

SCTF

SCTF

91-19 4524)

91-19 4525)

2.3 'Date Report mn Large Scale
Reflood Test, SCTF Test S1-10
(Run 524),' JAERI-memo-57-402,
Deceeber 1992.

2.3 '"ata Report an Large Scale
Reflood Test, SCTF Test 81-19
(Run 525),1 JAERI-seeo-37-403,
December 1992.

SCTP

SCTF

S1-20 (530) 2.3 "Data Report an L rg- Scale
Ref lood Toot, 6CTF Test S1-20
(Run 530)," JAERI-meaa-50-298,
September 1993.

81-22 (532) 2.3 'DOta Report mn Large Sc-l-
Ref lood Teat, SCTF Test 81-22
(Run 532) ,' JAERI-amoo-50-2999
September 19f3.

'I



A t.

Table G-1. (continued)

TEST UU CALNG PARAMEM-RRANGING MffiJ~UUATION C 9&EXP
8CSAEAC

SCWT

GMI

8CTF

SCTF

Rl-23 (536) 2.3 *Data Report on La- 9 Scala
Ref lood T-st, SCTF Test 81-23
(Run 536),0 JAERI-meao-59-300,

septabr 1993.

81-24 (537)

81-9H4 (529)

81-844 (929)

82-01 (606)

2.3

2.3

2.3

2.3

Fig. 31 'Data Report on Large Scale
Reflood Tout, SCIF Tout 81-24
(Run 537)," JAERI-areo-59-301,
September 1993.

Data Report on Large Scala
Ref lood Tost, SCTF Teot 92-343
(Run 529)," JAERI-ee-o-58-296,
September 1993.

'Data Report on Large Scale
Reflood Test, SCTF Tout St-34
(Run 529)," JAERt-nea-59-297,
September 1993.

'Data Report on Large Scale
Ref lood Test, SCTF Test 82-01
(Run 606)," JAERI-meea-59-289,
September 1994.

Cf)

I
to

BCTF

SCTF 82-02 (607) 2.3 "Data Reprt on Large Scale
Refload Toot, SCTF Test B2-02
(Run 607)," JAERI-meme-59-293,
September 1994.

SCTF B2-03 (60M) 2.3 'Data Report an Large Scale
Ref lood Teet, BCTF Test 92-03
(Run M06," JAERI-moee-9-432,
January 1995.

SMT

SCTV

82-04 (609) 2.3 ,Data R port on Large Scale
Ref lood Test, SCTF Test 52-04
(Run 609)," JAERZ-memo-59-4339
January 1965.

'Data Report on Large Scala
Ref load Tet, SCTF Teot 92-05
(Run &10)," JAERI-"mmo-"434,
January 19B.

82-05 (610) 2.3



Table G-1. (continued)

EaQU.M~

SCTP

suer

SCTF

SCTP

iTE8

62-0 4611)

PIRT SCL~ PARAMET~ft RANGL_ NOGDA~LZAIQ

2.3 3.3

62-07 (612) 2.3 Fig. 31

92-06 (613) 2.3 gig. 31 3.3

92-09 (614) 2.3

CAm SCTF 2-10 (61M5 2.3

92-11 (616) 2.3 Fig. 31

GQWIE EXTEST REFERENCE
ACCURACY

Fig. 20 *D0t. Report on Large Scale
Ref lood Tout, ECTF Taut 92-0
(Raun 611)," JAR1-.o-59-435,
February 1905.

lDot& Report an Largo Scale
Reflood Taot, SCTF Taot 92-07
(Run 612)," JARIueo- 59- ,
Fabruary 1985.

Fig. 28 'Data Report on Large Scale
Ref lod Taot, SC1F Taut 92-6
(Run 613)," JAERI-aeeo-59-437,
Fabruary 1905.

Fig. 2 "fData Report an Large Scale
Ref lod Taut, SCTF Tout 92-09
(Run 614)," JAERI-ea -59-4361,
Fabruary 2955.

'Data Report an Large Scale
Reflood Test, SCTF Tast 92-10
(Run 615)," JAERI-aia-40-110,
may 1955.

"Data Report an Large Scots
Reflood Toot, SCTF Taut 82-11

Run 616)," JAERI-omea-60-1,
may 1995.

"Data Report an Large Scale
Reflood Tat, SCTF Toot 92-12
(Run 617)," JAERI-aa-"-112,

May 1905.

OData Report an Large Scala
Refload Toot, SCTF Tout 62-13
(Run 619)," JWLRI-ue-6-113,

may 1905.

"Data Report on Large Scala
Refload Toot, CCTF Test 62-14
(Run 619)," JAERI-1ma-60-114,
may 196.

SCTF

SCTF

9CTF

SCTF

92-12 (617)

62-33 (619)

92-14 (619)

2.3 Fig. 31

2.3

2.3 Fig. 31

A.



t

Table G-1. (continued)

FACILITY II9T

SCTF 2-1:5 20) 2.3

N&IMMA PARAtEIKTR RANGING MM&MIUMMW CS

Fig. 31

SCTP

SCTF

SCTV

82-b M21) 2.3 Fig. 31

92-17 (M22) 2.3 Fig. 31

C

_4

SCTF

92-18 (23) 2.3 Fig. 31

92-19 £624) 2.3

82-21 (626) 2.3 Fig. 31

ODE & EXP TEST REFEF.C
4CCUR9C

"Data Roport on Large Scale
Reflood Test, SCTF Test 52-15
(Ruu 620)," JAERI-e0-60-2599
October 199!.

"Data Report on Large Scale
Ref lood Test, SCTF Test 92-16
(Run b21)," JAPRI- _o'60-2S9,
October 199.

"Data Report on Large scale
Reflood Timt, SCTF Test 92-17
(Run 622)," JAERI-eus-60260.October 1953.

"Data Report on Large Scale
Reflood Test, SCTF Test 92-I1
(Run 623)," JAER?-meecp-60-269
October 1995.

"Data Report on Large Scale-
Ref lood Test, 9CTF Test R2-19
(Run b24),- JAERI-eeo,-60-269,
October 1985.

"Data Report on Large Scale
Reflood Test, SCTF Test R2-21
(Run 626)," JAERI-qome-60-270,
October 1995.

"Study on ECC InJection Modem In
Reflood Tests With SCTF Core I,-
Akira Ohnuki ot at., JAERI eem
61-lIS, "arch 1986.

Fig. 29 *Dota Report an Large Scale
Reflood Test, SCTF Test 82-9H1
(Run 604)," JAERI-mec-5Y292.
suptenber 1994.

Fig. 29 "Data Report on Large Scale
Reflood Test, rCTF Test 92-9H2
(Run 60!)," JAERI-Uo-59Y2197.
Septeber 1994.

9CTF

SCTF

SCTF

SCITF

52-ACI (601)

52-5HI (604) 2.3

92-9ff2 (605) 2.3

3.3

3.3

3.3



Table G-1. (continued)

FACILLTY

8CM Ot-0 (705)

P.IR

2.3

SCALiIN PARAMETER RANG3ING3 NODALIZATION~ GODE & EX

SCTF

SCTF

SCTP

93-02 (70) 2.3

93-03 (707) 2.3

SCTF

N
N4m

amT

GCTF

SCTF

SCTF

93-04 (700) 2.3

93-05 (709) 2.3

63-06 (710) 2.3

83-07 (711) 2.3

93-00 (712) 2.3

TEST REFERENCE

'Data Report an Large Scale
Refload Test, SCTF Test 93-01
(Run 705)," JAERI-soma-a2-117,
March 1907.

'Data Report an Large Scale
Ref lod Test, LCTF Test 93-02
(Run 704)," JAERI-sea-62-1 19,
March 197.

'Dat& Report an Large Scale
Reflood Test$ SCTF To T T3-03
(Run 707)," JAERRt wa-42 119,
March 1997.

'Data Rsport on Large Scale
Refload Toot, CTF Test 93-04
(Run 700)," JAERI-1_ea-&2-120,
March 1907.

'Data Report an Large Scale
Ref lood Tek, S6CF Toot 93-05
(Run 709),- JAERI-saen-62-121,
March 1907.

"Datk Report an Largo Scale
Ref laod Test, SCTF Test 6S3-
(Run 710)," JAERI-_ama-42-122,
March 1967.

"Data Report an Largo Scale
Reflold Tost, SCTF Tust 93-07
(Run 711)," JABRI-asan-,2-123,
March 1907.

'Data Report an Large Scale
Refl ood Totk, 6CTF Tust 3-09
(Run 712)," JAERI-m1oo-62-124,
March 1907.

'Data RepAot on Large Scale
Ref laod Toot, SCTF Test 93-09
(Run 713)9, JAERI-aeso-42-1259
March 1907.

93-09 (713) 2.3

I.



T.( i

Table G-1. (continued)

TE8T PIRT SCALINQ PARAMETER RANGING NODLITATIn
ACCURACY

TEST REFERENCE

SC'TF

SCTF

83-10 4714)

I3-5HI 4703)

93-Ma2 (704)

2.3

2.3

2.3

Fig. 31

'DOto Rport an Large Scale
Reflood Taft, SCTF Test 13--41
(Run 703),' JAERI-emo-62-il ,
"arch 1997.

'Data Report on Large Scale
Rif lood Teat, SCTF Teot S3-SH2
(Run 704),- JAERI- _a-62116,
"arch 1907.

-Dot^ Report an Large Scale
Reflood Test, 8CTF Toot 53-10
(Run 714)," JAERI-poon-62-125,
"arch 1987.

SEMISCALE 8-03-1 AND
9-03-3

2.3 Fig. 30

G

W3

SEMISCALE 9-03-2 AND
S-03-4

2.3 fig. 30

SEHISCALE -0S-03 Thru
9-03-9

2.3

wEllperlantal Data Rep-rt For
Sealecale MOO0-1 Teats 8-03-1,
Thru 8-03-4 (REFLOOD HEAT
TRANSFER TESTS)," H. Cra t.
Jrnson, K. Beckett,

"Expertmental Data Report For
Setiacala MO-1 Tast- 9-03-1,
Thru 5-03-4 (REFLOOD HEAT
TRANSFER TESTS)," H. Cra, .
Janson, K. Sackett,

Experimental Data Report For
Sesiocala MOD-I Tests 9-03-39
9-03-4, 8-03-79 and S-03-4
(REFLOOD MEAT TRA ER TESTS),"
H. Crmpo at I*., ANCR-M3RES-1307,

mExperImental Data Report For
"1mlcale MOD-1 Tests 5-03-A,

l-03-9, f-03-C, 9-03-D (REFLOOD
HEAT TRAMER TESTS), * H. Crapo,
M. Jenson, K. Eackett,

0EXperimental Data Report For
Bamiacale 11D-3 Reflood Heat
transfer Toot 8-07-4," A.
Billins, K. Sackett, K. Stanger,
MUREJ/CR-0254, August 1979.

0.11. Len at al.,PMR Bl owdown
Heat Transfer Separate Effects
Progrom THTF Experimental Data
Report for Toot 151,"
ORML/NUREG/?M-1I0.

EMISCALE 3-03-A TM4RU
S-03-0

2.3 Fig. 30

SEMISCALE

THTF

8-07-4 Fig. 30 3.2

151 Fig. 30



Table G-1. (continued)

FACIL ITY

THTF

THTF

THTF

UPTF

ITES

153

161

162

PIT ING PARAMETER RANGING NODALIZATION CODE T EYP EST RgeRgENC

Fig. 30 D.N. Lmn at *1.,PR 111
Hoat Transfer lapeint- Effects
Prinr^. THTF mpWr"iuntal "ato
Reprt for Tusk 153,5
MAW68/CR-0279.

Fig. 30 M.G. Cradick t *.I ,PNR
blowdown Must Tromfor separate
Effects Progras TYTF Experlsontal
Data Repqrt far Tust 161,w
IIRCO8C*0731.4

Fig. 30 I. . Craddick et .1., NPMR
bU_.dau, Moot Trnsfer sleprakt
Effects Program TNTF Eaparisnt
Dfat Report for Tust 1626,
NaU/RCRI-0732.

Fig. 30 TO BE PUWLRiHED10

p.
UPTF 5 3.3.6 TO Se PUWLISHED

TO BE PUBLISHEDUPTF 4.3 3.3.6

*545*O*****e*44e..C*****sX@**s**e*v*4***s*e*X*.** SID94AfRY *

TOTAL TESTS USED FOR NODALIZATION TOTAL TEST6 USED FOR SCALING TOTAL TESTS USED FOR PIRT TOTAL PARAMETER RANBING TESTS

5316 67 120

TOTAL TEBT USED FOR CODE AND
EXPERINENTAL ACCURACY

9
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Table G-2. Primary CSAU application for IET)

PIRT UlJI PAR1AMtETER RANGING ODl & EXP
ACIRK

TE21 REFERENCE

LODI

LOSI

LODI

LODI

At-04

Ai-07

AI-4R

Al-M

L2-2

L.2-3

L2-S

Fig. 30

Fig.30

Fig.30

Fig.30

2.3 Fig.30

2.3 Frc.30

2.3 Fig.30

3.2.2

L. Pipliet and W. Kolar. Oguick
Look Report on LODI T..t AI-04,t"
Commimiation LOC S0-03,
Commni-ssn of the European
Communities, .R.C.-IordJR-9

L. Piplie. and W. Kolar, 'Ouick
Look Report on LOSI T.st Al-04R,O
Caumuication LOC 60-03,
Camei .itm of the European
Communittis, J.R.C.-Impram, June

L. Pipli.. and 60. Kolar *Otick
Look Report on LODI T..t AI-0R, 0
Communicatlon LOC t0-03,
Coreinst n of the European
Co.munities, J.R.C.-I-pra

L. Pipliss and M. Kolar, Buick
Look Repert on LOS! Test AI-04R,'
Comunication LOC I0-03,
Cort tsaon of the European
Comunities, J.R.C.-!spra

B.M Nodro, B.N. Akoanq V.T.
Sort&, A.D. Wahba, 'Review Of
Loft Large Break Euperiments,
OEM LOFT-T-3900 (IMARCH 1999).

B.ll Mdro S.N. Akean, V.T.
Berta, A.D. Wahba, 'Review Of
Loft Lorge Break Emsperiments,'
OECD LOFT-T-3"00 (IARCH 1198).

S.M Hadro, U.N. Akwan, V.T.
serta, A.D. Wahba QReview Of
Loft Large lreak Emperiments,*
OECD LOPT-T-3900 ("ARCH 1993).

a,
M' LOFT 3.2.2

3.2.2

3.2.2

LOFT

LO"T

LOFT

LOFT

LP-02-&

LP-LO-I

Fic.30 3.2.2 Fig. 29 B.1 Nadro, 6.N. Akman, V.T.
Varta, A.B. waftb, 'Review Of
Loft Large Break Emparawants,'
OECO LOPT-T-3O00 (MtRCH 1999).

6.11 rtdro, U.N. Akean, O.T.
Derta, A.S. Wahba, 'Review 0O
Loft Large Break Euiperi nts,
DECO LCWT-T-3900 (ARCH 1989).

Fiq.30



Table G-2. (continued)

FACILITY

PKL 119-5

EIRT SCiALN PARAMETER RANGING NODALIzTION

Fig.30

TSeT REFERENCE

"Irokbnisaw dma Vursuch.. il-5
dr Totemarle PVA. 11B,"

R13105/159 9/9/95.

PKL

WHISCALK

BEHISCALE

K9 3.2.2 3. Brand, R. Handl and H.
Schmidt, -PKL Refi11 and R.1lo d
aporiment-Selected Reault- From

Taut KY9," Krftwerk Unlan report
R51/22/79, December 14, 1979.

K.E. Sackett, M.9. Crapo, H.4.
Jonsen, 'Experimental Data Report
For Somiscale Hod-I Toot 9-02-2,"
ANCR-1232, August 1975.

r4 SMiOScALE

9-02-2

9-02-3

1-02-4

9-02-5

9-02-7

2.3 Fig. 30

2.3 Ftg. 30

K.E. Sackatt, H.9. Crapo, H4.9.
Jensen, 'Euperiaental Data Reoart
Far Slmiscale Hod-I Teat 9-02-3,"
ANCR-1233, Soptomb r1975.

Fig. 30

SEHISCALE

EHI SCALE

SE4ISCALE

Fig. 30

K.E. Sackett, 1H.S. Crapo, H.S.
Jansen, *Experimental Data Report
For Semiscale H1d-I Taut
S-02-4,4 lowdown Heat Tran-far
Tast ), -ANC-1234, Noviabar 1975.

K.E. Sackett, H-.. Crapo, It.S.
Jansen, 'Eupariantal Data Rsport
Fwr smiscale Had-1 Tast
S-02-5,4Blawdawn Heat Transfur
Te-t)," ANCR-1235, Decuaber 1975.

K.E. Sackett. H.S.. Crapo, H.S.
Jansen$ "Experimental Data Report
For samiscale Had-I Toot
S-02-7 tBlowdown Heat Transfar
Tut).," ANCR-1237, November 1975.

"QuIck Look Raport On Samiscal-
Had-I Test 9-02-9," T.K. Larn,
9.W. Johnaon, N.A. Langern,
August 197k.

2.3 Fig. 30

9-02-8 3.2.2

GENISCALE 9-02-9 Fig. 30 K.E. Backett, ".9. Crap., H.U.
Junsen, "Experm mntal Data Report
For Samiscale had-I Tast 9-02-9.
and 4,491 akoeon Heot Transfer
Tast)," ANCR-1236, January 19U7.

A)



Table G-2. (continued)

I k#

TETRFEEC

eaeimz

SMt9CALE

SEMISCAE

TEST

8-2-9A

9-04-1

e.LaT M~UM~ PRA ¶TER RANGING "OALMg ffijaURA.GX

Fig. 30

2.3 Fig. 30

SEIISCALE 9-04-2 2.3 Fig. 30

TEST REFEflENCE

K.E. Beckett, H.S. Crapo, 14.9.
Jensen, 'Experiowntal Dots Report
For Seaicale tlod- Tout 8-02-9
and 9A, (SIowdow Hoot Transfer
Tt) ,' ANCR-1236, January 1976.

K.E. Sackett, H.9. Crap,, D.
Collins, "Experimantal Data
Report For Set ecole "od-I Teat
6-04-19t-assliIng ECC Tet)l,'
NUREM-ANCR-1330, September 1976

K.E. Sackett, H.fl. Crapo, B.
Collins, "Experimental Data
Report For Seaiscealm Nod-I Test
S-04-2,(Davellqn ECC Teat),'

MfRfM-ANCR15331 September 1976

K.E. S9ckett H.S.. CrApe, S.
Collins. "Experimental Data
Report For Seat mele Nod-I Tast
9-04-3,(Sawaling ECC Teat),"
TREE-UUREE-1002 Octob r 1976.

K.E. Sackett. H.S. Crpo, .
Collins. 'Experimental Data
Report For Seaiscale Nod-I Teat
S-04-4,(oaueling ECC Tet),"
TREE-NURES-1003, October 1976.

Ouick Look R pert On Seaiscal-
MOD-I Test S-04-5, MBewline ECC
Teat Baries)," J.". Ccxzuol,
October 1976.

SEMISCALE

M
WEIISCALE

9-04-S

8-04-4

S-04-5

9-04-6

2.3 Fig. 30

2.3 Fig. 30

2.3 F 9. 30

2.3 Fig. 30

3.2.2
SEMtSCALE

SMNISCALE
"Ouiek Look Repert On 9Waiscale
MOD-K Teat S-04-6, 4a-a lino ECC
Test Series)," J.". COwuol,
October 1976.

SEMISCALE

SEMISCALE

9-06-1 Fig. 30
'Quick Look Report On Saitscale
WOD-l Test 9-06-1. (LOFT
Counterpart Test Series)," a.m.

Coazuol, W1.1. Tingle, April 1977.

"Quick Look Report On SeiacalO
roD-l Twat S-06-2, (LOFT
Counterpart Test Series)," J.".

Cozzuol, 1414 Tingle, April 1977.

Fig. 30



Table G-2. (continued)

FACILITY

ISEbMSCALIE

Gr"USCALE

SEMIGOALK

50(MISCALE

IKEi cmLB SCJjh PARAMETER RANGING NQjji"U99 GQ-k TEST REFERENCE

Fig. 30 3.2.2

6-07-1

0-07-A

S8-07-9Q

2.3 Fig. 30

Fig. 30

"uick Look Report On Seaiscale
HO-I Teat S-0-3, (LOFT
Counterpart Toot Sari..), M.A.
Langerman, May 1970.

Experi mental Data Report For
Seslecals M0-3 5 loedagn Heot
Transfer Teat -07-1,9 B.
Collins, IK. Sackett, K. Stangar,
NURWEGIC-0281, September 1976.

'Experimental Operating
speciflcation Tests 9-07-1
through 8-07-7 Sm1mcale MOD-3
saselane Teot series,
WR-S-7U-002, MARCH 1976.

*Experimental Data Report For
Smiscale NOD-3 Lmwer Plenum
Injoction Toot 8-076," .R
6illin, K. Sackett, D.R. Pack.
NURK/CR-0214, June 197.

'Experimental gata Report For
Semscale HOD-t Teat 6-28-1
(Steam Generator U-Tube Rupture
Test)," R. Gillins, K. Sackett,
C.E. Capping March 1976.

'Experimental Datn Report For
kew-cal- MOD-I lTst 6-20-9,10,11
(Stem Geneator U-Tub. Rupture
Test)," R. Gillins, V. Es arza,
K. Sackettj C.E. Coppin, Narch

2.3

0 EHISCALE l-2&-1 3.2.2

3.2.2SEMISCALE 5-20-10

seeeee*eeeseseaeesseeaeaeaegeaa*e4***s*ee*esee*eeeese*ee.e**.****..***....*s*...esa sea.agmee.ss.ass.eee..eea.es.ee..e*aee.ssese..

ee.e*.e*ews.545e40*eeee**o*sa*ee*eseae*ee*e.s*es.seeseea.ea.. SWIMMARY saseeeeaea*seeO*se I .*eseg�*�*.*e**...*.eesee.*.**.eee**.e*a

TOTAL TESTS ISED FOR NODALIZATION TOTAL TEST5 USED FOS SGALING TUTOL ESTS USED FOR PJIR

14

TOIAL.PAR TER RANING TESTS

011 20

TOTAL TEST USED FOR CODE ANQ

EjXPER IHENTAL ACCrAJACY

I



Table G-3. Facility description

PRltW"--YSCALIN
CRlTERIN

yEUr SET/lEf HEATIS TYPE L TG RMMERE~

1/S15 5ET STEAM INPECT N/A
oCL (60
Pat $

20.5 in. R.A. Cudnik, et
al., "Pnetration Behavior In a
1/1S-ftale Model Of A Four-Loop
Preenurized Oster Reactors"
9"t-MIRED-1973, Jun. 1977.

preen)

CCTF

CEOMETRY

fl5AREA

2/15

1/21

SET

5eT

STEAM INJECT NMA 45 in. ,Baneline Plenum Filinq
Behavior In a 2/15 Scala Model
of a four Loop PUI, Topical
Report," R.A. Cundit at *1.,
NUtES/CR-0069, Apri1 179.

K. Hiranao, at *1., "Owlsk Look
Report On Large Scale Reflood
Teet-, * JAERI-0e0oa-9909 JulY
190.

ELECTRIC 0.5 KN/FT 144 in.

CE (IRIP) SEIWETRY 1/5 SET N/A N/A 45 in. Pump Two-Phas- Performance
Progress Cowbtutton
Engineering Inc., Septeiber
1990.

Gn

P4
CREARE
(CCF)

1/16

CRERRE
(CCF1 4115)

GEOMETRY 1/5

ST

SET

BET

STEAM INJECT

STEAM INJECT

STEAM INJECT

N/A

N/A

N/A
CREAME (PF1 GEOMETRY 1/15

"OCC Delivery Utudys
fsperimental Renult- end
Dtecunnion. Crowley, C.J3.
Block, J.A.q, CREARE-TN-217,
Octobir 1975.

"1/5 Scale Countercurrent Flow
Date Presentation and
Dtvcussion,O C.J. Crowlay, P.H.
Rothe, R.B. Fa-, NUtS/CR-210,
November 1991.

"ECC Deliv ry Studys
Euperimental Renults and
Diecussions," Crowley C.J3.
Block, J.A.. Cr..re-TN-217,
October 1975.

"1120 Scale Model Pump Tent
Program Facility Deecription
Report," Runetadler, P.M.,
March 1977.

,EFFECT OF SCALE ON TWO-PHAEE
COUNTERCUNRENT FLOW FLOODING,"
H.J. Richter et a1.,
NURES/CR-0312, June 1979.

CREARE
(P1U)

DEOIETRY 1/20 BET N/A N/A

NMA

N/A

N/AN/A
DARTMOUTH



Table G-3. (continued)

FACILITY

FLECHT

PRIMARY SCALING

VOLUME

1/0E0

1/400

gTL/IET

SET

HEATING TYPE

ELECTRIC

1. /GR

1. 4 KW/FT

143i

144 i n. "PUR FLECHT Final Test Plan,,
bCAP-726B, January 19&9.

FLECHT-SEASE
T

LOBF

LOFT

1/400

POWER-VOLUME

POCER-VOLUE

VOLUME SET

1/700

1/48

lET

IET

ELECTRIC

ELECTRIC

NUCLEAR

1.0 KW/FT 144 in.

0.5 KW/FT 153.5 in.

16 KW/FT "& in.

'PIR FLECHT SEASET UNBLOCKED
bUNDLE, FORCED ND 6RAVITY
REFLOOD TASK DATA REPORT,- ".J.
Lof tu, ut *1., EPRI-NP-1459,
September 1991.

W.L. Riebolt at &I;'LOUI
Experimental Proramme Results
and Planes Statue Sept. 19B2,'
NURES/CP-0041, October 1992.

D.L. Roeder, 'LOFT System and
Test Description,
NUREG/CR-0247, July 1979.

w01
hfvlKEN

NEPTUNUS

N/A NWA

VOLUME 1/40

NORTH&JE8TERN
UNIVERSITY

SET

SET

SET

IET

lET

NWA

ELECTRIC

N/A

NUCLEAR

N/A

N/A

N/A

N/A

N/A

N/A

*Harviken Full-Scale Critical
Flow Tots. Vol. 4i Deacripticn
of the test facility,' Studovik
Enorgitoknik AB, hay 1982.

"TAAC-PWI/hOD1 Independent
Assessments NEPTUNUB
Pressurizer Test YOS," A.C.
Peterean, NUREB/CN-3919,
December 1994.

1. Dalber, "Countercurront
Stwai/Water Flow Above a
Perforated Pleta_-Vertical
InJection of Water,"
NURESOCR-2323, September 1961.

*PW /LWFT Load Rod Test Series
Test AReults Rport," 0.
Vorsculle,Jr. et *1.,
NUREG/CR-1530, July 1990.

PbF UVA N/A 1 KW/FT 3E In.

POWER-YOLUNE 1/134 ELECTRIC 153.5 In. 'Ergebnissedeavervuches 119-5
&u- der Testseria PKL 11," R
513/65/U, 9/9/55.
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Table G-3. (continued)

r4

FACILITY

8CTF

VO UE SET/IKT HEAtTINGTYPE tC14RR
8C M

WD-E
L&N%.T

CORE FLOW AREA 1/21 ELEC'TR1C 0.4 KU/FT 144 in. T. Okuba, et al.,*Dota Report
On Large Scale Realood
Test-102," JARMI-meeo-60-268,
October 1986.

SEIISCALE FULL "EIGHT/VOLUME 1/1705 IET ELECTRIC 15 KW/FT &&/144 in. L.J. Ball et aI.,"SWtiecAlo
Program Description,'"ES6
Idaho, Inc., Tree-MURES-1212,
July 1978.

THTF POWER-VOLUUE 1/s60 FET ELECTRIC 17 KW/FT 144 in. "Project Descriptions ORNL PUR
blowdown Heat Transfer
Seperate-EfeEcts Program,

THTF," ORSL, NUREB/CR-0104,
October 1978.

020/30 Program. Upper Plenum
Test Facility Test No. 1,"
Kraftwesrk Uhion A.B., Erlangen
Abt. Verfahrenotechnik, January
198l7.

IPTF FULL SCALE 1/1 GET STEAM INJECT N/A N/A

M

I--
C...*::

.... * ** *v*....tsw

There are 22 facilities currently present in this portion of the Dat& B--e.
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APPENDIX H

NODALIZATION OF TRAC ASSESSMENT AND PLANT ANALYSES

The tables presented here contain nodalization information from

previous TRAC assessment calculations, as compiled by

Ms. J. Jacobson (INEL).

The three tables contain nodalization information from TRAC assessment

calculations. The three types of assessments that are described include:

1. Separate-effects tests related to LBLOCA,

2. LBLOCA integral-effects tests, and

3. LBLOCA plant simulations.

Each table identifies the calculation and report, the code version

used, and a breakdown of the major components. Calculations from TRAC-PF1

are of primary interest; however, nodalization information is also reported

from previous versions of the code. In the tables, a single value

represents the number of cells in a component; and values presented in the

#/1/# form represent numbers of axial nodes, radial nodes, and azimuthal

segments for three-dimensional components. The reports that have an

asterisk above them have incomplete information, such as nodalization

diagrams with no indication of cell divisions.
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CALCULATIONS/REPORTS

EG&G
EG&G
EG&G
EG&G
EG&G
EG&G
EG&G
EG&G
EG&G

LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL
LANL

1/9
2/9
3/9
4/9
5/9
6/9
7/9
8/9
9/9

1/21
2/21
3/21
4/21
S/21
6/21
7/21
8/21
9/21
10/21
11/21
12/21
13/21
14/21
15/21
16/21
17/21
18/21
19/21
20/21
21/21

.3
4

£

IET
IET
SET
SET
IET
IET
Ptant
Plant
Plant

I
1.

/

.7

S

1'

a
I

qg
9
.o

SET
SET
SET
SET
SET
SET
SET
SET
SET
SET
SET
IET
IET
IET
IET
IET
IET
IET
IErT
IET
IEr

Semiscale MOD1/S-04-5 and S-28-1
Semiscale MOI/S-28-1, S-28-10
Semiscale M003/S-07-4, reflood
KWU PKL/KSA, refill, reflood
Semiscale M002C/S-FS-68, S-FS-7, S-FS-11
ROSA-IV/LSTF
200% LBLOCA - cold leg
200% LBLOCA - hot leg
200% LBLOCA - cold leg

Edward's pipe
CISE/4 and R
Marviken CF/4.24
THTF
Bennett tube/5336, 5431, 5442
Creare CCF/low and high subcooling
FLECHT/4831, 17201
Marviken CF/4, 13, 20, 22, 24
BCL/262XX, 263XX, 29111
FLECHT-SEASET/31504
Dartmouth, air-water CCF
Semiscale MOD1/S-02-8
Semiscale MODI/S-06-3 (LOFT L2-3)
LOFT/LI-4
LOFT/L2-2
PKL/K9 and K54A
LOFT/L2-3
LOFT/L2-5
Semiscale MODI/S-06-3
LOFT/L2-2
LOFT/LP-02-6

_ . .

Sandia 1/12 n-1s Plant LBLOCA, fine node, coarse node
Sandia 2/12 "--, Plant LBLOCA with UHI
Sandia 3/12 zo Plant Zion 1 LBLOCA
Sandia 4/12 '; Plant LBLOCA, 2-loop with UPI
Sandia 5/12 L"-Ls SET Creare ECC injection bypass
Sandia 6/12 2.F-1t SET Dartmouth air-water CCF
Sandia 7/12 UL35 SET Northwestern CCFL
Sandia 8/12 _0-35 IET Semiscale M002A/S-I8-3
Sandia 9/12 *.-4IET LO81/B-RIM
Sandia 10/12 I IET LOBI/AI-04R
Sandia 11/12 . 41 IET LOFT/L2-5
Sandia 12/12 4' SET NEPTUNUS pressurizer test YOS

SET - Separate effect tests related to LBLOCA
IET - L8LOCA Integral tests
Plant - LBLOCA plant tests
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APPENDIX I

HOT CHANNEL ANALYSIS

This appendix describes an evaluation of the impact of a hot channel

hydraulics, compared to an average channel, on peak cladding temperature.

The data supporting the analysis are also reported.
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HOT CHANNEL ANALYSIS

At the January 13-14, 1988, Peer Review Group Meeting, Westinghouse
representatives stated that the hydraulic conditions in a reactor hot bundle
region may be significantly different than that of an average bundle; and
consequently, the peak cladding temperatures could be higher than our
calculations have shown. They noted that in the present application of the
CSAU methodology no hot bundle was simulated, only a hot rod with average
fluid conditions of the hottest (innermost) ring. Therefore, the results of
the CSAU study may have a lower peak cladding temperature than a study that
included a hot bundle in the inner ring.

INEL proposed that the effect of a hot channel be investigated by
adding a small central ring to the CSAU model. This ring would include four
hot bundles, one for each of the four azimuth sectors. Calculations with
the hot channel model, when compared to the innermost ring of the base
model, indicate the differences in peak clad temperatures. It was proposed
that this difference be included in the analysis as a bias.

INEL modified the base input deck to include a hot channel, and four
calculations were performed through the reflood period. The results of
these calculations were presented at the June 1988 TPG Meeting.

S. Levy Inc. has taken the data from the two hot channel runs and the
same two cases without the hot channel and performed a statistical analysis
that included linear and full second-order fits. The analysis was then
compared against the previous base analysis (eight plant calculations for
blowdown). Results of these analyses are as follows:
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Temperatures in Degrees Fahrenheit
Base 2 Runs Old 2 Runs New

3 Ring 4 Ring

ToS A T5 A TO5

Linear 1112 1418 1072 1452 1155 1480

Full 2nd 1147 1430 1072 1502 1137 1547

From this analysis, using data from the full second-order response

surface analysis (i.e. most conservative penalty for TO5), the blowdown

bias that should be Included for hot channel effects is:

Mean value difference (Ap) - 63F

Temperature difference at 95% (ATO5) - 45F

Similar calculations for early and late reflood PCT yield:

Early Reflood, 'F Late Reflood, *F

Mean value difference

Temperature at 95%

25

-54

-14

-157

The decrease in the bias (becoming a benefit) is unexpected; although some

evidence exists for such effects, it was decided to use the mean bias

uniformly over the probability distribution function.

A three-ring model was used because the current application is a

demonstration of the methodology and not a rigorous licensing application.

In this context, it was decided to take a conservative penalty, rather than

perform a more refined and costly analysis to reduce the penalty.
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As a matter of interest to the TPG, the cost difference between an

analysis using the four-ring model (including hot channel) and three-ring

model is about 6 to 8 Cray computer hours ($4000) per run. For the

required calculations, the total cost of using the hot channel model would

increase the analysis cost by about $50,000.
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APPENDIX J

CODE UPDATES FOR CSAU UNCERTAINTY EVALUATION

Code updates used to perform CSAU uncertainty studies and input

multipliers for sensitivity calculations are documented in the appendix.

These updates were provided by LANL in support of the study. The updates

are limited to the coding necessary to vary the effects of the models

selected to reflect the variability in important phenomena. That is, they

do not constitute code improvements.
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1 *iC
2 */
3 */
4 */
5 */
6 */
7 */
8 */
9 */

10 */
11 */
12 */
13 */
14 */
15 */

d uncert

Developed by Jay W.Spore 9/87
Modified by Ralph Nelson 1/88
Modified by Jay Spore 2/88
Modified by Ralph Nelson 4/88

No q/c as requested by Dr. Zuber NRC.
This of course means no peer review and no test problem
checks and no documentation and no co m nt cards.

Just a few notes to the user of this update

The number of rod multiplier factors to be input (NMROD)
must be input as the fifth number on main contrl card 2. Example givenbelow.

16 */
17 */
18 */
19 */
20 */
21 */
22 */
23 */
24 */
25 */
26 */
27 */
28 */
29 */
30 */
31 */
32 */
33 */
34 */
35 */
36 */
37 */
38 */
39 */
40 */
41 */
42 */
43 */
44 */
45 */
46 */
47 */

nunItcr
2

ieos
0

inopt
1

nmat
0

nmrod
16

Sixteen is the largest number allowed for nmrod. It is easy to
change this limit, if you desire.

NMROD multiplier factors must be input right after
the iorder array. NWROD and the factors must be input on eachrestart. Please note that the multipliers can be changed
on restart. Therefore a steady-state can be run with say an hgapmultiplier of 1.0, then the transient could be restarted with
the hgap multiplier of 0.9, or something.

An example of the multiplier input is given below,

This update adds three new namelist variables,
lcfz - 0 no cfzmul input or no modification to interfacial shearicfz - 1 cfzmul is input and interfacial shear is modified.
dltmin - adder for tmin
rosenm - multiplier applied to the rosen interfacial sharpner

Example given below,

$inopts iadded-10, icfz-1, dltmin--50.0, rosenm-1.5 $

icfz is default to 0 and dltmin is default to 0.0.
rosenm is defaulted to 1.0

If icfz-l, then the cfzmul array must be input following therod multiplier input. Example given below.

48 */ input for the uncertainty mods
49 */
50 */ rhgap
51 */ r 4 1.0 r
52 */ * rcondf
53 */ r 5 1.0 r
54 */ * rcondc
55 */ r 6 1.0 r
56 */ * rcapf
57 */ r 7 1.0 r
58 */ * rcapc

1 0.5 r 5 1.0 r 1 1.5 r 5 1.0 e

1 0.5 r 5 1.0 r 1 1.5 r 4 1.0 e

1 0.5 r 5 1.0 r 1 1.5 r 3 1.0 e

1 0.5 r 5 1.0 r 1 1.5 r 2 1.0 e
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59 */ r 8 1.0 r 1 0.5 r 5 1.0 r 1 1.5 r 1 1.0 e
60 'I * rhtc
61 */r9 1.0 r lO.9 r 5 1.0 r 1 1.1 e
62 */ * rhtedr
63 'I r 9 1.0 r 1 0.9 r 5 1.0 r 1 1.1 e
64 */ * rhtcfr
65* r9 1.0 r 1 0.9 r 5 1. r 1 1.1 e
66 */
67 *1 cfzmul input
68 */
69 */ * cfzmul level 1
70 *1 r 8 1.0 f 0. e
71 */ *cfzmul level 2
72 */ r 4 1.2 r 4 0.8 f 0. e
73 */ *cfzmul level 3
74 */ r 8 1.0 f 0. e
75 */ *cf mul level 4
76 */ r 8 1.0 f 0. e
77 */ 'cfzmul level 5
78 */ r 8 1.0 f 0. e
79 *1 *cfzmul level 6
-80 */ r 8 1.0 f 0. e
81 */ 'cfzmul level 7
82 *I r 8 1.0 f 0. e
83 */ 'cfzmul level 8
84 *1 r 8 1.0 £ 0. e
85 I *cfzmul level 9
86 'I r 8 1.0 f 0. e
87 *1 *cfzmul level 10
88 */ r 8 1.0 f 0. e
89 *' 'cfzmul level 11
90 */ r 8 1.0 f 0. e
91 */ 'cfzmul level 12
92 '1 r 8 1.0 f 0. e
93 / *cfzmul level 13
94 */ r 8 1.0 f 0. e
95 */ *cfzmul level 14
96 */ r 8 1.0 f 0. e
97 */ 'cfzmul level 15
98 */ r 8 1.0 f 0. e
99 */

100 */
101 *1 There are KMROD values input for each available rod heat transfer
102 'I multiplier. The first array input after the iorder array is the
103 *1 hgap multiplier. If you have 4 average rods, then the first four
104 */ values input apply to the average rods and therefore should
105 */ be equal to 1.0. There is no input error checking on this so
106 */ be careful or you'll really screw your deck up. For this example
107 'I the next twelve inputs for rhgap will apply to the additional
108 *1 calculational rods. The next array input is the for the fuel
109 'I conductivity multiplier. Next is the clad conductivity.
110 */ Next is the fuel heat capacity. Next is the clad heat
111 'I capacity. Next is the ratio for the heat transfer coefficient.
112 'I Next is the ratio for the heat transfer coefficient applied only
113 */ to the vapor film boiling htc for post-chf heat transfer.
114 */ Last is the ratio for the heat transfer coefficient applied only
115 */ to the Forsland-Rohsenow film boiling htc for post-chf heat transfer.
116 */
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117 */ Beware of the following effects.
118 */
119 */ The application of the multiplier to the post-chf vapor heat
120 *1 coefficient will result in this multiplier being applied to the
121 * m maximum of Dougall-Rohienow or natural convection. It should be
122 *1 applied to Dougall-Rohsenow most of the time, but for very low
123 */ flow conditions, it will be applied to the natural convection
124 */ correlation also.
125 *1
126 */ The application of the Forsland-Rohsenow post-chf multiplier
127 */ will produce a net effect of this multiplier times the general
128 */ heat transfer multiplier imput by the user. This is done to
129 */ allow use of a multiplier on Bromley while zeroing out Forsland
130 */ Rohsenow if it were desired.
131 *1
132 */ Beware of the following feedbacks.
133 */ The multiplier is applied to the TRAC calculated result
134 */ after TRAC calculates it. However, feedback from other
135 */ calculated results can result in a different value than expected.
136 */ For example, given everything else the same a rod
137 */ with an rhgap -0.5 and a rod with an rhgap -1.0, will not have
138 */ an hgap that is a factor 2 lower. As the hgap is reduced, then
139 *1 fuel tends to get hotter. Hotter fuel results in
140 */ hotter gap gas and a smaller hot gap, so the calculated TRAC
141 */ hgap, before the 0.5 is applied is higher, than the rod with
142 *1 an hgap of 1.0.
143 */ Under these conditions, the hgap with rhgap-1.0,
144 */ might be 4000.0, while the hgap with rhgap-0.5 might be 2800.0.
145 */
146 */ The cfzmul array is of fixed dimension. Current coding is
147 *1 nnr-3,nnt-4,nnz-15. If the vessel size that you're running is
148 */ smaller or equal to these dimensions, then no problem. You just
149 */ input the cfzmuls the way you want them for the vessel of your
150 */ choice.
151 */
152 */ Warning Warning
153 *1
154 */ cfzmul is a multiplier on the interfacial shear in the vessel,
155 */ therefore a cfzmul of 1.0 results in no effect, while a cfzmul
156 *1 of 0.0 turns the interfacial shear off.
157 *-
158 */ Also, note that cfzmul(i,j,k) is applied to all three directions
159 */ for cell ijk.
160 */
161 *1 Input for cofzul is by levels starting with level one and going
162 */ to level nnz, which is currently hardwired at 15. nnz levels of
163 */ input must be input, even if you have a shorter vessel.
164 */ The cfzmul input for a given level, uses the load format, therefore
165 */ nnr*nnt numbers are expected for each level, with all of the thetas
166 */ in ring 1 filled first, then the thetas in ring 2, etc.
167 */
168 */ To change the hardwired size of the cfzmul array, the dimensions
169 */ in the cfzmod comdeck must be changed and the values for nnr,nnt,and
170 */ nnz, which are set in the blkdat routine must be changed and made
171 */ consistent. If the size of your vessel is too large in any one
172 */ dimension r, theta, or z, then an error message is printed in the
173 *1 rvssl or revssl routine.
174 */
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175 */
176 *c corel,corecl,mfrod,core3,corec3,frod,input,htvssl
177 *c tf3derevssl,rvssl,htcor,blkdat
178 *i corel.17 corel
179 *ca rodmod
180 common/pchfm/ frmult
181 *d corel.54 corel
182 4nratia(lmatb),ia(lptbln),a(lprptb),rcondf(ncr),rcondce(ncr),
183 5rcapf(ncr),rcapc(ncr),nmrodf)
184 *i corel.107 corel
185 frmult-1.0
186 if(nrrodf.eq.l) frmult - rhtcfrtncr)
187 *i htfxrn2.5 corel
188 if(nmrodf.eq.1) then
189 if(a(lihtf+k2).ne.4.0) then
190 a(lhrlv+k5) - a(lhrlv+kS)*rhtc(ncr)
191 else
192 a(lhrlv+k5) - a(lhrlv+k5)*rhtcdr(ncr)
193 endif
194 a(lhrll+kS) - a(lhrll+k5)*rhtc(ncr)
195 frmult - 1.0
196 endif
197 *i edcore.146 corel
198 frmult-l.0
199 if(nmrodf.eq.1) frmult - rhtcfr(ncr)
200 *1 htfxrn2.10 corel
201 if(nmrodf.eq.1) then
202 if(a(lihtf+k2).ne.4.0) then
203 a lhrfv+k2) - a(lhrfv+k2)*rhtc(ncr)
204 else
205 a(lhrfv+k2) - a(lhrfv+k2)*rhtcdr(ncr)
206 endif
207 a(lhrfl+k2) - a(lhrfl+k2)*rhtc(ncr)
208 frmult - 1.0
209 endif
210 *d corecl.115 corecl
211 rcondf-1.0
212 rcondc-1.0
213 rcapf-l.0
214 rcapc-1.0
215 nmrdf-0
216 call mfrod (a(lburn),a(lcnd),a(lcpnd),
217 *d corecl.119 corecl
218 4nmatia(lmatb),ia(lptbln),a(lprptb),rcondf,rcondcrcapf,
219 Srcapc,nmrdf)
220 *d nfrod.4 mfrod
221 2 cndr, cpdr, rndr,nmat,maftb, lnprp,prptb, rcondf,rcondc, rcapf,
222 3 rcapc,nmrodf)
223 *i mfrod.82 mfrod
224 if(nmrodf.eq.l) then
225 cnd(i,j) - rcondf*cnd(i,j)
226 cpnd(i,j) - rcapf*cpnd(i,j)
227 endif
228 *i mfrod.85 mfrod
229 if(mnrodf.eq.l) then
230 cndr(intr,j) - rcondf*cndr(intr,J)
231 cpdr(intr,j) - rcapf*cpdr(intr,j)
232 endif
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233 *i mfrod.94 mfrod
234 if(nmrodf.eq.1) then
235 cnd(ij) - rcondc*cnd(ij)
236 cpnd(i,j) rcapc*cpnd(i,j)
237 endif
238 *i mfrod.97 mfrod
239 if(nmrodf.eq.1) then
240 cndr(intr,J) - rcondc*cndr(intr,j)
241 cpdr(intr,j) - rcapc*cpdr(intr,j)
242 endif
243 *i core3.13 core3
244 *ca rodmod
245 *d core3.50,core3.53 core3
246 9a(lrnd+org),a(lrpkf+n2),a(lrpowf+org),a(12),powavg,
247 aa(ltlr+org+l),a(ltvr+orgfl),a(lhrll+org),a(lhrlv+org),
248 bia(lidht+org),a(lcndr+org),a(lcpdr+org),a(lrndx+org),
249 ctaftb,fucrac,a(lnrdx+nl),difmin,amh2,jflg,rhgap(ncr),nnrodf)
250 *i corec3.97 corec3
251 rhfap-1.0
252 nmrdf-0
253 *d corec3.109 corec3
254 * a(lnrdx),difmin,amh2,jflg,rhgap, nmrdf)
255 *d frod.8 frod
256 6rnrdx,difmin,amh2,jflg,rhgap,nmrodf)
257 *i frod.167 frod
258 if(nmrodf.eq.l) hgap(l)-rhgap*hgap(l)
259 *1 input.32 input
260 *ca rodmod
261 *ca cfzmod
262 *d kapll.3 input
263 call readi(5hiiii,numtcr,ieos,inopt, nmat,nmrod)
264 *i input.271 input
265 if(nmrod.ne.0) then
266 if(nmrod.le.l6) then
267 rmrodf-1
268 call load(rhgap,rhgap,nmrod,1)
269 call load(rcondf,rcondf,nmrod,l)
270 call load(rcondc,rcondcnmrod,1)
271 call load(rcapf,rcapf,nmrod,l)
272 call load(rcapc,rcapc,nmrod,l)
273 call load(rhtc,rhtc,nmxod,1)
274 call load(rhtcdr,rhtcdr,nmrod,l)
275 call load(rhtcfr,rhtcfr,nmrod,1)
276 wsite(iout,4110)nmrod
277 write(imout,4110)nmrod
278 write(itty,4110)nmrod
279 do 4109 k-l,nmrod
280 write(iout,4111)k,rhgap(k),rcondf(k),rcondc(k),rcapf(k),
281 & rcapc(k),rhtc(k),rhtcdr(k),rhtcfr(k)
282 write(imout,4111)k,rhgap(k),rcondf(k),rcondc(k),rcapf(k),
283 & rcapc(k),rhtc(k),rhtcdr(k),rhtcfr(k)
284 write(itty,4111)k,rhgap(k),rcondf(k),rcondc(k),rcapf(k),
285 & rcapc(k),rhtc(k),rhtcdr(k),rhtcfr(k)
286 4109 continue
287 else
288 jflag-l
289 call error(1,26h*input* nmrod is too large,3)
290 endit
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291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348

else
nmrodf-O
do 5100 k-l,nmrod
rhgap (k) -". 0
rcondf(k)-l.0
rcapf k)-l.0
rcapc (k)-1.0
rhtc(k)-l.0
rhtcdr(k)-l.0
rhtcfr(k)-l.0
rcondc{k)-1.0

5100 continue
endif

4110 format(' bMMOD - ',i3,' was-input and the following arrays
S 'were found.'
&,/,2x,1h1,2x,5hRPG1P,Sx,6hRCONDF,4x,6hRCONDC,5x,ShRCAPF,
£5x,5hRCAPC,6x,4hRETC,4x,6hRHTCDR,4x,6hRETCFR)

4111 format(i3,8f1O.3)
if(icfz.eq.1) then
nclx-nnr*nnt
do 4115 k-l,nnz

call load(cfzm=l(1,1,k),cfzmul(1,1,k),nclx,l)
write(iout,4113) k
write(itty,4113) k

4113 format(' level',i3,' input for cfzmul ')
write(iout,4114)((cfzmul(j,i,k),J-l,nnt),i-l,nnr)
write~itty,4114)((cfzmul(j,i,k),j-l,nnt),i-l,nnr)

4114 format(lp6el3.4)
4115 continue

else
do 5103 k-l,nnz

do 5102 j-l,nnt
do 5101 i-l,nnr
cfzmul (i, j,k)-l.0

5101 continue
5102 continue
5103 continue

endif
*d htvssl.44,htvssl.46 htvssl

rcondf-1.0
rcondc-l.0
rcapf-l.0
rcapc-1.0
nmrdf-0
call mfrod(burnocnhs(1,i),cphs(l,i),emhs(l,i),fpuo2,ftd,idim,

* maths(1,i),ione,ione,nodhs,int,hst(1,i),rohs(li),tmcltmfl,
* idhscnhsn(li),cphsn(l,i),rohsn(l,i),nmat,Ufatb,lnprp,prptb,
& rcondf,rcondc,rcapf,rcapc,nmrdf)

*d vmextr6.3 input
1 ,iexvss,icfz,dltmin,rose=m

*i movtrc.82 tf3de
*ca cfzmod
*d tf3de.602 tf3de

seS-rovk*cjg*seSc*rosenm-
*i tf3de.1318 tf3de

if(icfz.eq.1) then
cfti-cfti*cfzmul(it iriz)
cfri-cfri*cfzmul(it,ir,iz)
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349 if(xccfl.eq.0.0) cfzi-cfxi*cfzmul(it,ir,iz)
350 endif
351 *i ccfll.160 tf3de
352 if(icfz.eq.1) cfzi - cfzi*cfzmul(it,ir,iz)
353 *i initcrl.7 revssl
354 *ca cfzmod
355 *i capl3f.4 revssl
356 ifCicfz.eq.l) then
357 if(nrsx.gt.nnr) then
358 jflag-I
359 call error(1,34h*rvssl* icfz-l & nrsx is too large,4)
360 else
361 if(ntsx.gt.nnt) then
362 jflag-1
363 call error(1,34h*rvssl* icfz-l & ntsx is too large,4)
364 else
365 if(nasx.gt.nnz) then
366 jflag-l
367 call error(1,34h*rvss3* iCfz-l & nasx is too large,4)
368 endif
369 endif
370 endif
371 endif
372 *i vltjrn.254 rvssl
373 *ca cfzmod
374 *i inlabl.543 rvssl
375 if(icfz.eq.1) then
376 if(nrsx.gt.nnr) then
377 jflag-i
378 call error(1,34h*rvssl* icfz-1 & nrsx is too large,4)
379 also
380 if(ntsx.gt.nnt) then
381 jflag-l
382 call error(1,34h*xvssl* icfz-1 & ntsx is too large,4)
383 else
384 if(nasx.gt.nnz) then
385 jflag-l
386 call error(1,34h*rvssl* icfz-i £ nasx is too large,4)
387 endif
388 endif
389 endif
390 endif
391 *i htcor.100 htcor
392 *ca cfzmod
393 *i upfrch.1 htcor
394 tmin - tmin + dltmin
395 *i upfrch.4 htcor
396 tmin - tmin +dltmin
397 *i hlfilm.50 hlfilm
398 common/pchfm/ frmult
399 *1 hlfilm.53 hlfilm
400 data frmult/1.0/
40 f hlfilm.81 hifllm
40 brac-frmult*gc*rol*rov*hfgp*cv**3/(delt*visv*delta)
403 *i blkdat.69 blkdat
404 *ca cfzmod
405 data icfz/0/,dltmin/0.0/,nnz/15/,nnr/3/,nnt/4/,rosenm/l.0/
406 *af,,twostep
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407 *cd cfzmod
408 common /cfzmod/cfzmul(4,3,15),icfz,dltmin,rosenm,nnz,nnt,nnr
409 *cd rodmod
410 common /rodmod/rhgap(16),rcondf(16),rcondc(16),rcapf(16),rcapc(16)
411 & ,rhtc(16),rhtcdr(16),rhtcfr(16),mnrodf
*
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APPENDIX K

SENSITIVITY OF LBLOCA PEAK CLADDING TEMPERATURE TO STEAM BINDING

This appendix documents the sensitivity of peak cladding temperature to

the rate of liquid carried to the steam generators (steam binding).

Additional experimental results (for another facility) and ranging

information are provided in Appendix P.
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MPR ASSOCIATES. INC.

December 16, 1988

Dr. N. Zuber
Division of Reactor Safety Research
U. S. Nuclear Regulatory Commission
Washington, D. C. 20555

;ubject: Evaluation of Sensitivity of Reflood Peak Clad Temperature to
Liquid Carryover (Steam Binding)

Dear Dr. Zuber:

Per your request, we have prepared a brief paper describing our
calculations of peak clad temperature sensitivity to liquid carryover
(steam binding). The calculations include an approximate hand
calculation technique and explicit evaluation of parametric TRAC analyses
from the CSAU program. Results from the two methods agree closely.

A copy of our paper is enclosed. Please call me if you have any
questions or comments.

Sincerely,

?a7J S.'vrz4dL,
Paul S. Damerell

Enclosure

cc: G. Rhee
L. Shotkin
D. Bessette

NRC-RES
B. Meehan, NRC-Contracts
G. Wilson, INEL
B. Boyack, LANL
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SENSITIVITY OF LOCA PEAK CLAD TEMPERATURE TO
CHANGE IN WATER CARRYOVER TO

STEAM GENERATORS (STEAM BINDING)

PURPOSE

This paper describes calculations which were performed to determine the
sensitivity of LOCA peak clad temperature to a change in the amount of
water carried over to the steam generators (steam binding).
Specifically, calculations were performed using two methods:

1. An approximate hand-calculation method.

2. Explicit evaluation of CSAU TRAC results.

The results are presented below, followed by a detailed description of
the calculations.

RESULTS AND CONCLUSION

The two methods used to calculate the
water carryover give similar results.

sensitivity of PCT to increases in
The sensitivity is:

Sensitivity Coefficient

Method d(PCT)

(dL/A0L) x 100

(deg. F change in PCT
per percent change in
liquid carryover)

Hand calculation

TRAC results from CSAU Program

1.58

1.31

The value from the hand calculation (1.58*F/%) agrees closely with the
value determined from explicit evaluation of the CSAU parametric TRAC
runs (1.31OF/%). This is a reasonable indicator of the overall PCT
sensitivity to this phenomenon.

DESCRIPTION OF CALCULATIONS

1. ApDroximate Hand Calculation

In this calculation we assume a nominal case where water carryover
to the steam generators in the steam flow is occurring. An increase
in liquid flow (which will increase SG steam production) is treated
as a corresponding decrease in core steam production, i.e.,
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d(Qcore) d(AO) 1]

Qcore As
Equation (1] indicates that an increase in liquid carryover willreduce core heat transfer; physically this happens by the increasedsteam binding depressing the core collapsed level (increasing corevoid fraction) and reducing the heat transfer coefficients. Hence,the core must heat to higher temperatures to get full decay heatremoval [that is, at temperature turnaround, local heat removal -decay heat generation, by definition]. Hence,

d(ATcore) d(MO) (2]

ATcore As

Where ATcore is a characteristic temperature difference for the corewhich represents the driving force for heat transfer.

ATcore - (Tclad - Tsat) and

ATcore - (PCT - Tsat) for the peak rod 3]
From the above, we note that

d(PCT) - d(ATcore) [4]
Hence from Equations (2] and [4] the following is obtained:

d(PCT) -Tcore d(AL) ATcore d(AL [5]
MS ML ( X

vl-X}

where X is quality of the flow into the steam generator.

Equation [5] can be rewritten as
d(PCT) - T(x 6]
d (A1)/1  ATcore

To express Equation [6] per percent of liquid carryover

d(PCT) ATcore 1-X [7]
(d(AL)/hA) x 100 100 X
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Equation [7] gives the sensitivity of peak clad temperature to a
change in liquid carryover, expressed as degrees per percent change
in liquid carryover. The expression is now evaluated for typical
LOCA conditions. A nominal value of ATt e is determined from
typical tests and TRAC analyses. The TERE 'Minimum Safeguards'
Best-estimate Analysis (Reference 1) indicates calculated peak clad
temperatures during reflood of 854K (1077'F). Typical CCTF tests
show peak clad temperatures ranging from 650K (710*F) to 1150K
(1610'F); however, the high values are characteristic of licensing"
rather than best-estimate values. In fact, the 650K value was for
the CCTF best-estimate test. For this analysis, a PCT of 10006F
(about 800K) is used. Tsat is approximated as the saturation
temperature of 50 psia - 281F.

A nominal value of X is approximated from the UPTF best-estimate
coupling test. In this test the average liquid carryover rate to
the four steam generator simulators was about 20 kg/sec over a
period of 125 sec (e.g., see Reference 2). The steam flow during
this test averaged about 90 kg/sec.

X 90 + 120 = 0.82

Hence

d(PCT) 1000-281 (1-.82) - 1.58'F/%

(d(Aj/hA) x 100 100 0.82

2. Use of TRAC Results From CSAU Program

In the CSAU Program, two comparable TRAC LOCA analyses were made: a
nominal case and a modified case where entrainment and interfacial
shear coefficients were increased based on separate SCTF evaluations.
The modified case is considered to be more realistic and is treated
here as the "base case'. Figure 1 shows the difference in PCT (at the
second reflood peak) between the two cases is 106*F.

Figures 2 and 3 show the integrated steam and liquid mass flowing to
the steam generators in the loops, for both TRAC runs (Reference 3).
To compare the liquid mass carryover, a suitable time period needs
to be selected. Based on Figure 1, a time period of 50-125 seconds
is appropriate for the second reflood peak.

d(A) j125AL, 1 1 25L, 2 ,385 - 2050
- ~ 500 205o-0.81
AL 125 AL, 2 25
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(d(AL)/A) x 100 = - 81 i.e., the liquid flow decreased by 81%

d(PCT) - 106F . 1.31-F/%
(d(NAh/AL) x 100 - 81%
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NOMENCLATURE

AL Liquid Flow Rate Into Steam Generators

AL,1, AL,2  Liquid Flow Rate Into Steam Generators in Two TRAC
Analyses

AS Steam Flow Rate Into Steam Generators
PCT Peak Clad Temperature

Qcore Core Heat Release Rate
Tclad Clad Temperature
Tsat Saturation Temperature
ATcore Characteristic Temperature Difference in Core

(See Equation (3]
X Quality of Flow Into Steam Generators
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APPENDIX L

UNCERTAINTY IN MODELING AND SCALING OF CRITICAL FLOW IN TRAC-PFI/MODI

Additional details of the break

in Part B, Section 3, are documented

scaling and uncertainty studies given

in this appendix.
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UNCERTAINTY IN MODELLING AND SCALING OP FUMP HKAD AND TORQUE
IN TRAC-PFl/NOD1

Upendra S. Rohatgi, Wen-Shi Yu, and Wolfgang Wulff
Brookhaven National Laboratory
Department of Nuclear Energy

Upton, New York 11973

The USNRC has established a Code Scalability, Applicability and Uncer-
tainty (CSAU) evaluation methodology to quantify the uncertainty of safety
parameters by best estimate code predictions. Codes evaluated according to
CSAU can then be applied to evaluate the Emergency Core Cooling System
(ECCS). The TRAC-PFl/MODl version was selected as the first code to undergo
the CSAU analysis for LBLOCA applications. It was established as part of this
methodology that the pump model is among the top ranked models in the code
affecting the peak clad temperature (PCT) prediction for LBLOCA.

A pump model bias, representing systematic modeling uncertainties, was
developed from Westinghouse (1/3 scale) data. The data used represent the
largest available test pump relevant to Westinghouse PWRs. It was also shown
through the analysis of CE and CREARE pump data that larger pumps degrade
less, and that pumps degrade less at higher pressures. Since the model de-
veloped here is based on the 1/3 scale pump and on low pressure data, the cal-
culated pump model bias is conservative and will overpredict the degradation
when applied to MRs.

1. INTRODUCTION

1.1 The Need for Uncertainty Estimates

It has been recognized after a decade of research in nuclear reactor
thermohydraulics that the Appendix K, 1OCFR50 acceptance criteria for the
Emergency Core Cooling Systems (ECCS) are too conservative and need to be re-
vised, to permit the use of best-estimate computer codes. The proposed
Appendix K revision requires that best-estimate code calculations be accom-
panied by auditable estimates of the uncertainties associated with the code
results.

The Code Scalability, Applicability and Uncertainty (CSAU) evaluation
methodology [11 has been developed by the USNRC to determine (i) whether or
not a candidate best-estimate code has the capability to simulate a particular
transient, (ii) whether or not the code has the capability to model and scale
up from facility subscale to Nuclear Power Plant (NPP) full scale condition,
the processes occurring during that transient, and (iii) the uncertainty with
which the code predicts parameters important to safety. The work reported
here is a part of the uncertainty estimations required for Large Break Loss of
Coolant Accident (LBLOCA) calculations, carried out with TRAC-PF1/NOD1, Ver-
sion 14.3 12] for a generic four-loop Westinghouse plant.
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It has been determined in CSAU Step No. 3 (see main report, Section

2.1.3), the identification and ranking of phenomena, that the two-phase flow

performance of the Reactor Coolant Pump affects strongly the peak clad tem-

perature during the reflood phase. The uncertainty in the code prediction of

Reactor Coolant Pump performance is therefore a major contributor 
to the over-

all uncertainty in predicting peak clad temperature.

1.2 Purpose of Uncertainty Estimation

The objective of estimating the uncertainty in pump performance predic-

tions by computer code is to obtain the range and probability distributions of

the modeling parameters in the pump model of the code, and to use these

statistical measures in the calculation of the probability 
distribution of the

peak clad temperature uncertainty. If systematic errors in the pump model

dominate the stochastic uncertainty, then it is necessary instead to estimate

the associated systematic bias and its standard deviation. 
It will be shown

in Section 2 below that it is necessary for TRAC-PFl/MODl to determine, in-

stead of statistical uncertainty probability distributions, the systematic

bias and its standard deviation for the pump..

Bias and standard deviation are to be obtained by comparing 
code calcula-

tions with separate effects tests, and by extrapolating appropriately 
the bias

and standard deviation from small-scale to full-scale NPP conditions, if

small-scale test facilities are involved. The extrapolation is to be carried

out with respect to those scaling groups which characterize the pump perfor-

mance.

Since the pump performance is defined in TRAC as input data by the tabu-

lated homologous curves for pump head and pump torque, it is the specific pur-

pose of the work presented here to provide:

(i) best-estimate tabulations of homologous curves for pump head and

pump torque, for single-phase and for two-phase flow operations, 
and

(ii) the uncertainty or bias associated with the above homologous 
curves.

2. UNCERTAINTY IN PUMP MODELS

During a hypothetical large break LOCA in a PWR, the reactor coolant pump

plays an important role in determining the timing of restoring the core inlet

flow after core flow reversal at the time of the pipe rupture. The flow into

the downcomer and finally at the core inlet is a result of the competing in-

fluences of the vessel side cold leg break flow and intact loop 
cold leg flows

into the downcomer due to the pumps in these intact loops. The core inlet

flow is restored when the broken cold leg flow decreases below 
the total flow

in the intact loops. In the case of a pump trip, the pump will coast down,

but it has enough kinetic energy that it continues to pump the 
fluid, although

at a decreasing rate. During the early part of the transient (up to the first

peak) the intact loop pump flows are almost single-phase flows, 
and there will

be at first no appreciable degradation in the pump performance. 
The situation

changes as the transient proceeds; the primary system will have more vapor
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leading to two-phase flow through the pump and a corresponding performance
degradation.

2.1 Available Pump Models

The single-phase performance curves for the pump head and the torque for
full-size pumps or equivalent (same specific speed) small-scale pumps, are
known with good accuracy (within 2%). Also for pumps of the same specific
speed, the effect of the size is negligible and the single-phase curves from
smaller-size pumps could be used for larger-size pumps. The dominant source
of pump modeling uncertainty is the description of two-phase flow pump degra-
dation.

There are two pump models published [3, 4] which are superior to the TRAC
pump model because they account for the effects from important parameters
(e.g., pressure) which are ignored in TRAC. These models could in principle
serve to develop the homologous curves and the correlation for pump degrada-
tion and thereby substitute for separate-effects test data on pumps.

However, the first model [EPRI, 31 employs constitutive relationships for
stationary pipes outside their range of validity, namely for rotating impeller
ducts. The EPRI model has been assessed only for small-scale pumps and re-
veals a large uncertainty for void fractions below a - 0.5. Also, utilization
of the EPRI model requires access to proprietary pump specifications which are
available only to pump vendors. Therefore, the EPRI model could not be used
for the development of homologous curves, nor of pump degradation data, nor of
uncertainties in TRAC pump modeling.

The second model [KWU, 4] also could not be used here because the rela-
tionships between the pump scaling groups were developed from small-scale pump
data and not validated in the scaling group range appropriate for NPP Reactor
Coolant Pumps.

Experimental data were used therefore instead of the above models to
develop pump characteristics for TRAC input and to estimate their uncertain-
ties. Table 2.1 shows the available small-scale test data.

2.1.2 Pump Model in TRAC

TRAC-PF1/MOD1 has a pump model [2] which is based on the model developed
by Idaho National Engineering Laboratory (INEL) from the Semi-Scale test
data. The model is intended to apply to any other pump for which single phase
homologous curves, two-phase fully degraded homologous curves and degradation
multipliers as a function of void fraction (a) are available for the head and
torque. The head across the pump is computed as follows:

H20 H 10 + M(a) (H DEGRAD - H10 ) (2.1)

where H20, RIO, HDEGRAD, M(a) are two phase head, single phase head,
fully degraded head and degradation multiplier, respectively. HIO,
HDEGRAD and M(a) have to be supplied to TRAC through input. The M(a) func-
tion serves to interpolate between the single-phase head curve and the fully
degraded, or lowest two-phase, head curve. The static pressure rise across
the pump can be computed from the two-phase pump head, H20, and the inlet
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Table 2.1 Rated Pump Parameters and Operating Conditions at

Full-Scale and Test Conditions

PWR WR Primary

Westinghouse Primary Coolant Pup Coolant PuNp Westinghouse

Parameter PWR (Binghem-Willisaotte) (Byron-Jackson) Pump D&W Pump o4 Pump Creare Pumps KWU PuMp

seale 1/1 1/1 1/3 1/3 of Bingham- 1/5 of Byron 1/20 of Byron- 1/5, RSIII
Williaette Pump Jackson Pump Jackson Pump

Rated Volumetrtic 94,600 104,200 87,000 6210 11,200 3500 181 (219) 3148

Flow Rate (6p)

Rated Total 290 397 252 64.4 390 232 252 293.7

Head (ft)

Rated Speed 1190 1190 900 1500 3580 4500 18,000 5480

(rpm)

Specific Speed 5200 4319 4200 5190 4317 4200 4200 6700

rpm( 05

Fluid* S/U S/W 8/V A/W & S/W A/W 8/V A/W and S/N S/W

Pressure (psia) 15-2250 15-2250 15-2250 15-420 20-120 15-1250 A/W at 90 435-1305
S/W at 400

* A/N is air/vater mixture
S/W Is steam/water mixture
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density, Pin, as follows:

AP H20Pin" (2.2)

The head curves H10 and RDEGRAD, denoted below by H, are homologous
curves with the following homologous variables:

(H/H 2)/(Q/Q ) vs. (/Q )/(Q/Q ) (Q/ )/(Q/Qn ) < 1

ref ref ref ref ref ref- .0

(H/H re)/Wa/ref ) vs. (Q/Q ref)/('/ref). (Q/Qref M 0/aref) < O'

where Q and n represent volumetric flow rate and pump angular speed, respec-
tively. The subscript "ref' denotes normal, full speed and nominal flow con-
ditions.

A similar description is used for predicting the hydraulic torque for the
pump:

T20 = T0 + N(a) (TD-EGM - T10) (2.3)

where T20, TlO, TDEGRAD and N(i) are two-phase, single-phase, two-phase
fully degraded torques and torque degradation multiplier, respectively. T10
and TDERGRAD are supplied through input tables or homologous curves. The
homologous curves for torque are of the following form:

B a T/Tf

B/(Q/Qref) vs. (0/0ref )/(Q/Qref) for (g/g ref )/(Q/Qref) < 1.0,

O/(nre f) vs. (Q/Qfrefo)rref fr ref )/(Q/ rf) < 1.0.

The single-phase torque estimated from the homologous curves is corrected
for the density if that is different from the rated density:

T = Tref ( /P ref ) M.

The torque obtained from the homologous curves is used to compute the
pump speed under transient conditions.

The TRAC-PFl/MODI pump model is very simple and requires most of the in-
formation through input data. However, this model does not allow for the
effect of many important parameters. In general, the pump head for two phase
flow is a function of the following variables:

H20 - 20 (Q/QrefP /"refl n PI N., Geom)

where P, and Ns are pressure and pump specific speed, the other variables
are as defined before.

Figure 2.1 shows homologous head curves as functions of void fraction for
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five pumps of different specific speeds and sizes at the rated condition of
flow and speed. It can be seen from this figure that there is a significant
effect of pump design on pump degradation. The KWU pump, which has the
highest specific speed and is closest to the axial pump design of reactor
pumps, undergoes the least degradation. However, the uncertainty from the
specific speed and geometry effects can be eliminated if the data are avail-
able for the same specific speed Ns as that of the Reactor Coolant Pump:

H -Q/20 = 20 (/reV Q/Q ref' a, P)

The TRAC-PFl/MODl pump model does not account for pressure effects.
Figure 2.2 shows the effect of pressure on degradation for the CE pump [3J.
It is clear from this figure that degradation increases with decreasing pres-
sure.

The TRAC-PFI/MODl model as described earlier interpolates between the
single phase head curve and the corresponding fully degraded head curve
through a degradation multiplier which is only a function of void fraction.
The omission of pressure and possibly of specific speed and geometry from the
model and possibly from the input data specification will be reflected in the
correspondingly large pump model uncertainty.

3. DETERMINATION OF HOMOLOGOUS PUMP CURVES

The following six parameters were prepared as homologous curves from pro-
prietary Westinghouse data for the 1/3-size test pump, having the same speci-
fic speed of N. - 5,200 (gpm2/ft3]l/4 as the Westinghouse NPP Reactor
Coolant Pump, but operating at 420 psia:

Single-phase pump head H10,

Single-phase pump torque T10,

Fully degraded pump head HDEGRAD-

Fully degraded pump torque TDEGRAD,

Pump head interpolant M(a), and

Pump torque interpolant N(c).

Since the homologous curves were prepared from proprietary data, they cannot
be reproduced here.

The homologous curves for the above six parameters were entered in tabu-
lar form as input in TRAC-PFI/MODI and used for the reference calculations.
See Section 4 below for the justification of using the low-pressure, small-
scale data as reference input data.

4. UNCERTAINTY IN TRAC PUMP MODELING

The uncertainties in the pump model of TRAC-PFl/MODl arise from the fact
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that:

(a) Two-phase pump performance is stochastic; precise measurements and

predictions are difficult when two-phase flow conditions exist.

(b) There are no full-scale pump data available for reactor pressure

conditions on 1iD, TD, X and N, and TRAC is unable to account

through mechanistic modeling for pump size, or specific speed, or

pressure.

(c) The model does not account for the effects of pressure (phasic den-

sities), which are recognized as being important [2].

4.1 Modeling Uncertainty Under Conditions of Separate Effects Test

The pump head and torque degradations,4M(a)-and W(a), were evaluated from

over 400 test data, taken from the 1/3-size Westinghouse Test Pump. The eval-

uation was performed by solving Eqs. (2.1) and (2.3) for. M(a).and K(c), re-

spectively, and by using the vendor-supplied single-phase pump characteristics

RIO and H20, and the measured HDEGRAD and TDEGRAD data in the range of

void fraction a from zero to one.

All but two of the M(a) and N(a) data were each enclosed, in the range

o < a < 1, by an upper and lower degradation curve. The difference between

the upper and lower degradation curve, taken at selected a-values, was divided

by 1-2 to yield the standard sample deviations sm(a) and SN(a) by

conservatively assuming (see below) that the distribution of experimental data

points is uniform between the upper and lower degradation curves and that 95Z

of all the data lie between the two curves, i.e., between plus or minus two

standard sample deviations, s. The results are shown in Table 4.1 below.

Table 4.1 Pump Modeling Uncertainty in TRAC-PFl-14OD1

Void Sample Standard Deviation for
Fraction Pump Head Pump Torque

a £14 £1

o 0.00. 0.00
0.01 0.105
0.05 0.00 --

0.09 0.00
0.10 0.042 --
0.17 0.111

g 0.20 0.111
0.21 0.139
0.30 0.129
0.50 0.193
0.57 _ 0.139
0.63 _ 0.300
0.69 - 0.460
0.70 0.70 -
0.80 0.319 0.468
0.90 0.306 0.414
0.98 0.153 0.212
1.00 0.00 0.00
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Since it was impossible to determine reliably probability distributions
for sM and sN, as the deviation of measured data from the calculated mean
value, a uniform distribution was adopted, because the uniform distribution
reflects the maximum possible uncertainty about the distribution and it pro-
duces the most pessimistic (conservative) estimation of peak clad temperature.

4.2 Uncertainty from Geometric Scale Distortions

The homologous curves developed from the Westinghouse pump data are for
the correct specific speed, but need a correction for the size effect, before
they can represent the full size pump. In order to estimate the size effect,
the data from CE (1/5 scale) [3] and CREARE (1/20 scale) [5] pumps
(Q/Qref)/(O/Iref) were analyzed in the range of 0-0 < (Q/Qref)/
(n/Oref) < 2.0. Here Q and n designate volumetric flow rate and rotational
pump speed, respectively. Subscript "ref" denotes the normal operating condi-
tions (design conditions). In order to minimize the uncertainty in determin-
ing the size effect, the data were grouped in the increment of 0.25 for
(Q/Qref)/(Q/nref)- For each of these groups, least-square fit curves for(H/Href)/(f/Qref) 2  or (H/HR)/(Q/QR)2  were obtained as a function of
void fraction, for both the CZ and CREARE pumps, as shown in Figures 4.1
through 4.4. RMS in these figures denotes the root-mean square of the dif-
ferences between data and the best-fit curve. The number of data points used
for each curve fit are given in the figures. The conclusion from these nur-
bers is that the size effect is smallest near the design conditions
((Q/Qref/(n/Iref) - 1.0), and that the larger pump degrades less than the
small pump. The difference between the curves would be less if CREARE data
were available at the same higher pressure as CE data.

The CE and CREARE pump data were further analyzed by obtaining meandegradation functions which are shown in Figure 4.5. The CREAkS data are
available only for void fractions less than 0.5. This figure reconfirms our
earlier conclusion that large-size pumps degrade less than small-size pumps.

This can be explained by the observation that as the pump size increases,
the dimensions of two-phase flow structure becomes smaller relative to the
pump channel dimensions, and the flow becomes more homogeneous. It was there-
fore concluded, that extrapolation of pump degradation data with respect to
geometric scale would only decrease degradation and associated uncertainties.

Since there are insufficient data to estimate this decrease of uncertain-
ty, however, the full range of uncertainty as obtained from the 1/3-scale
Westinghouse pump, and listed in Table 4.1 above, was used to analyze PCT un-
certainty. A reduction in the uncertainty of predicting pump degradation re-
quires more pump experiments, taken from larger pumps than 1/3 of full-size.

4.3 Uncertainty from Pressure Scale Distortion

Figure 2.2 shows that pumps operating at high pressures degrade less dur-
ing two-phase flow operation than pumps operating at low pressure. This is
expected, because the differences in phasic densities diminishes with increas-
ing pressure. Consequently, the two-phase pump flow approaches homogeneous
flow conditions as the pressure increases.
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It is, however, not possible to quantify how much less a full-scale Reac-
tor Coolant Pump would degrade than the 1/3-size Westinghouse test pump, be-
cause the data available for assessing pressure effects on pump degradation
were obtained from pumps of different design and different specific speeds.
Therefore, the full degradation of the 1/3-size test pump and the uncertain-
ties as listed in Table 4.1 are used for estimating peak clad temperature un-
certainty.

4.4 Total Pump Modeling Uncertainty

The pump modeling uncertainty is completely represented by the uncertain-
ties sM and sN for pump head and torque degradations, respectively. The
uncertainty ranges are twice the values listed in Table 4.1. Twice the values
given in Table 4.1 are added and subtracted from the (proprietary) M(a) and
N(G) multipliers in Eqs. (2.1) and (2.3), which are then evaluated to give
upper and lower bounds* for H20 and T20, respectively.

For the reasons given in Sections 4.2 and 4.3 above, the uncertainties
are then considered reasonable but conservative (pessimistic) uncertainty
estimates for modeling the full-scale NPP Reactor Coolant Pump at all pres-
sures occurring during an LBLOCA.

5. CONCLUSIONS

Pump head and torque correlations needed for TRAC-PFI/MODI have been
developed.

Pump modeling uncertainties are derived as the uncertainties in predict-
ing pump degradation during two-phase flow conditions. Degradation uncertain-
ties are derived for pump head and torque, from the 1/3-size Westinghouse test
pump.

It is shown that pump degradation and its uncertainties decrease with in-
creasing pressure and increasing pump size. Therefore, the pump performance
characteristics (H20 and T20) and the uncertainties (sM and EN), as
derived from low-pressure tests on the 1/3-size test pump are reasonable and
conservative for the purpose of estimating the uncertainty of peak clad tem-
perature predictions.

A more realistic pump model is needed than the current TRAC pump model,
to properly account for pressure, flow rate, pump speed and the pump size.
The inability to account for these parameters is the largest contributor to
the TRAC model uncertainty. There are data available for full-scale CANDU
pumps and smaller scale KWU pumps (1/5 scale) which should be utilized.
Furthermore, the EPRI model [61 or KWU semi-empirical [41 model should be
utilized. The current TRAC model also does not account for the enthalpy rise
of the fluid in the energy equation and it is assumed that homogenous
two-phase flow discharges from the pump. These two model weaknesses should
also be resolved.

*Intermediate values are also computed for generating the response surface.
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Part B, Section

details of the pump uncertainty and scaling study given in

3, are documented in this appendix.
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UNCERTAINTY IN MODELLING AND SCALTNG OF CRITICAL FLOW IN TRAC-PF1/MOD1

Upendra S. Rohatgi, Wen-Shi Yu, and Wolfgang Wulff
Brookhaven National Laboratory
Department of Nuclear Energy

Upton, New York 11973

The USNRC has established a Code Scalability, Applicability and Uncer-
tainty (CSAU) evaluation methodology to quantify the uncertainty of safety
parameters by best estimate code predictions. Codes evaluated according to
CSAU can then be applied to evaluate the Emergency Core Cooling System
(ECCS). The TRAC-PF1/MOD1 version was selected as the first code to undergo
the CSAU analysis for LBLOCA applications. It was established as part of this
methodology that the break flow model is among the top ranked models in the
code affecting the peak clad temperature (PCT) prediction for LBLOCA.

The break flow model bias or discrepancy and the uncertainty of the bias
were determined by comparing TRAC-PP1/MOD1 results with experimental results
from 12 Marviken tests. It was observed that TRAC-PF1/MOD1 consistently
underpredicts the break flow rate and that the prediction improves with in-
creasing pipe length (larger L/D). This is true for both subcooled and two-
phase critical flows.

1. INTRODUCTION

1.1 The Need for Uncertainty Estimates

It has been recognized after a decade of research in nuclear reactor
thermohydraulics that the Appendix K, 10CFR5O acceptance criteria for the
Emergency Core Cooling Systems (ECCS) are too conservative and need to be re-
vised, to permit the use of best-estimate computer codes. The proposed
Appendix K revision requires that best-estimate code calculations be accomr
panied by auditable estimates of the uncertainties associated with the code
results.

The Code Scalability, Applicability and Uncertainty (CSAU) evaluation
methodology [1] has been developed by the USNRC to determine (i) whether or
not a candidate best-estimate code has the capability to simulate a particular
transient, (ii) whether or not the code has the capability to model and scale
up from facility subscale to Nuclear Power Plant (NPP) full scale condition,
the processes occurring during that transient, and (iii) the uncertainty with
which the code predicts parameters important to safety. The work reported
here is a part of the uncertainty estimations required for Large Break Loss of
Coolant Accident (LBLOCA) calculations, carried with TRAC-PFI/MOD1, Version
14.3 for a generic four-loop Westinghouse plant.

It has been determined in CSAU Step No. 3 (see main report, Section
2.1.3), the identification and ranking of phenomena, that the critical break
flow affects strongly the peak clad temperature during the reflood phase. The
uncertainty in the code prediction of critical break flow is therefore a major
contributor to the overall uncertainty in predicting peak clad tempera-
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ture.

1.2 Purpose of Uncertainty Estimation

The objective of estimating the uncertainty in break flow predictions by
computer code is to obtain the range and probability distributions of the
modeling parameters in the critical break flow model of the code, and to use

these statistical measures in the calculation of the probability distribution
of the peak clad temperature uncertainty. If systematic errors in the break
flow model dominate the stochastic uncertainty, then it is necessary instead
to estimate the associated systematic bias and its standard deviation. It
will be shown in Section 2 below that it is necessary for TRAC-PF1/MOD1 to
determine systematic bias and its standard deviation for the break flow.

Bias and standard deviation are to be obtained by comparing code calcula-
tions with separate effects tests, and by extrapolating appropriately the bias
and standard deviation from small-scale to full-scale NPP conditions, if

small-scale separate effects test facilities are involved. The extrapolation
is to be carried out with respect to those scaling groups which characterize
the dominant phenomena of critical break flow.

Since the TRAC code has a built-in bias compensation for critical break
flow in the form of two input break flow multipliers, one for subcooled criti-
cal and the other for two-phase critical flow, the break flow modeling bias is
to be evaluated to provide the best estimates for the break flow multipliers.
The standard deviation of the break flow bias or multiplier represents then
the uncertainty associated with estimating the multiplier and with the break
flow model deficiencies.

2. UNCERTAINTY IN CRITICAL FLOW MODEL

The coolant inventory in the reactor system is controlled by the break
flow rate. However, a more significant role of the break flow rate is its in-
fluence on the distribution of the liquid inventory during the blowdown
phase. The fuel rod clad starts to heat up at the time of break as the flow
stagnates in the core. However, around 2.3 seconds after break initiation,

the break flow decreases below the flow through the pumps in the intact loops,
after the break flow changes from subcooled to two-phase critical flow. This
results in the restoration of some liquid flow into the core, in core-wide re-

wet, and in the occurrence of the first peak of the clad temperature in the
blowdown phase.

2.1 The Critical Flow Model in TRAC-PF1

TRAC-PF1/MOD1 has three models for critical flow. One is for subcooled
liquid, the second is for two-phase flow conditions and the third one is for

single-phase vapor. This paper deals with the first and second models, be-
cause the third model is irrelevant for peak clad temperature-predictions.

2.1.1 Subcooled Critical Flow is computed in TRAC from a modified Bernoulli
equation, as described in Appendix D on Page 530 of Reference (2]. This TRAC
code document gives in Eq. (D-9) the critical velocity for subcooled liquid,
calculated for the break plane location, as the velocity Ve:
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V - Max aHE / V2 + 2 (p p)Pe LH, c c Pe)/ml (2.1)

where aHE is the sound speed of homogeneous two-phase mixtures, Vc and
Pc are the velocity and pressure at the nearest upstream computational cell
center, while Pe and pm are the break plane pressure and the mixture
density at a location not specified in the TRAC documentation. A number of
questionable explanations are given to justify Eq. (2.1). They can be found
in Section I1-B of Appendix D, in Reference [21. Particularly, the second
argument of the maximizing function in Eq. (2.1) produces a velocity which is
neither related to the pressure wave propagation velocity, nor does it satisfy
a mass flux maximizing condition. Therefore, it is not clear why Eq. (2.1)
should always produce a critical mass flow rate.

Equation (2.1) applies in TRAC, whenever the void fraction a. at the
upstream cell center nearest to the break satisfies ac < 0.01. The break
plane pressure p8 is computed in TRAC on the basis of the nonequilibrium
flashing model by Jones [3] (who used Alamgir and Lienhard's earlier work).
The pressure Pe computed from Eq. (D-10) of Reference [21 according to:

Pe Ps- Max {O,&p} . (2.2)

Here ps is the saturation pressure (at unspecified location), and:

1.5 (T 1 )13.76

Ap - 0.258 crit .[1 + 13.25 ( -Dp/Dt )]0.8/(
1 -i 1.01325xlO

Pt

A2 2
- 0.070 (A-) P V' (2.3)

c

where a, k, T and p designate surface tension, Boltzmann constant, temperature
and density, respectively, all quantities being expressed in S.I. units. Sub-
scripts g, I and crit designate gas, liquid and thermodynamic critical, while
subscripts e and c are, as before, designating break plane and upstream cell
center locations. The locations associated with subscripts g and I are also
not specified in Reference [2].

Notice that Eq. (2.3) contains the limiting critical velocity Ve, that
substitution of Eq. (2.3) first into Eq. (2.2) and then into Eq. (2.1) renders
Eq. (2.1) implicit in the velocity Ve. The TRAC code document (21 fails to
indicate the method by which Ve is computed from Eqs. (2.1, 2 and 3), with
TX, pt and ps all dependent on Ve.

Notice also that Reference [21 fails to specify the method for computing
the substantial derivative Dp/Dt. The RELAP5 code documentation shows the
same model for critical flow of subcooled liquid* [4, p. 791 as TRAC and

*Aside from a factor of 2 discrepancy in the last term of Eq. (2.3).
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specifies:

Dp/Dt ' (P V3/Ae)(dA/dX)e (2.4)

where (dA/dx)e is the variation of cross sectional area with respect to

axial distance at the break. Obviously, Eq. (2.4) fails to produce nonequili-

brium pressure undershoot for breaks in straight pipes.

Finally, it must be pointed out that Reference [2] fails to indicate how

Ve, as computed from Eq. (2.1), limits the mass flux as computed from the

field equations in TRAC.

2.1.2 Two-Phase Critical Flow is computed in TRAC from the condition that the

maximum value of the real part of the characteristic roots Xi, associated

with the field equations:

*Aap3at + Bay/ax = c(2.5)

is zero [2, p.. 5281. The field equations are the mass balances of an inert

gas and the two-phase mixture, the phasic momentum balances and the mixture

entropy balance for isentropic flow. A and B in Eq. (2.5) are 5x5 matrices

and the state variable vector U has the components of inert gas pressure p,

vapor pressure PvD void fraction a and phasic velocities vt and v . The

source vector C is unimportant for all but the entropy equation. In GRAC it

is completely ignored.

The characteristic roots AX are computed numerically from the charac-

teristic equation:

det [AX+] - 0. (2.6)

The numerical scheme 12, _p. 5301 involves also the maximization of the mass

flux at the location of the break plane. Thus, the two-phase critical flow

model in TRAC contains two independent choking criteria, but not the standard

compatibility criteria of quasi-steady critical flow (see Reocreux, NUREG-tr-

0002, Vol. 1, p. 75).

The above two-phase flow choking criterion is imposed in TRAC for

c > 0.1 at the nearest upstream cell center. In the range of 0.01 < oc <

0.1, a linear interpolation with respect to cc is used between the critical

flows calculated from Eq. (2.1) and from Eq. (2.6).

2.2 Bias vs. Uncertainty Estimate for Break Flow

It has been shown in Section 2.1 above, that the two critical break flow

models relevant to LBLOCA analysis are not consistent with physics. There-

fore, it is not possible to compute the break flow uncertainty from the uncer-

tainties of the parameters appearing in Eqs. 2.1 and 2.6. Instead, the syste-

matic modeling error in Eqs. 2.1 and 2.6, and in their implementations in

TRAC-PF1/MOD4, is determined as a bias and its standard deviation. The bias

is used in the code as the input multiplier for critical break flow.

M-7



The break flow modeling bias is defined as the ratio:

(m (2.7)

of critical break mass flow rate Wc as measured (subscript m) over the
critical mass flow rate as predicted by the code (subscript p). The measured
critical mass flow rate, (Wc)m, is obtained from Separate Effects Tests
(SET), namely from the Marviken test facility, the largest test facility
available, having also the smallest scale distortion available. The code pre-
dictions are obtained from TRAC-PFI/MODl calculations, performed for the
Marviken test conditions.

The bias Re accounts for all modeling uncertainties, both for systematicU
errors and for stochastic uncertainties in all modeling parameters and in ex-
perimental data, but only to the extent that they are associated with the
critical flow prediction and its assessment.

3. SEPARATE EFFECTS TEST DATA

The bias R. as defined by Eq. (2.7) and its standard deviation SR wereU
determined from the 12 Marviken tests [5 to 151 listed in the first column of
Table 3.1 below. The Marviken test facility provides the smallest available
geometrical scale distortion.

Table 3.1 Marviken Test Matrix for Determination of Bias in
Critical Break Flow Predictions

Nozzle Exit Nozzle Length Nozzle Entrance Conditions
Test Diameter to Diameter Subcooling Temp Static Pressure
Number (ft) Ratio (F) psia

12 0.984 3.0 54 _
13 0.656 3.0 54 -_
15 1.64 3.6 54 _
16 1.64 3.6 54
17 0.984 3.7 54
18 0.984 3.7 54
19 0.984 3.7 9
20 1.64 1.5 9
21 1.64 1.5 54
22 1.64 1.5 90
24 1.64 0.32 54 _
25 0.984 1.7 9

The tests cover the ranges of geometric and operational parameters as follows:
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MARVIKEN NPP

Pipe Diameter (ft) 0.656-1.64 1.97
Length/Diameter 0.3-3.0 -8
Upstream Subcooling Temperature (°F) 0-90 0-110
Upstream Static Pressure (bar) 40-50 3-155

Abdollahian et al. [16] have concluded that pipe diameters D > 1 ft and

L/D > 1.5, the subcooled critical flow does not depend on diameter D or length

L of the broken pipe. For smaller pipe diameters, D < 1 ft, however, the

critical flow varies with L/D. The ratio L/D for a power plant depends upon

the postulated break location, but is most likely greater than 1.5, in which

case the subcooled critical flow is expected to be independent of L/D. Two-

phase critical flow is nearly in thermal equilibrium and therefore not strong-

ly dependent upon L/D. However, the data evaluation shown below in Chapter 4

show a trend of R- with L/D. Therefore, L/D dependence of L/D is accounted
m

for in the bias estimation.

Marviken tests are blowdown experiments started at pressures of approxi-

mately 800 psia. These tests do not cover the NPP pressure range above 800

psia, up to 2,250 psia. The pressure upstream of the break location is about
one second long above 1200 psia and between 1200 and 725 psia for the subse-

quent four seconds, for a total of 1/3 to 1/4 of the entire blowdown period.

Therefore, the pressure dependence of the bias R- must be accounted for.
m

Figure 3.1 below shows the discharge pipe of the Marviken Test Facility.
Pressure and temperature measurements at locations 004M109 and 004M405, re-

spectively, all 5.608 m below the vessel exit, were used to impose entrance

conditions on the TRAC code calculations. The mass flow rate (Wc)m in

Eq. (2.7) was obtained from pitot tube measurements in Ring II, 3.470 m below

the vessel exit.

The Marviken vessel (not shown, see [5 to 16]) was filled with water,
heated and thereby pressurized to approximately 50 bar, with saturation tem-

perature reached at the liquid-vapor interface in the vessel. Rupture of the
diaphragm at the nozzle exit started the test. Data recordings at one minute

intervals were used to evaluate Ro in Eq. (2.7).
M

4. TRAC -PF1 CALCULATIONS AND BIAS EVALUATIONS

TRAC calculations are needed to obtain (Wc)p in Eq. (2.7). The cal-

culations were performed with the nodalization scheme as shown in Figure 3.2

and with the dimensions given in Table 3.2. The number of cells in the nozzle
section must be the same as for the break nodalization of NPP calculations,

namely 2. As seen in Table 3.2, five of the twelve calculations satisfy this

nodalization rule; the others do not because the calculations had been com-

pleted before the rule was established. The nodalization effect on the re-
sults, R- (L/D), however is small.

m
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Note: All dimensions are in millimeters
at room temperature.

SYSTEM
REF.LE%

Figure 3.1 Marviken Discharge Pipe. Shown are the Test Section with
Nozzle and Location of Instruments
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Table 3.2 Nodalization (Refer to Figure 3.2)

Cell Size in. Cell Size in No. of Cells Cell Size in
* Test Diameter Discharge Pipe Converging Section in Straight Straight

Number (ft) DX1 , (ft) DX2 (ft) Section Section (ft)

12 .98 1.15 0.49 3 0.97

13 .66 1.15 0.33 2 0.97

15 1.64 1.15 0.75 3 1.90

16 1.64 1.15 0.75 3 1.90

17 .98 1.15 0.49 3 1.22

18 .98 1.15 0.49 3 1.22

19 .98 1.15 1.15 3 1.22

20 .98 1.15 0.75 2 1.20

21 1.64 1.15 0.75 2 1.20

22 1.64 1.15 0.75 2 1.20

24 1.64 1.15 0.75 1 0.52

25 .98 1.15 0.49 2 0.84
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DY1
DISCHARGE

PIPE

DXI

DX2. CONVERGING;

NOZZLE N STRAIGHT SECTION

Figure 3.2 Nodalization for Scheme Marviken Tests

Pressure and temperature, both obtained .as functions of time from sensors
004X109 and OOM405 shown in Figure 3.1 were imposed as boundary conditions,
along with a - 0 at the nozzle entrance, and with choking conditions at the
nozzle exit. The constraint a - 0 means that only a short time span after
break initiation could be used for the bias determination. The relaxation of
the constraint a - 0 would have required the inclusion into the computer simu-
lation of the test section up to the location of the gamma densitometer, which
might have compromised the isolation of break flow bias estimation from other
modeling uncertainties. Thus, data from Marviken tests and from TRAC calcula-
tions were compared only during the time when TRAC predicted a - 0 at the noz-
zle entrance.

Each one of the 12 Marviken tests listed in Tables 3.1 and 3.2 have been
simulated with TRAC-PPI/MOD1, Version 14.3. From each transient calculation
were selected all the results, at intervals of one second, for which the noz-
zle entrance void fraction was computed to be zero, and compared with Marviken
test results. The test results were sorted into data for subcooled critical
flow and two-phase critical flow regimes, according to whether the TRAC code-
computed void fraction ac in the cell upstream of the break is less than
0.01 or greater than 0.10, respectively.
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The arithmetic mean RT of the critical mass flow ratios Re according to
m m

Eq. (2.7) and their standard deviation SR were then computed, one for each

flow regime and for each test. The results are listed in the last four

columns of Table 3.3. The individual critical mass flow rates, as measured in

the Marviken tests, are plotted versus computed critical mass flow rates in

the scatter diagram of Figure-3.3. The results show that TRAC underpredicts

critical flow. Therefore, the critical flow calculations in TRAC cause the

peak clad temperature predictions to be too low.

The third column in Table 3.3 shows the mean pressure, averaged over the

time (m 2-10 sec. depending on subcooling) that the data were compared. The

pressure oscillated because of acoustic effects, but remained in the mean

fairly constant because of the large vapor volume in the Marviken pressure

vessel, acting to maintain constant pressure. The results shown in the last

four columns of Table 3.3 must be extrapolated from (m 700 psia) to the pres-

sure of 2,250 psia, for the reasons given in Section 3 above.

TRAC calculations performed for the LELOCA in LOFT [18] show, that the

bias Re decreases with increasing pressure. This is explained by pointing out
m

that the phasic density difference and the enthalpy of evaporation decrease

with increasing pressure, causing the flow to approach homogeneous equilibrium

flow for increasing pressure. Thus, the critical flow velocity approaches

aliE in Eq. (2.1), and the bias Re approaches unity. Since it was not possi-

ble to determine how far Re approaches unity and since it is not possible in
U

TRAC to accommodate a pressure-dependent Re, the pessimistic, low-pressure

value of Re and S as obtained from Marviken test data were used for the peakm R
clad temperature uncertainty analysis.

The mean bias values RX and their standard deviation SR were curve-
U

fitted with respect to the geometric scaling group (L/D). Linear, logarithmic

and exponential curve fits were developed and exponential curve fit produced

the largest value for the coefficient of determination and thusly the best

fit. The results are for:

Subcooled Choking Flow

L-0.168
() 0.696 exp (0.649 ( -0 (4.1)
m SC D~~

0.227

(S c 0.9 exp (-1.737 (D) (4.2)

Two-phase Choking Flow

L-0.25
(iR) = 0.778 exp (0.679 (D-0.2 (4.3)

m2-0D
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Figure 3.3 Comparisons of the Marviken Data with TRACPF1/MD1 Results for
Critical Break Flow
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Table 3.3 Bias Estimates Comparison of Marviken Test
Results with TRAC Calculations

Subcooled Two-Phase
Subcooling Flow Regimes

Pressure Nozzle Diam. Temp.
Test No. L/D p (psia) D (ft) AT (F) Re S R. S

R m R

12 3.0 755 0.98 54 1.115 0.024

13 3.0 740 0.66 54 1.112 0.068

15 3.6 633 1.64 54 1.219 0.118

16 3.6 621 1.64 54 1.258 0.084

17 3.7 691 0.98 54 1.146 0.056

18 3.7 716 0.98 54 1.157 0.030

19 3.7 718 0.98 9 1.11 0.109 1.309 0.088

20 1.5 682 1.64 9 1.54 0.107

21 1.5 621 1.64 54 1.364 0.097

22 1.5 599 1.64 90 1.35 0.186

24 0.32 594 1.64 54 1.533 0.246 1.92 0.59

25 1.7 693 0.98 9 1.18 1.485 0.125
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(S )2 - 2.027 exp (-2.16 (L) 0.25 (4.4)

The two bias values, (Re) and (i)2 0, constitute the systematic model-
ing errors in Eqs. (2.1) and (2.6). they are computed from Eqs. (4.1) and
(4.3) for the postulated break location and used as the two break flow multi-
pliers in TRAC, which are required input parameters. The standard deviations
(SR)sc and (SR)2_0 account for all the uncertainties other than geo-
metric scale. They are used to determine the range of Ru -uncertainty in them
statistical analysis of Peak Clad temperature uncertainty.

4. CONCLUSIONS

TRAC-PF1/MOD1 underpredicts the critical break flow rate. The underpre-
diction of break flow rate causes the peak clad temperature to be too low.

The standard deviation, which accounts for all but the geometric param-
eter uncertainties, varies from 0.02 to 0.59 in the L/D range between 0.33 and
3.70, while the mean bias varies between 1.10 and 1.92, as the code underpre-
dicts the flow rate between 10 and 92 percent.
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APPENDIX N

UNCERTAINTY IN TRAC-PF1/M0D1 MINIMUM FILM BOILING TEMPERATURE

This appendix documents comparison of the TRAC-PF1/MOD1 Tmin model

with data and provides recommendations for ranging in the CSAU procedure.



UNCERTAINTY IN TRAC-PFI/MODI MINIMUM FILM BOILING TEMPERATURE

Rex W. Shumway
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UNCERTAINTY IN THE TkAC-PFI/MOD1 MINIMUM FILM BOILING TEMPERATURE

The following discussion addresses the CSAU uncertainty in the minimum

film boiling temperature (THIN) used by the TRAC-PF1/MOD1 code and its

relation to the value of the film boiling heat transfer coefficient.

Transition of a hot surface from film boiling to nucleate boiling is

governed by many factors. Consequently there are many correlations that

specify the temperature below which return to nucleate boiling is allowed.

TRAC-PF1 uses a modification of the homogeneous nucleation temperature

(THN), suggested by Bjornard and Griffith (Reference 1). The correlation

is:

TMIN - THN + (THN - Tliq)*Beta Eq. 1

where:

Beta - sqrt( (k rho c)liq / (k rho c)wall )

The Beta term was derived by Carslaw and Jaeger (Reference 2) when

describing the interface temperature between two semi-infinite slabs.

Figure 1 shows rod quench temperature data, from Reference 3, ranging

from about 600 K to 900 K. Table I gives the legend information for

Figure 1. The two 8's" in the figure are the upper and lower bounds of the

Lehigh University data. The INEL THTF (sometimes referred to as LTSF) data

is similar to the Lehigh data and was not included. The WA'sw at the left

side of Figure 1 are the upper and lower bound of the FLECHT and Semiscale

data. Although there are data from Zircaloy surfaces from LOFT and FLECHT,

there are potential problems with the LOFT data because of external

thermocouples and with FLECHT because of possible clad swelling.
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TABLE 1. LEGEND FOR FIGURE I

Pfmpa) Dh(m)Name

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.

Becker
Becker
Becker
Becker
Janssen
Janssen
Bennett
Lehigh-U
ORNL
Semiscale
FLECHT
Dhir

3.
3.
7.
7.
7.
0.7
6.9
0.38
4.-9.
0.413
0.276
0.1

0.01
0.0149
0.01
0.0149
0.0125
0.0125
0.0126
0.0154
0.0121
0.0136
0.0120
0.08

6(kg/s-z**2)
500.
500.
500.
500.
68.
68.
400.
15.
200-800
13-42
20-140
20-290

Geometry
Tube
Tube
Tube
Tube
Tube
Tube
Tube
Tube
Rods
Rods
Rods
Rods

Materi al
Ss
SS
Ss
Ss
Ss
Ss
Ss
ss
Ss
Ss
Ss
SS-Zr
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The Bjornard-Griffith correlation (Equation 1) gives results which are
lower than most of the data. One deficiency of most correlations is that
they do not consider the effect of the fluid void fraction or flow rate.
TRAC-BFI uses a correlation developed by Shumway (Reference 3), which
includes void and flow effects.

The correlation used by the TRAC-P code has pressure dependence but no
Reynolds number dependence so the data was re-plotted in Figure 2 with
pressure as the abscissa. Also only the upper and lower TMIN values were
chosen from the low flow data and the Dhir data was added at the left of
Figure 2. Data from small scale 'clean' surfaces was not used because it
would tilt the total data base to the low side. The TMIN lower bound is the
one that will yield the highest peak clad temperature in TRAC calculations.
If the TMIN lower bound were lowered even further because of considering
clean or polished surface data, it could very adversely affect future TRAC-P
calculations of PCT (at least at high values of mass flux; low mass flux
values would only be slightly influenced as will be shown later).

I recommend the TRAC-PF1 (Bjorard-Griffith) equation plus 200 K as an
upper bound as shown in Figure 2. Only the ORNL data on the right and some
Dhir data on the left exceed this value. Although a higher value could be
justified, this value is already high enough to cause early quenching in the
large break calculations I am aware of. I recommend the homogeneous
nucleation temperature (THN) as the THIN uncertainty lower bound since it is
along the lower bound of the stainless-steel data, and therefore
conservative. Zircaloy rods quench at a higher temperature than
stainless-steel rods because of the Beta effect. Some lower bound data is
low only because there was insufficient water present in the experiment
earlier in time when the wall temperature was higher.
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To show the effect of the above recommended THIN bounds on the TRAC-PF1

heat flux, a calculation was performed by driving the TRAC heat transfer

subroutines with boundary conditions specified below. The initial wall

temperature was initiated at Tsat plus 500 K and reduced in small increments

for Nominal conditions, Best case conditions and Worst case conditions.

Nominal conditions resulted from using TRAC-PF1 subroutines with no

modifications (THIN - Eq. 1). Best case conditions show the result of

having a 40% increase in film boiling heat transfer coefficients and

Equation I plus 200 K for THIN. The Worst case assumes a 40% reduction in

the heat transfer coefficient and THIN-THN. The coupled effect of changing

THIN and the heat transfer coefficient is shown in Figure 3. Table 2 gives

the boundary conditions for the calculation shown in Figure 3.

Notice, from Figure 3, that If THIN were much lower than THN it would

go below the critical heat flux temperature (TCHF). Therefore, for low mass

flux cases, values of THIN much lower than THN would be ignored because they

would be below TCHF. Since the Biasi CHF value decreases with increasing

mass flux, a smaller THIN lower bound would have an effect at larger mass

flux values. The way Biasi is programmed in the TRAC-PF1 code the maximum

CHF occurs at 6-200 kg/s-m2 and is a constant for lower values of G.
However, this brings up the fact that Biasi CHF value may be too large. The
predicted value of TCHF more than 150 K larger than TSAT is suspicious.

Professor Becker (Reference 4) reports that Biasi gives values that are

larger than the experimental values in rod bundles. He is uncertain what

correlation to recommend for low pressure cases such as the one used to

generate Figure 3. CHF errors have a negligible influence on the rod

temperature rise during reflood but CHF errors be addressed because they can

have a significant effect on the blowdown PCT.

CONCLUSION

The lower bound on the CSAU TRAC-PF1 minimum film boiling temperature

should be set to the homogeneous nucleation temperature (THN). The upper

bound should be about 200 K larger than the value the code currently
calculates.

N-10



1 i06

NBest Case

10 200 Nominal Case

-X

I

0 160 200 300 400 S00

TWALL - TSAT (K)

Figure 3. TRAC-PFI surface heat flux for low flow, low pressure.



TABLE 2. BOUNDARY CONDITIONS FOR FIGURE 3

Pressure
Mass flux
Void Fraction
Hydraulic diameter
Wall material

0.37 MPa.
100. kg/s-m**2
0.95
0.015 M
Zircaloy
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APPENDIX 0

TRAC-PF1/MOD1 POST-CHF HEAT TRANSFER COEFFICIENT VARIATION FOR CSAU

An evaluation of the multiplier range to be applied to the

code-calculated convective heat transfer coefficient in the CSAU procedure

is documented in this appendix.
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TRAC-PFI Post-CHF Wall Heat Transfer Coefficients

The purpose of this report is to: (1) present a comparison between the

TRAC-PFI/MODt wall heat flux calculated in the post-CHF Mode 4 heat

transfer regime and experimental film boiling results, and (2) determine an

overall multiplier for the convective heat transfer coefficient for the

CSAU uncertainty evaluation. The wall heat flux (qwall) is evaluated

from the following expression:

4wall - hl(Twall - Tliq)+ hv(Twall - Tvap)

where:

hl - liquid heat transfer coefficient

hv - vapor heat transfer coefficient
Twall - wall surface temperature

Tliq - liquid temperature

Tvap - vapor temperature

The heat transfer coefficients are large during the nucleate boiling

steady state reactor operation but become small when flow conditions are

disrupted following an accident. The heat transfer after the coefficients

become small is known as the post critical heat flux (CHF) or film boiling

regime. The fuel cladding temperature escalates due to the decreased heat

transfer and the temperature rise is terminated only when the heat transfer

increases or the power reduces.

The calculated film boiling heat flux values are compared to

experimental data to help determine the uncertainty range of the heat

transfer coefficients during a postulated accident. TRAC-PF1/HODi1 wall

surface heat transfer coefficients are a strong function of the amount of

vapor (void fraction) in the flow channel next to the wall. If the void

fraction is 1.0 and the wall temperature is above the vapor saturation

temperature, the heat transfer regime is specified as Mode number 6; the

steam cooling mode. The liquid heat transfer coefficient is set to zero

and the vapor value is set from the Sieder-Tate correlation. Under

two-phase flow conditions, however, the logic is not as straight forward.

If the void fraction is greater than 0.97 the Mode 6 value is first
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calculated then the Mode 4 (two-phase conditions) value is determined and
void fraction weighting is used between these to values. Below a void
fraction of 0.97, only the Mode 4 value is calculated. The code prints
Mode 4 as the mode number even above a void fraction of 0.97 unless the
void fraction is 1.0. In Mode 4, the heat flux to vapor is the maximum of
a natural convection correlation and the Dougall-Rohsenow correlation. The
liquid coefficient is composed of a radiation term, and a dispersed flow
Forslund-Rohsenow term, or a Bromley film term. Below a void fraction of
0.5, the Forslund-Rohsenow term is zero and above 0.75 the Bromley term is
zero. The upper limit (maximum allowed) of the Forslund-Rohsenow term is
the Bromley value. Between a void fraction of 0.5 and 0.75, interpolation
of the two terms is used.

The accuracy of the Mode 4 correlations has been checked by comparing
it with 760 INEL POST-CHF data2 points. Rather than doing 760 TRAC
calculations, a driver-plotter routine was used which incorporated only the
essential TRAC subroutines; i.e., fluid property and wall heat transfer
subroutines. To verify that errors were not introduced into the driver,
conditions from a TRAC calculation of a large break LOCA were input to the
driver and the heat transfer coefficients compared with the TRAC values.
Table I shows the input conditions and the results.

Table 1 Driver-plotter Results Compared to a TRAC Calculation

Input TRAC Driver error
Time P Ygid Jw Tv Tl VY VI by . hi hv hl
(s) (MPa) (K) (K) (K) (m/s) (mls) (w/m2-k) (w/m2-k)

1. 11.08 .937 734. 595. 591. 1.1 0.34 939. 841. 0.02 0.03
2. 9.5 .984 831. 625. 580. 2.6 1.6 238. 727. 0.06 0.07
5. 7.28 .929 816. 595. 561. 2.5 1.4 592. 683. 0.07 0.01

12. 3.53 .963 708. 547. 516. -6.4 -4.6 288. 689. 0.09 0.09
20. 0.42 .999 725. 545. 417. -16. -6.4 15. 168. 0.05 0.01
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The driver heat transfer coefficients differ from TRAC results by up to

9%. This is considered adequate since TRAC output does not display the

exact values used as input to the heat transfer subroutines. The input

shown in Table 1 is taken from vessel level 6 cell 4 and rod 9 level 3 of

the nominal CSAU NPP calculation. The velocities are those donnered into

this cell at the lower axial face for positive flow and at the upper face

for negative flow.

Comparisons with Post-CHF Data

The range of the INEL post-chf tube data is shown in Table 2.

Table 2 INEL

Parameter

Pressure

Mass Flux

Heat Flux

Wall Superheat

Vapor Superheat

Equilibrium Quality

Void Fraction (slip-i)

Void Fraction (slip=2)

Steam Reynolds (inlet)

Water Reynolds (inlet)

Post-CHF Test Conditions

Range

0.28 - 7.1 MPa

12.1 - 71.5 kg/s-m2

3.1 - 179.3 kW/m2

190.8 - 709.9 K

2.5 - 507.5 K

0.13 - 1.05

0.91 - 0.999

0.84 - 0.999

2000 - 27000

400 - 8000

The TRAC-PFI predicted heat flux was compared with the 760

post-CHF data points. The error was calculated for each point

error - (Qmeasured - Qpredicted)/Qmeasured

The RMS and average error were calculated by:

RMS error - 1(Yerror2)/760

Average error = lerror/760

The measurement error is stated to be less than 8 percent.

INEL

by:

0-7



RI4S and average errors are given on Figures 1-4. The variables in the
figures are the phasic slip, used to calculate the void fraction from the
measured flow quality, and the multiplier used on the calculated total heat
flux or used only on the Forslund-Rohsenow correlation. The results from
using an overall multiplier of 0.75 certainly is an improvement relative to
the 45 degree line (see Figure 1 versus Figure 2). A multiplier of Just
under 0.6 would be needed to drive the average completely to zero.
However, a multiplier as small as 0.6 would overly penalize PWR reflood
cooling. The PWR core void fractions become very high during reflood and
the steam convection part does not need to be penalized. Figure 3 proves
this point. When the Forslund-Rohsenow liquid term is removed the points
lie mainly underneath the 45 degree line.

Phasic slip is another uncertainty in the comparisons. Slip is used to
calculate the void fraction from the measured flow quality. When the slip
increases the calculated void fraction decreases as shown in Table 1. The
errors increase significantly with a slip of two, as shown in-Figure 4,
because Forslund-Rohsenow becomes more important. A slip of two may be
overstating the problem since a study of FLECHT reflood data given in
Reference 3 shows slip ratios more like 1.25.

The error has also been plotted against void fraction, mass flux,
pressure and heat flux in Figures 5 through 8, respectively, with a slip of
1.0 and a heat transfer multiplier of 1.0. Errors are particularly large
at low void fractions which occurred at low heat flux values in the
intermediate pressure tests. The three fingers on the left of Figure 8 are
the three pressure ranges from Figure 7.

A calculation was performed where just the data above a void fraction _
of 0.98 was considered. There were 602 data points and the average error
was -0.33; a reduction of 58% when the number of points was reduced by only
21%. A major source of the errors is the large values calculated by the
Forslund-Rohsenow correlation at the lower void fractions. A calculation
was performed where only the Forslund-Rohsenow correlation was reduced to
help determine the bias caused by this particular correlation. The
magnitude of the multiplier on only the Forslund-Rohsenow correlation
necessary to reduce the average error to zero for all 760 points in the
INEL data set was 0.265.
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For CSAU a multiplier was desired which could be used on the total code

convection instead of one specific part. Using an overall multiplier of

0.75 on all the points brings the average error down to -0.34 and the RMS

error to 0.75.

Conclusions

A comparison of the TRAC-P calculated post-CHF heat transfer and

experimental data was made. From this, a 0.75 overall heat transfer

multiplier used in the PWR calculations is not small enough for Mode 4

calculations when the void fractions are below about 0.98. However, in

order to not penalize nucleate boiling and very high void convection

cooling too much, an overall multiplier of 0.75 is acceptable.

Particularly since the calculated reflood void fractions are close to one.

0-9



REFERENCES

1. TRAC-PFI/MODO: An Advanced Best-estimate Computer Program for
Pressurizrd Water Reactor Thermal-hYdraulic Analysis, LA-10157-ms
NUREG/CR-3858.

2. R. C. Gottula, et al., Forced Convection. Nonequilibrium. Post-CHF Heat
Transfer Experiment Data and Correlation Comoarison Report,
NUREG/CR-3193, EGG-2245, March 1985.

3. S. Wong, A Model for Disoersed Flow Heat Transfer in Rod Bundles During
Reflood, Carnegie-Mellon University, Thesis, September 28, 1979.

0-10



I
. 4

I Q=TRAC-PF 1
x105

3

Li4.

x

2

0

P-6 I

0

0.0 S 1.0
xles5

MEASURED HEAT FLUX (W/M2)

'.5 2.0

INEL POST-CHF DATA VS TRAC MODE 4

Figure 1. INEL data, multiplier X 1, slip = I



xe 1. QOTRAC-PFI
XIB5

3

II-f

LL

2

0
.L

I

8

0.0 0.5 1.0 1.5

Xles
MEASURED HEAT FLUX (W/2

INEL DATA VS TRAC; SLtP.g.KULw.76

2.0

Figure 2. INEL data, slip a 1. multiplier = 0.75

L,



r 4. V
'e &;

1 Q=NOFROSLA
x'856
1.5

.03

a

*

K

x
IL.
60

1.0

8.5
0

!.'

0.0

0.0 5 1.8
xies

IEASURED HEAT FLUX (We/2)

1.S 2.0

INEL POST-CF DATA VS TRAC (DE 4

Figure 3. INEL data, slip - 1,
no Forslund-Rohsenow



X0s6

4

1 GaTRAC-PFI

3c

lo3
M0

W1

*a

2

CD

a

1.0 1.6 2.0
X10s

MEASURED IEAT FLUX (W/12)
INEL POST-OF DATA VS TRAC MOD 4

Figure 4. INEL data, slip a 2, multiplier = 1



tI 4.

i 0 ERROR

see

111�

la
I.

a%

'U
5-V

'Ua,

I"

0

0

-See

C)

4.
0"

-1588

0.90 0.92 0.94 8.96 0.98 1.88

VAPOR VOID FRACTION

INEL POST-CHF DATA VS TRAC MODE 4

Figure 5. Error vs. void fraction,
slip a 1, multiplier x1



1 0 ERROR

5S0

tq1\

U)
-

I-

0

VD
4,
U

83

lab

4..

U

U)

U,
Ua

V
5-

cUf

0

0
4a

-1000

-1580

20 40 so 80

MASS FLUX (KCG/M2-S).

INEL SLIP-I MULaI

Figure 6. Error vs. mass flux.
slip = 1. multiplier =1

E.. . *1 .



C "If,

1 0 ERROR

500

-I

la
I.
:0

01
U

El
cu

la
2

U)

-

:6

I-10

8

-588

-1888

-isme
0 2 4 6 8

PRESSURE ( MPA)

INEL POST-CHF DATA VS TRAC MWE 4

Figure 7. Error vs. pressure.
slip = 1, multiplier = 1



1 0 ERROR

la
S.

6
4J

5-

Is

4)

U

5-

0

-6S

-18w

0

co

-1i8s

8.8 0.S 1.0

X105
HEAT FLUX

1.5 2.0

MEASURED (W/i2)
INEL DATA VS TRACPFWI SLIPS

Figure 8. Error vs. heat flux. '
slip a 1. multiplier a I

1,
4',



APPENDIX P

PROCEDURE AND RESULTS TO SCALE MULTIPLIERS FOR TRAC-PFl/MOD1
INTERFACE SHARPENER AND CORE INTERPHASE DRAG MODELS TO SUPPORT

QUANTIFICATION OF UNCERTAINTY DUE TO STEAM BINDING
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APPENDIX P

PROCEDURE AND RESULTS TO SCALE MULTIPLIERS FOR TRAC-PF1/MODl

INTERFACE SHARPENER AND CORE INTERPHASE DRAG MODELS TO SUPPORT

QUANTIFICATION OF UNCERTAINTY DUE TO STEAM BINDING

The information in this appendix is a summary of work performed by

Drs. B. Boyack and P. Shire (LANI) to support determination of liquid

carried from the core to the steam generators and, thereby, the

quantification of uncertainty due to steam binding.
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Procedure and Results to Scale Multipliers for TRAC-PFI/MODI
Interface Sharnener and Core Interphase Drag Models to Support

Ouantification of Uncertainty Due to Steam Binding

For the reflood peak, steam binding has been identified as an
important phenomena by both the experts panel and the PIRT process.

Analyses of reflood tests at LANL have shown that the TRAC code does not
transfer sufficient liquid from the core to the upper plenum during

reflood. Therefore, the code may underpredict steam binding effects.
Analyses have shown that (1) sufficient liquid must pass through the pool
interface, which is based on an entrainment correlation of Rozen, Golub,

and Botiutseva, and (2) the interfacial drag must be sufficient to carry

the entrained liquid to the upper plenum and hot legs.

At the request of the TPG, studies were performed by the TRAC code
developers and analysts, using SCTF test data, to develop multipliers and
code updates for the Rozen correlation and interfacial drag models in the
core and upper plenum regions. Parametric studies, using the same axial

nodalization as the CSAU NPP runs, were made using SCTF Tests 601 and
602. The variations are shown in the attached schematic, and the results

are shown in the attached figure. The result of the study was a proposal
to the TPG to use multipliers as follows:

1. For the Rozen correlation, use a multiplier of 20.0.

2. For the core interfacial drag model, use a multiplier of 10.0.

3. For the upper plenum interfacial drag model, use a multiplier.

of 1.0

These recommendations were accepted by the TPG and used in the CSAU
sensitivity calculations for steam binding.

..4
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APPENDIX Q

PHYSICALLY BASED ESTIMATION OF LBLOCA PEAK CLADDING TEMPERATURE

This appendix describes a physically based method for estimating the

peak cladding temperature during a LBLOCA, testing of the method, and the

data base used for the testing.
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A PHYSICALLY BASED METHOD OF ESTIMATING PWR
LARGE BREAK LOSS OF COOLANT ACCIDENT PCT*

I. Catton (UCLA)
R. B. Duffey and R. A. Shaw (INEL)

and

B. E. Boyack (LANL), P. Griffith (MIT), K. R. Katsma (INEL),
G. S. Lellouche (SLI), S. Levy (SLI), U. S. Rohatgi (BNL),
G. E. Wilson (INEL), W. Wulff (BNL), and N. Zuber (NRC)

1. INTRODUCTION

The NRC effort to quantify the uncertainty in estimates of
pressurized water reactor (PWR) large break loss-of-coolant accident
(LBLOCA) peak clad temperature (PCT), and to examine the results of
TRAC-PF1/MOD1, Version 14.3, simulations, led to a renewed effort to
understand the important contributors. It became clear as the Code
Scaling, Applicability and Uncertainty (CSAU) effort progressed that there
was only a small number of key phenomena and design parameters.1 Of
these design parameters, many do not differ appreciably from plant to
plant and, as a result, from test facility to test facility. For example,
the fuel is U02, the core is approximately 12 feet tall, the core
diameter is approximately 12 feet (here local one-dimensional behavior
would dominate in any event) and hot leg and cold leg elevations are
relatively constant among the PWRs. These observations manifested
themselves in the calculated and measured PCTs being functions of a
limited set of input parameters with a moderate uncertainty due to the
influence of all other factors.

In this paper we develop a method for establishing clad temperature
history during a PWR LBLOCA by using physically based arguments
andengineering correlations. This simple approach has parallels in the
modeling of probabilistic safety assessments.' The adequacy of this
method is tested by comparison to the large code results. The purpose of
this paper is to demonstrate understanding of the physical phenomena and
to show consistency with the large code analyses.
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2. THEORETICAL BASIS

Simple physical modeling leads to an explicit correlation of the clad-
temperature history, as follows.

2.1 Blowdown Peak

Immediately following a large break incident, core flow is reduced and
liquid is expelled from the core, resulting in a large reduction of
fuel-to-coolant heat transfer. The clad temperature then increases
rapidly, due primarily to the redistribution of the stored energy in the
fuel, and to a lesser degree, to the continued generation of
energy in the fuel. Both of these processes can be modeled mathematically
as shown below.

If one considers the steady-state condition of the fuel rod, the heat
diffusion equation for the fuel can be written as

Ir (kr dT) = q! )

where q1'' and k are the volumetric heat generation rate and the fuel

thermal conductivity respectively. Assuming effectively constant
conductivity, Equation (1) can be integrated to yield the parabolic
temperature profile in the fuel, i.e.,

T Tw =-j (R2-r2) (2)

where Tw and R are the fuel surface temperature during normal operation
and the pin radius, respectively.

The rod stored energy is, for an axially uniform flux over length L,

RJ 2%rpcLT dr (3)

which, after substituting Equation (2), gives

sR2Lpc (Tw + q ) (4)

where pc is the volumetric heat capacity.
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The first term of Equation (4) represents a reference temperature and the
second the normal stored energy. This second term thus represents the
surface temperature rise due to the stored energy redistribution, and can
be written

AT1  a1q; (5)

where q; is the steady-state linear heat generation rate, and a, is a
constant. It should be noted here that there was an implicit assumption
of thin clad used during the above derivation, the effect of which can be
accounted for by a volumetric weighted thermal capacity or by adjustment
of the value of a,.

It was stated above that part of the blowdown clad temperature increase is
due to the continued heat generation within the fuel. An energy balance
for the time period following the break is given by

(pCV)f dt q" 'V - hA (T-TS) (6)

where V, A, h, T and Ts are the fuel volume, the fuel surface area, the-
convective heat transfer coefficient, and the clad and coolant saturation
temperatures, respectively.

Soon after expulsion of liquid from the core, the convective heat transfer
is sufficiently small that Equation (6) can be approximated by

A

A A

AT2  T 2-T =i PC

or more compactly,

AT2 a pct qit1  (8)

where T2 is the maximum clad temperature due to decay heating during the
time period, O-t, and K(t) is the integral of the normalized power decay.
The normalized power decrease to decay level during LBLOCA has been
simulated in experiments. The temperature increase generally occurred
during the same time frame; therefore, K(t) should be relatively constant
among the experiments and calculations. With this assumption and a local
linear heat generation rate, q1, we can argue that

AT2 = a~q, (9)

where a2 is a constant.
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It has thus been argued that both contributors to the blowdown temperature
rise are proportional to the linear heat generation rate. Next we assume
that they are additive and, from Equation (5) and Equation (9)

AT a (a1q! + a2qj) = aqi (10)

where a, the constant, has been determined from the available experimental
data in Figure 1 to be

a = 60. (11)

It should be noted that the data cover a wide range of scaled experiments
with both nuclear and electrically heated bundles.

2.2 Blowdown Convective Cooling

The complete specification of the clad temperature history requires
estimating the temperature decrease following the blowdown peak. An
estimate can be obtained from the heat balance following some simple
approximations. The starting point is a heat balance with convective
cooling, Equation (6),

hA (T-T )--(PcV)f dt + q"'V. (12)

A solution to Equation (12) is easily found if one uses average values of
the convective heat transfer coefficient and saturation temperature, and
neglects the decay heat term. Neglecting the decay heat during the
blowdown period is justified by comparison of the stored heat with decay
heat during the blowdown. The result is

v A ~ (pc) -(13
T = (T-T )e (OcV)f + T (13)

V _

where T, Ts and h are the temperature at the end of blowdown, the average
saturation temperature, and average heat transfer coefficient,

respectively, and t is the time at which the minimum temperature occurs.

The available experimental data from LOFT and Semiscale experiments are
shown in Figure 2 in terms of

T-TA h V A
V S vs (A (t-t).
v - (pcy)ftt
T-Ts

It is found that a straight line fit over the range observed is given by
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A -

T-T
V ' -1.09 + 0.9 mr (14)
T-Ts

- r + st, say,

V A
where m m( hAY)f and 7 a (t-t). The data fit given by Equation (14)
is in good agreement with the lead terms of a power series expansion ofthe expression given by Equation (13). This gives us confidence in theapproach taken.

It should be noted that data points indicating rewet were deliberatelyomitted from this analysis to provide an upper estimate of the cladtemperature during this time period.

2.3 Refill HeatuD

The heatup of the core during lower plenum refill has been shown to be therefill time, 7 , times the core heating rate, dT/dt (approximately5.20K/s per reFerence 3), or

ATr x dT (15)

and the temperature after refill at time tr is

v
Tr - ATr + T (16)

2.4 Reflood Peak

For a period of time after the lower plenum has been filled with water,the rod temperature continues to increase. A transient heat balanceduring that period [see Equation (6)] is given by

(pcV)f .= q " V -hA (T-TS). (17)

Because we assume that a uniform temperature exists over the fuel rodcross-section, the time rate of change of the clad temperature is zero atA

the reflood peak. Letting T be the reflood peak temperature,
Equation (17) at the peak becomes

A
A

T-T 5 =(18)
hi
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A
A

A

where t - L Jh dt and t is the time of the reflood peak.
r

It is known from experimental data that h z Un where n is an empirically

derived constant and UR is the cold reflood rate defined by

U r ECC injection mass flow
RE Core Flow Area x ECC density

Furthermore, q" ' is relatively constant during this time period, allowing
one to approximate the temperature increase as,

A A
A A K

AT TTr T (Tr Ts) (19)

R

where K and n are constants that have been determined -from experimental
data (see Figure 3) to be

K = 339, n = 1.14; and from a review of LOFT LBLOCA Experiments L2-2 and
L2-3, the (Tr - TS) term was found to be approximately 350 OF.

The data cover a wide range of experimental scales, with both nuclear and
electrical heaters.

2.5 Peak Clad Temperature

The above analysis enables convenient estimates of clad temperature
changes using these simple correlations (Equations 10, 14, 15, and 19).
Thus, a universal engineering correlation is possible for the clad
temperature history during LBLOCA In U.S. PWRs. Furthermore, it is
important to note that the only parameters appearing in the above
expressions are the fuel thermal characteristics and geometry. These
parameters are reasonably constant for PWRs in the United States.

3. ESTIMATING THE PEAK TEMPERATURE AND UNCERTAINTY

We are now in a position to develop, from the above physical reasoning, a
simple engineering method for estimating the clad temperature history and the
uncertainty. Given the following three design parameters for a specific PWR:

v A

(1) Peak linear heat generation rate, q', (2) Blowdown cooling time, T - t-t,
and (3) Core cold reflooding rate, UR, the peak temperatures can be derived
using Figures 1, 2, and 3.

The only parameter not directly defined is r. It is known that the time to
reach the blowdown peak is a few fuel pin thermal time constants,

A (0
t c (R /a) (20)

where the thermal diffusivity a = (k/pc)f, and R is the pin radius.
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v
The time of the minimum temperature, t, is related to the blowdown time, which
is easily shown to be

v
t c (M/AB) (21)

where M is the initial liquid mass and AB is the break area. Thus, one could
estimate 7 to be

V A li. 1  22
T = t-t = c1(A) - c2 (d (22)

where c1 and c2 are constants of proportionality. Alternatively 7 can
be derived from a simple blowdown analysis.

To summarize, there are four correlations, based on data and physics that yield
the peak clad temperatures. They are as follows:

1. The first temperature peak is due to stored and decay heat less blowdown
heat removal due to DNB and post-dryout cooling. It is given by

A A
AT W T-T1 - aqj (23)

with uncertainty ag, at the 95th percentile.

2. The temperature decrease during blowdown resulting from forced convective
cooling is given by

v A v A (24
AT - T-T - (T-T )(I- I (24)

with uncertainty 99, at the 95th percentile.

3. The temperature rise, ATr, during refill is given by2

ATr x dt (25)
mECC

with uncertainty ar,95 at the 95th percentile,

where VLP is the lower plenum volume, and ;ECC is the injection rate.

4. The temperature rise during reflood resulting from decay heating is given by
A
A

AT t K/U9 (26)

A
A

with uncertainty ag at the 95th percentile.
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A
A

The reflood peak temperature, T is
expressions given by Equations 123)

found by algebraically combining the
through (26). The result is

A
A

T-T1 = aq' - (T-T SM Ir~ssr) + AT +r
v
un
UR

- (Tr - Ts)(27)

or, in words,
A
A

T-T;
heating

= from
stored
energy

post peak
- blowdown

cooling

refill
+ heating

reflooding
+ heating

with overall uncertainty,

095 2 2 2(09~ a5 + 095+ ar,95

A
A2 1/2

(28)

Additionally a simple approximate expression can be derived for establishing
whether the peak occurs in the blowdown or reflood phases by comparing
Equation (10) with Equation (27). It will be found that

-AT
1 - (T-T )(1--l-) + "Tr + K

aqiI aq' Un
>1 reflood peak

<1 blowdown peak
(29)

where r - 1.09 and s - O.9m, [see equation (14)].

4. RESULTS

We will now evaluate each of the terms in Equations 27 and 28 and compare
the result obtained by this approach with a TRAC analysis and a pdf estimate of
uncertainties. We need best estimate values for the design parameters in
Equation (27), which we take as typical PWR estimates.

For a qj of 9.5 kw/ft, a r of approximately 20 seconds, and design cold
reflood rate of approximately 4 in./s, the elements of Equations (27) and (28)
are the following:

A o A

I. AT = 570 F, a95 - ±364 [Equation (10)]

v
11. AT- 164 F, 095 - +60, -82

III. ATr = 1340F, cr,95 = +16, -0 [Equation (25)]
A A
A o A

IV. ATrw 70Fs - ~+230, -55
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where elements I, II, and IV were derived from Figures 1, 2, and 3
respectively, and element III was based on the results given in
Reference 2.

The peak temperatures that result are:

A o A
T - 1150 F, 095 - ±364

A
A o
T - 1150 - 164 + 134 + 70 -350 - 840 F,

with an overall o - ( + a2 + + 25)1/2 4350F and 3770F,(0595 095 0 r,95 +95

where 4350F was obtained by using the positive values of uncertainty in
Equation (28) and 3770F resulted from using the negative values, thus
resulting in a skewed distribution.

A comparison of the results with nuclear plant calculations for a
Westinghouse 4-loop PWR using the TRAC/PF1 reactor safety code is
the table below.

LBLOCA in a
presented in

Blowdown
Present
Model

Re flood
Present
Model

Mean
95th
w/bias**

TRAC
1162
1447
1557

A

1150
1514

TAC*
758- 978
1336-1399
1572-1483

840
1217-1275

These results confirm the overall similarity of the present predictions, as
based on the experimental data, and the reactor analysis results, and are
consistent with the distribution functions.l It also demonstrates that the
overall uncertainty is comparable to that obtained from the available data, and
that the experiments were well-founded. Furthermore. it confirms our
understanding of the phvsical orocesses involved durina a LBLOCA.

* The TRAC calculations predicted two temperature peaks during reflood and
both are shown in this column as opposed to the present model elements which
are upper and lower uncertainty bounds.

** The TRAC results were adjusted by a bias due to obvious effects of scale
and code deficiencies.

5-
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4. CONCLUSIONS

Physical arguments show that a simple method can be utilized to provide an
estimate of PCT during PWR LBLOCA. The resulting estimate is based on data and
physical reasoning and is consistent with the computer analyses. It was found
that the estimated peak clad temperature is a simple linear combination of
temperature changes occurring during the various phases of the LBLOCA. The
results were derived from elementary correlations based on well founded
experimental data. Refinements to these correlations are, of course, possible,
and justified when uncertainties need reducing.
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APPENDIX R

STATISTICAL METHODOLOGY AND RESULTS

This appendix, supplied by

information with respect to the

methods used in Part B, Section

Dr. G. Lellouche (SLI), provides additional

response surface and other statistical

4.

R-3



APPENDIX

STATISTICAL METHODOLOGY AND RESULTS

Although the three sections on Ranging, Establishing the Calculational

Matrix, and Response Surface provide everything needed for an engineer to
run his own statistical package, it is felt that a more detailed

description and detailing of the numerical results might be helpful. The

particular code package (RAM-CAN) used was created for internal SLI use and
is not documented. The statistical methodology used, however, is quite

standard. The regression analysis uses a matrix factorization of the
normal equations P matrix known as the singular value decomposition (SYD).
This is, we believe, the most reliable method for computing the

coefficients for general least squares problems and minimizes the effect of
data errors, round off, and linear dependence. The Monte Carlo Analysis is

also quite standard.

Regression Anal vsis

The statistical problem of finding a least squares fit to a set of data is
dealt with in most statistics texts; the particular problem here is not

significantly different from those discussed in the texts except that we

use relatively high order (4th) polynomials. If one redefines higher order

terms as auxiliary linear terms such as

Zi x y

Z2 ' x2

Z3 y2
etc.

then any high order polynomial can be reduced to a linear expansion

problem. This is the way many software statistics packages deal with the

multinomial regression problem.
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Tables A2, A2, and A3 tabulate the coefficients for the best quartic

regressions in the form

I,JK,L
PCT ('k) - IX aijkf Xi Xj Xk Xi

i,akt - o

with I = J - K w L = 7 and XO - 1

I - 1 4 peaking factor variation

i = 2 * gap conductance variation

I - 3 * 1 fuel conductivity variation

I - 4 * heat transfer coefficient variation

I M 5 * break Rm variation

i - 6 * pump head and torque curve variation

i - 7 * THIN variation

The actual values of Xi-are those between the limits listed in Table 3 In

the body of this document (using fractions not percent, but using *C for

TMIN)-

The specific values used for the Pump and Break variations are normalized;

this means that the values entering the regressed multinomial are numbers

between zero and two (for 2nd level variation). For these parameters we

absorb 50% of the probability between 0 and 10-3 and then use a linear

variation up to 2. The cumulative probability table for these parameters

looks like:

Variation : 0 0.001 1. 2.

Cumulative Probability: : 0 0.5 0.75 1.00

The reason for absorbing the probability at zero is, as discussed in the

body of this document, to reduce the total number of computor runs and is

allowable because the peak clad temperature (for this NPP and this break
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scenario) is as tests have shown, a nondecreasing function of the
increasing positive variation of these parameters.

It is important to point out that the specific values of the pump variation
are not given because they are proprietary data of the Westinghouse 1/3
scale pump.

A user may take the values of the temperatures (Tables 4, 5, 6 in the body
of the document) and the values of the variations implied by Table 3 and
indicated by the 3rd column and the first row in Tables 4, 5, 6 (nominal -
O, lst level - 1, etc.) and using any regression analysis program produce
the equivalent of the results given in Table Al...A3.

Monte Carlo Analysis

Monte Carlo Analysis covers a very wide range of methods and the reader
should consult any text on random sampling methods. Basically, when the
underlying probability distribution function is uniform a random number
generator is used to generate a number between 0, 1 (or -1, I or a, b).
The location of the number on the allowed range defines the value of the
parameter being chosen. If more than one parameter is used at a time (as
in a multinomial)-then independent random numbers are chosen for each
parameter. These values of the parameters chosen are inserted in the
regression multinomial and a value of the PCT is found. This process is
repeated many times (50,000 trials for example) and a table of the PCT's is
collected. The values are accumulated in preselected bins (500 to 525- *K;
525 to 550 *K; 550 to 575 OF; etc.) and normalized by the total number of
trials; the result is a frequency histogram which is interpreted as a
probability distribution function. From this histogram we may determine
the standard statistics desired (mean, mode, 95th percentile, etc.).
Because of the non-deterministic nature of the process, a different choice
of starting random number (the input "seed*) or the use of a different
random number generator or a change in the number of trials will produce a
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slightly different final result. This was discussed in the body of this

document and depicted in Figures 7-9.

The reader then should not expect to be able to establish a

deterministically exact reproduction of the numbers in Table 9-12 but only

a statistically equivalent one as implied by the results in Figures 7-9.

Tables A4-A6 contain the 50,000 trial estimation of the distribution

functions derived from the regression surfaces listed in Tables A1...A3.
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TABLE Al

BLOWDOWN

SUMMARY OF LEAST SQUARES FIT OBTAINED FOR Pd CId Tmp DATA -- # I
The specified fit has a total of 70 terms and a redundancy of 2.63.

Following are fit coefficients determined by SVDFITFit Normalization Constant (Quadratic offset) - 0.0000

Constant Term
Linear Term for Param
Linear Term for Param
Linear Term for Param
Linear Term for Param
Linear Term for Param
Linear Term for Paran
Linear Term for Param
Quad Term for Param
Quad Term for Param
Quad Term for Param
Quad Term for Param
Quad Term for Param
Quad Term for Param
Quad Term for Param
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cross Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params
Cubic Term for Params

* 1
* 2
1 3
* 4
1 5
* 6
* 7
* 21
* 2
* 3
*� 4
1 5
* 6
* 7

.* 1
�t 1
.1 1

* 2
1 2
1 2
* 2
3 2
t 3
* 3
a 3
* 4
1 4
a 4
1 5
* 2
I 2
a 2
* 2
* 2
a 2
* 3
a 3
a 3
1 4
a 4
a 4
1 4
* 4
a 4
* 2
* 3
1 4
a 5a 5

5
6
7
3
4

5
6
7
5
6
7
5
6
7
6
2
2
2
2
5
6
5
6
7
4
4
4
5
6
7
5
5
5
6
6

0.86688E+03
0.12813E+02

-0.53412E+02
-0.70288E+01
-0.57052E+02
0.28762E+03
0.11527E+02
0.23213E+02
0.58005E+00
0.35337E+02
0.70380E.00
0.38992E+01

-0.17036E+03
0.23051E+02

-0.83715E+01
0.49428E+01
0.18896E.01
0.11819E+01

-0.66677E,01
0.20122E+02

-0.91521E+02
-0.30770E+02
-0.11027E+02
-0.20021Ea02
-0.14269E+02
-0.14899E+02
0.28157E+02

-0.18322E+02
0.13235E+03

-0.19232E+02
2 -0.15679E+02
4 -0.14732E+02
5 0.28346E+02
6 0.97824E+01
5 0.60311E+02
6 0.18708E+02
5 0.15098E+02
6 0.88323E+01
7 0.16008E+02
4 -0.48188E+01
5 -0.20071E+01
7 -0.64291E+02
5 -0.27140E+02
6 0.15160E+02
7 -0.14929E+03
6 0.10196E+02
6 0.53766E+01
6 0.57277E+01
6 -0.19232E+02
6 -0.96162E+01

.r
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TABLE A (continued)

Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
OuArtic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Xerm for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for

Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Params
Parazs

* 22 4
t 2 2 5

2 4 4
*- 2 4 5
* 33 6

4 4 4
4 4 5

* 4 4 1
* 2 2 2

2 25
2 5 5
2 5 6

* 3 4 .5
3 5 5

# 4 4 5
4 5 5
4 5 6

t 5 6
3 5 6
3 4 6

S 0.18468E+02
5 -0.17284E+02
5 0.10753E402
S -0.52818EO01
6 0.16794E+01
7 0.47280E+01
5 0.43919E+01
7 0.54681E+02
6 -0.47644E+01
6 -0.10186E+02
6 0.10196E+02
6 0.50979E+01
6 0.00000E+00
6 053766E+01
6 0.36643E+01
6 0.57277E+01
6 0.28639El01
6 -- 0.96162EO01
6 0.c26883E01
6 0.00000E+00
ERROR~~~~ ~ ~ ~ ANL.SFRLATSURSPLNJ1A I

ERROR ANALYSIS FOR LEAST SfUARES POLYNOMIAL FKT

Standard (RNS) Error of the fit =0.540E+01 *X
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TABLE A2

EARLY REFLOOD

SUMMARY OF LEAST SQUARES FIT OBTAINED FOR Pk Cld Tmp DATA -- Case 1 2

The specified fit has a total of 67 terms and a redundancy of 2.75

Following are fit coefficients determined by SYDFIT
Fit Normalization Constant (Quadratic offset) - 0.0000

Constant Term
Linear Term for Paran *
Linear Term for Param t
Linear Term for Paran I
Linear Term for Param t
Linear Term for Param I
Linear Term for Param I
Linear Term for Param t
Quad Term for Param t
Quad Term for Param t
Quad Term for Param I
Quad Term for Param I
Quad Term for Param #
Quad Term for Param #
Quad Term for Param #
Cross Term for Params #
Cross Term for Params I
Cross Term for Params t
Cross Term for Params t
Cross Term for Params I
Crogs Term for Params I
Cross Term for Params I
Cross Term for Parans t
Cross Term for Params t
Cross Term for Params .
Cross Term for Params ,
Cross Term for Params #
Cross Term for Params t
Cross Term for Params I
Cross Term for Params t
Cubic Term for Params I
Cubic Term for Params 1
Cubic Term for Params ,
Cubic Term for Params I
Cubic Term for Params t
Cubic Term for Params I
Cubic Term for Params I
Cubic Term for Params I
Cubic Term for Params I
Cubic Term for Params t
Cubic Term for Params I
Cubic Term for ParaMs I
Cubic Term for Params I
Cubic Term for Params I
Cubic Term for Params 1
Cubic Term for Params I
Cubic Term for Params I

1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
1
1
2
2
2
2
2
3
3
3
4
4
4
5
2
2
2
2
2
2
2
3
3
3
4
4
4
4
4
5
5

5
6
7
3
4
S
6
7
5
6
7
5
6
7
6
2
2
2
2
2
3
5
3
5
7
4
4
5
6
7
5
6

0.79213E+03
0.15536E+02

-0. 45912E+02
--0.93189E+01
-0. 13298E+03
0.40758E.+03

-0.30644E+01
-0.78826E+02
0.94964E+01
0.66242E+02
0.11514E3.02
0.21080E+02

-0.26304E+03
-0.19296E+01
-0.54986E+02
0.4 5994E+01

-0.77526E+00
0.16497E+00

-0.15709E+02
-0.13733E+02
-0. 41316E+02
0.43679E+01

-0.27483E+02
-0.16843E+02
-0. 16757E+01
-0.63822E+01
0.95489E+01
0.94540E+01
0.13394E+02

-0.22115E+02
2 -0.51258E+02
4 0.46036E+02
5 -0.56437E+01
6 0.39521E+01
7 0.11795E+02
7 0.33121E+02
6 0.106SBE+02
7 -0.11053E+02
5 0.13100E+02
7 0.73541E+01
5 -0.97147E+01
7 0.40854E+02
6 -0.125093.02
6 -0.83784E+01
7 -0.54269E+02
6 -0.22115Z+02
6 -0.11057E+02
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TABLE A2 (Continued)

Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Ouartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for
Quartic Term for

Params #
Params #
Params #
Params #
Params 4
Params t
Params 4
Params I
Params #
Params 4
Params #
Params #
Params #
Params #
Params 4
Params #
Params 4
Params #
Params #
Params #

2 2 2 2
2 2 2 4
22 25
2 2 3 7
2 2 4 4
2 2 4 5
2 3 3 7
2 3 5 5
2 3 6 6
2 3 7 7
2 4 4 7
24 55
2 4 5 6
2 4 7 7
3 3 5 6
4 4 4 7
4 4 5 6
4 4 7 7
4 5 6 6
4 55 6

0.12215E+02
0.66851E.02
0.25459E+02

-0.19045E+02
-0.10824E.02
-0.25353E402
-0.33121E+02
-0.17985E+02
-0.30843E+01.
-0.30550E+02:
0.97923E+01-

'-0 . 16463E+02
-0.97388E+01
-0.90213E+01
-0.66220E+01
-0.14306E.02
0.10058E+02
0.25945E+02

-0.62547E+01
-0.12509E+02

ERROR ANALYSIS FOR LEAST SQUARES POLYNOMIAL FIT

Standard (RMS) Error of the fit = 0.136E+02 *K
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TABLE A3

LATE REFLOOD

SUMMARY OF LEAST SQUARES FIT OBTAINED FOR Pk Cld Tmp DATA -- CASE 1 3

The specified fit has a total of 60 terms and a redundancy of 3.07

Following are fit coefficients determined by SVDFIT
Fit Normalization Constant (Quadratic offset) - 0.0000

Constant Term
Linear Term
Linear Term
Linear Term
Linear Term
Linear Term
Linear Term
Linear Term
Quad Term
Quad Term i
Quad Term i
Quad Term J
Quad Term i
Quad Term I
Quad Term i
Cross Term i
Cross Term I
Cross Term I
Cross Term I
Cross Term I
Cross Term f
Cross Term I
Cross Term I
Cross Term I
Cross Term f
Cross Term I
Cross Term f
Cross Term i
Cross Term f
Cross Term f
Cubic Term f
Cubic Term f
Cubic Term f
Cubic .Term f
Cubic Term f
Cubic Term f
Cubic Term f
Cubic Term f
Cubic Term f
Cubic Term f
Cubic Term f
Cubic Term f
Cubic Term f
Cubic Term f

for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
:or
for
for
:or
for
for
for
for
Eor
Eor
Eor
Eor
Eor
Eor
oor
Eor
Eor
or.
oor
oor
Eor
'or
'or

Param #
Param #
Param #
Param #
Param t
Param I
Param I
Param I
Param #
Param #
Param I
Param #
Param I
Param #
Params #
Params I
Params #
Params I
Params I
Params #
Params I
Params I
Params I
Params I
Params *
Params #
Params t
Params #
Params #
Params I
Params #
Params I
Params #
Params #
Params #
Params #
Params #
Params #
Params I
Params #
Params #
Params #
Params #

1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
1
1
2
2
2
2
2
3
3
3
4
4
4
5
2
2
2
2
2
4
4
4
2
4
3
3
3
4

5
6
7
3
4
5
6
7
5
6
7
5
6
7
6
2
2
2
4
7
4
4
5
5
5
7
5
5
6

0.77295E+03
0.17072E+02

-0.63157E+01
-0.11441E+02
-0.22556E+03
0.22298E+03

-0.27400E+02
-0.19702E+03
0.35255E+01
0.53233E+02
0.20924E+01

-0.23777E+01
-0.11037E+03
0.27266E+02

-0.48828E+02
0.44219E+01
0.34157E+00

-0.89018E+01
-0.86315E+01
0.22588E+02

-0.22435E+02
-0.11149E+02
0.10767E+03

-0.34379E+01
0.66447E+01

-0.59781E+02
-0.47766E+02
-0.24133E+02
-0.18513E+02
0.77327E+01

2 -0.49421E+02
3 0.49630E+01
7 0.35897E+02
7 0.29150E+02
7 -0.10200E+03
4 0.28640E+02
7 0.12186E+03
5 0.348053+02
0 0.63182E+01
6 0.14840E+02
7 0.69969E+02
A 0.830873+01
6 -0.67988E+01
6 0.20335E+02

I

5-.
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TABLE A3 (Continuted)

Quartic
Quf'rtic
Quartic
Quartic
Quartic
Quartic
Quartic
Duartic
2uartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic
Quartic

Term
Term
Term
Term
Term
Term
Term
Term
Term
Term
Term
Term
Term
Term
Term
Term

for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for

Params #
Params U
Params #
Params U
Params I
Params U
Params #
Params #
Params #
Params #
Params #
Params #
Params #
Params #
Params #
Params #

2 2
2 2
4 4
4 4
4 4
4 4
4 4
4 4
2 3
2 4
2 5
3 3
3 3
3 3
4 4
5 5

2 7
4 4
4 A
4 b
4 -6
6 F
4 'I
7 7
5 6
5 6
5 6
5 5
5 6
6 6
5 6
6 6

-0.67295E+02
-0. 51319E+01
-0.43012E+01
-0.78349E-01
0.49327E+01

-0.15001E+02
-0.38516E+02

0.19959E+02
-0.6B423E+01
0.10338E+02
0.63183E+01
0. 49197E+O1

-0.22670E+02
0.10564E+02

-0.16605E+02
0.3B664E+01

ERROR ANALYSIS FOR LEAST SQUARES POLYNOMIAL FIT

Standard (RMS) Error of the fit =-0.237E+02 *K
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TABLB A4

BLOWDOWN DISTRIBUTION FUNCTIONS

Statistics for Pk Cld Tmp (*K) based on 50000 histories:

Sample Mean Value
Sample Standard Deviation
Prob Pk Cld Tmp > 1000.00
Prob Pk Cld Tmp > 1059.41
Prob Pk Cld Tmp > 1130.21

= 901.02594
= 89.32980
= 0.13502
= 0.05000
_ 0.01000

Pk Cld Tmp DISTRIBUTION PREDICTED BY FIT AND MONTE CARLO

Index Pk Cld Tmp
*K

PDF
/.K

CDF

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

688.00
712.000
736.00
760.00
784.00
808.00
832.00
856.00
880.00
904.00
928.00
952.00
976.00

1000.00
1024.00
1048.00
1072.00
1096.00
1120.00
1144.00
1168.00
1192.00
1216.00
1240.00
1264.00

0.75000E-05
0.95000E-04
0.56583E-03
0.12942E-02
0.19642E-02
0.23700E-02
0.29400E-02
0.38216E-02
0.45891E-02
0.46366E-02
0;44408E-02
0.38241E-02
0.31408E-02
0.23433E-02
0.18008E-02
0.12733E-02
0.89834E-03
0.66167E-03
0.43083E-03
0.31250E-03
0.17833E-03
0.64167E-04
0.13333E-04
0.OOOOOE+00
0.OOOOOE+00

0.18000E-03
0.24600E-02
0.16040E-01
0.47100E-01
0.94240E-01
0.15112E+00
0.22168E+00
0.31340E+00
0.42354E+00
0.53482E+00
0.64140E+00
0.73317E+00
0.80855E+00
0.86479E+00
0.90801E+00
0.93857E+00
0.96013E+00
0.97601E+00
0.98635E+00
0.99385E+00
0.99813E+00
0.99967E+00
0.99999E+00
0.99999E+00
0.99999E+00
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TABLE AS

EARLY REFLOOD DISTRIBUTION FUNCTIONS

Statistics for Pk Cld Tmp (K) based on 50000 histories:

Sample Mean Value
Sample Standard Deviation
Prob Pk Cld Tmp > 1000.00
Prob Pk Cld Tmp > 1032.74
Prob Pk Cld Tmp > 1128.96

= 798.62964
= 128.35620
= 0.07597
= 0.05000
- 0.01000

Pk Cld Tmp DISTRIBUTION PREDICTED BY FIT AND MONTE CARLO

Index Pk Cld Tmp
*K

- PDF
~~/.K

CDF

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

524.00
560.00
596.00
632.00
668.00
704.00
740.00
776.00
812.00
848.00
884.00
920.00
956.00
992.00
1028.00
1064.00
1100.00
1136.00
1172.00
1208.00
1244.00
1280.00
1316.00
1352.00
1388.00

0.61111E-05
0. 19389E-03
0:65445E-03
0.14611E-02
0.21444E-02
0*26439E-02
0.30405E-02
0.30089E-02
0.28444E-02
0.25733E-02
0.22744E-02
0.19678E-02
0.15456E-02
0.10983E-02
0.83945E-03
0.63834E-03
0.38667E-03
0.21278E-03
0.14056E-03
0.65000E-04
0.28889E-04
0.77778E-05
0.lllllE-05
O.OOOOOE+00
O.OOOOOE+00

0.22000E-03
0.72000E-02
0.30760E-01
0.83360E-01
0.16056E+00
0.25574E+00
0.36520E+00
0.47352E+00
0.57592E+00
0.66855E+O0
0.75043E+00
0.82127E+00
0. 87691E+00
0.91645E+00
0.94667E+00
0. 96965E+00
0.98357E+00
0.99123E+00
0.99629E+00
0.99863E+00
0.99967E+00
0.99995E+00
0.99999E+00
0 . 99999E4-00
0.99999E+00
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TABLE A6

LATE REFLOOD DISTRIBUTION FUNCTIONS

Statistics for Pk Cld Tmp (*K) based on 50000 histories:

Sample Mean Value
Sample Standard Deviation
Prob Pk Cld Tmp > 1000.00
Prob Pk Cld Tmp > 997.47
Prob Pk Cld Tmp > 1087.12

= 676.86517
-= 176.71304
= 0.04828
= 0.05000
= 0.01000

Pk Cld Tmp DISTRIBUTION PREDICTED BY FIT AND MONTE CARLO

Index Pk Cld Tmp
*X

PDF
/.R

CDF

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

388.00
436.00
484.00
532.00
580.00
628.00
676.00
724.00
772.00
820.00
868.00
916.00
964.00
1012.00
1060.00
1108.00
1156.00
.1204.00
1252.00
1300.00

0.83333E-06
0.53750E-03
0.19117E-02
0.30008E-02
0.26934E-02
0.20050E-02
0.16346E-02
0.14171E-02
0.13166E-02
0.12583E-02
0.12050E-02
0.12162E-02
0.10725E-02
0.72792E-03
0.48834E-03
0.21500E-03
0.84583E-04
0.37500E-04
0.95833E-05
0.83333E-06

0.40000E-04
0.25840E-01
0.11760E+00
0.26164E+00
0.39092E+00
0.48716E+00
0.56562E+00
0.63364E+00
0.69684E+00
0.75724E+00
0.81508E+00
0.87346E+00
0.92494E+00
0.95988E+00
0.98332E+00
0.99364E+00
0.99770E+00
0.99950E+00
0.99996E+00
0.10000E+01
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