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Abgtract

This document describes the physical solution technique used by
the RELAP5/MOD2-B&W computer code. RELAPS/MOD2-B&W is a Framatome
Technologies Incorporated (previously known as and referred to in
the text as B&W or B&W Nuclear Technologies) adaption of the
Tdaho National Engineering Laboratory RELAPS/MOD2. The code
developed for best estimate transient simulation of pressurized
water reactors has been modified to include models required for
licensing analysis of zircaloy or zirconium-based alloy fuel
asgemblies. Modeling capabilities are simulation of large and
small break loss-of-coolant accidents, as well as operational
transients such as anticipated transient without SCRAM, loss-of-
offsite power, loss of feedwater, and loss of flow. The solution
technique contains two energy equations, a two-step numerics
option, a gap conductance model, constitutive models, and
component and control system models. Control system and
secondary system components have been added to permit modeling of
plant controls, turbines, condensers, and secondary feedwater

conditioning systems. Some discussion of the numerical
techniques is presented. Benchmark comparison of code
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predictions to integral system test results are presented in an

appendix.
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1. INTRODUCTION

RELAP5/MOD2 is an advanced system analysis computer code designed
to analyze a variety of thermal-hydraulic transients in 1light
water reactor syst'evr'ns.’ Tt is the latest. of the RELAP series of
codes, developed by the Idaho Nationa}.‘ Engineering Laboratory
(INEL) under the NRC Advanced Code Program. RELAP5/MOD2 is
advanced over itsi predecessors Dby its six-equation, fu}l
nonequilibrium two-fluid model for the vapor-liquid flow field
and partially implicit numerical integration scheme for more
rapid execution. As a system cdde, it provides simulation
capabilities for the reactor primary coélaht system, secondary
system, feedwater trainms, control systems, and core neutronics.
Special component models include pumps, valves, heat structures,
electric heaters, turbines, separators, and accumulators. Code
applications include the full range of safety evaluation
transients, loss-of-coolant accidents: (LoCcas), and operating

events.

RELAP5/MOD2 has been adopted and modified by B&W for licensing
and best estimate analyses of PWR transients in both the LOCA and
non-LOCA categories. RELAP5/MOD2-B&W retains virtually all of-
the features of the original RELAP5/MOD2. Certain modifications
have been made either to add to the predictive capabilities of
the constitutive models or'kto improve code execution. More
significant, however, are the B&W additions to RELAPS5/MOD2 of
models and features to meet the 10CFR50 Appendix K requirements
for ECCS evaluation models. The Appendix K modifications are
concentrated in the following areas: (1) critical flow and break
discharge, (2) fuel pin heat transfer correlations and switching,
and (3} fuel clad swelling and rupture for both zircaloy and
zirconium-based allqy cladding types. |
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This report describes the physical models, <formulation,
structure of the B&W version of RELAP5/MOD2 as it will be applied

to ECCS and system safety analyses. It has been prepared as a

stand-alone document; therefore substantial portions of the text
that describe the formulation and numerics have been taken
directly from original public domain reports, particularly
NUREG/CR-43121. Chapter 2 presents the method of solution in a
series of subsections, beginning with the basic hydrodynamic
solution including the field equations, state equations, and
constitutive models in section 2.1. Certain special process
models, which require some modification of the basic hydrodynamic
approcach, and component models are also described. The general
solution for heat structures is discussed in section 2.2.
Because of the importance of the reactor core and the thermal and
hydraulic interaction between the core region and the rest of the
system, a separate section is dedicated to core modeling.
Contained in section 2.3 are the reactor kinetics solution, the
core heat structure model; and the modeling for fuel rod rupture
and its consequences. Auxiliary equipment and other boundary
conditions are discussed in section 2.4 and reactor control and
trip function techniques in section 2.5. Chapter 3 provides an
overview of the code structure, numerical solution technique,
method and order of advancement, and initialization. Time step
limitation and error control are presented in section 3.3.

The INEL versions of RELAPS/MOD2 contain certain solution
technicques, correlations, and physical models that have not been
selected for use by B&W. These options have been left intact in
the coding of the B&W version, but descriptions have not been
included in the main body of this report. Appendix A contains a
list of those options that remain in the RELAPS5/MOD2 programming
but are not used by B&W and not submitted for review. A brief
description of each along with a reference to an appropriate full
discussion is provided in the appendix. Appendix B defines the
nomenclature used throughout this report. Appendix G documents

1-2
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the Dbenchmark calculations performed by BWNT to support the
application of RELAP5/MOD2 to safety and ECCS evaluations.
Appendix H provides comparisons between Wilson drag benchmarks
and the NRC~approved core water level swell code, FOAM2, and .
between Wilson and ORNL Thermal-Hydraulic Test Facility (THTF)
small break LOCA test data. Appendix I provides the derivation
of the BWUMV critical heat flux (CHF) correlation. Appendix J
presents the small break LOCA evaluation model benchmark.
Appendix X presents the once-through steam generator (OTSG)
steady-state and loss-of-feedwater with feedwater reactivation
benchmarks to validate the OTSG model improvements. Appendix L
contains Multi-Loop Integral Systém Test (MIST) facility
benchmarks to demonstrate the integral system performance of
RELAP5/MOD2-B&W and further validate the OTSG and drag model

improvements.
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2. METHOD OF SOLUTION

The general formulation and structure of RELAP5/MOD2 allow the
user to define a nodal finite difference model for system
transient predictions. Coupling of the major system models
(hydrodynamics, heat structures, reactor core, and control
system) provides the capability to simulate a range of transients
from LBLOCA to operational upsets. In RELAP5/MOD2, the.
transients are calculated by advancing the one-dimensional
differential equations representing a two-fluid, nonhomogeneous,
nonequilibrium, two-phase system. Six flow field equations are
coupled with the state- and flow regime~dependent constitutive

- relations in a partially-implicit numerical solution. The

control system, heat structures, and reactor core models employ
explicitly formulated terms that interface with the solution
techniques. Also, special models are included for some system
components such as pumps, separators, valves, -and accumulators.
A description of the formulation and solution method is contained
in this section of the report.

2.2, odvnamics

The RELAP5/MOD2-B&W hydrodynamic model is a one-dimensional,
transient, two-fluid model for flow of a two-phase steam-water
mixture that can contain a noncondensible component in the steam
phase and/or a nonvolatile component in the liquid phase. The
hydrodynamic model contains several options for invoking simpler
hydrodynamic models. These include homogeneous flow, thermal
equilibrium, and frictionless flow models, which can be used
independently or in combination.

201-1




The two-fluid equations of motion that are used as the basis for
the RELAPS5/MOD2-B&W hydrodynamic model are formulated in terms of
area and time average parameters of the flow. Phenomena that
depend upon transverse gradients such as friction and heat
transfer are formulated in terms of the bulk potentials using
empirical transfer coefficient formulations. The system model is
solved numerically using a semi-implicit finite difference
technique. The user can select an option for solving the system
model using a nearly-implicit finite difference technique, which
allows violation of the material Courant limit. This option is
suitable for steady state calculations and for slowly-varying,
quasi~steady transient calculations.

The basic two-fluid differential equations possess ‘complex
characteristic roots that give the system a partially elliptic
character and thus constitute an ill-posed initial boundary value
problem. In RELAP5 the numerical problenm is rendered well posed
by the introduction of artificial viscosity terms in the
difference equation formulation that damp the high frequency‘
spatial components of the solution.

N2

The semi-implicit numerical solution scheme uses a direct sparse
matrix solution technique for time step advancement. It is an
efficient scheme and results in an overall grind time on the CDC
Cyber-176 of approximately 0.0015 seconds. The method has a
material Courant time step stability limit. However, this limit
is implemented in such a way that single node Courant violations
are permitted without adverse stability effects. Thus, single
small nodes embedded in a series of larger nodes will not
adversely affect the time step and computing cost. The
nearly-implicit numerical solution scheme also uses a direct
sparse matrix solution technique for time step advancement. This
scheme has a grind time that is 25 to 60 percent greafer than the
semi-implicit scheme but allows violation of the material Courant
limit for all nodes.

2.1-2
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2.1. Field Equations

RELAPS/MOD2-B&W has six dependent variables (seven if a
noncondensible component is present), P (pressure), Uy and Ug
(gas and fluid internal energies), ag'(void fraction), Vg and vg
(phasic velocities), and Xp (noncondensible mass fraction). The
noncondensible gquality is defined as the ratio of the
noncondensible gas mass to the total gaseous phase mass (i.e., xn
= Mn/(nn + M), vhere M = mass of noncondensible in the gaseous
phase and Hs = mass of steam in the gaseous phase). The eight .
secondary dependent variables used in the equations are phasic
densities (pg,.pf), vapor generation rate pér unit volume (rg),
phasic interphase heat transfer rates per unit volume (Qig' Qif)'
phasic temperatures (Tg, Tf), and saturation temperature (TS).

In the following sections, the basic two-fluid differential
equations that form the basis for the hydrodynamic model are
presented. The discussion is followed by the development of a
convenient form of the differential equations used as the basis
for the numerical solution scheme. The modifications necessary
to model horizontal stratified flow are also discussed.
Subsequently, the semi-implicit scheme difference equations, the
volume-averaged velocity formulations, and the time advancement
scheme are discussed. Finally, the nearly-implicit scheme
difference equations are presented.

2.1.1. as Differe E le)

The differential form of the one-dimensional transient £field
equations is first presented for a one-component system. The
modifications necessary to consider noncondensibles as a
component of the gaseous phase and boron as a nonvolatile solute
component of the liquid phase are discussed separately.
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Va Liquid Syste )

The basic field equations for the two-fluid nonequilibrium model
consist of two phasic continuity equations, two phasic momentum
equations, and two phasic energy equations. The equations are
recorded in differential streamtube form with time and one space
dimension as independent variables and in teims of time and
volume-average dependent variables.? The development of such
equations for the two-phase process has been recorded in several
refez:encesll’12 and is not repeated here. The equations are cast
in the basic form with discussion of those terms that may differ
from other developments. Manipulations required to obtain the
form of the equations from which the numerical scheme was
developed are described in section 2.1.1.2.

The phasic continuity equations are

2

14 = -
3t (agpg) + 2 3% (qungA) = Pg 2.1.1-1
N
and
3 X a_ ' - - -
3t (afpf) + A ax (afprfA) = Pg . 2.1.1-2

Generally, the flow does not include mass sources or sinks and
overall continuity consideration yields the requirement that the
liquid generation term be the negative of the vapor generation:
that is,

Tp= - _ . 2.1.1-3

2In all the field equations shown herein, the correlation
coefficients are’ assumed unity so the average of a product of
variables is equal to the product of the averaged variables.
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l .
— The interfacial mass transfer model assumes that total mass
transfer consists of mass transfer in the bulk fluid (rig) and
mass transfer at the wall (T, ); that is,

I'g = rig + rw . ‘ 2.1-1-4
The phasic conservation of momentum equations are used, and
recorded here, in the so-called nonconservative form. For the
vapor phase it is

2
av
.__g ;L il - QU a2
g gA 3t g gA 3% agA 3% + agprxA
- + - - -
(agpgA)mG(vg) I‘gZ\(vgI vg), (agpgA)FIG(vg vf)
Ca(v. = v,)
- Cagapr _J—_f_at 2.1.1-5
\—' .- and for the liquid phase it is,
2

ov av
—f£ . 2 £ _ _ 4P
agpeh JE T 2 @ePeB gx = T gD ax t @gP Bt

- (afpfA)FWF(v y -T A(vfI -v ) (afpfA)FIF(V - g)
3{ve = Vv.)
- Caf ag PA —"‘L—"s‘at . 2.1.1-6

The force terms on the right sides of Equations 2.1. 1-5 and
2.1.1-6 are, respectively: the pressure gradient, the body
force, wall friction, momenta  due . to interphase mass transfer,
interphase frictional drag, and force due to virtual mass. The
terms FWG and FWF are part of the wall frictional drag, which is
linear in velocity and are products of the friction coefficient,
the frictional reference area per unit volume, and the magnitude
of the fluid bulk velocity. The interfacial velocity in the

2.1-5




interphase momentum transfer term is the unit momentum with whiéh\\_/

phase appearance or disappearance occurs. The coefficients FIG
and FIF are parts of the interphase frictional drag, which is
linear in relative velocity, and are products of the interphase
friction coefficients, the frictional reference area per unit
volume, and the magnitude of interphase relative velocity.

The coefficient of virtual mass is the same as that used by
Anderson13 in the RISQUE code, where the value for C depends on
the flow regime. A value of C > 1/2 has been shown to be
appropriate for bubbly or dispersed flows,“'15 while C = 0 may
be appropriate for a separated or stratified flow.

The wvirtual mass term in Equations 2.1.1-5 and 2.1.1-6 is a
simplification of the objective formulationt® 17 ysea in
RELAP5/MOD1. In particular, the spatial derivative portion of
the term is deleted. The reason for ¢this change is that
inaccuracies in approximating spatial derivatives for the
relatively coarse nodalizations used in system representations
can lead to nonphysical characteristics in the numerical
solution. The primary effect of the virtual mass terms is on the
mixture sound speed, thus, the simplified form is adequate since
critical flows are calculated in RELAPS5 using an integral model18
in which the sound speed is based on an cbjective formulation for
the added mass terms.

Conservation of interphase momentum requires that the force terms
associated with interphase mass and momentum exchange sum to
zero, and is shown as

PgVgr = (agPg) FIG(Vy = V) = Caappld (Ve = Vg)/ot]

+ TeVer = (agpe) FIF(Vy = vg) - Cafagp[a(vf - Vg)/at] = 0.
2.1.1=-7

—




This particular form for interphase momentum balance results from
consideration of the momentum equations in conservative form.
The force terms associated with virtual mass acceleration in
Equation 2.1.1-7 sum to zero identically as a xesult of the
particular form chosen. In addition, it is usually assumed
(although not required by any basic conservation principle) that
the interphase momentum transfer due to friction and due to mass
transfer independently sum to zéro, that is,

2.1. 1"'8

Vgr T Ver T Vi

and

agngIG = afpfFIF‘= agafpgpfFI. 2.1.1-9

These conditions are sufficient to ensure that Equation 2.1.1-7

is satisfied.
The phasic energy eguations are

a
a_ - - p -9 _ 22
at(agngg) + A % (agngngA) = P'at 2 % (chgA)
. * S
+ ng + Qig + rig hg + rwhg + DISSg 2.1.1-10

and

'g_t'(afprf) + % g;(afprfoA) = -P —L _ R v a)

* s
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In the phasic energy equations, Qug and Quf are the phasic wall
heat transfer rates per unit volume. These phasic wall heat
transfer rates satisfy the equation

Q = ng + wa' 2.1-1"1.2

where Q is the total wall heat transfer. rate to the fluid per
unit volune.

The phasic enthalpies (h;, h;? associated with interphase mass
transfer in Equations 2.1.1-10 and 2.1.1-11 are defined in such a
way that the interface energy jump conditions at the 1liquiad
vapor are satisfied. In particular, the h; and vapor interface

h; are chosen to be h_ and hf, respectively for the case of

g
vaporization and hg and h%, respectively for the case of
condensation. The 1logic for this choice will be further
explained in the development of the mass transfer model.
The phasic energy dissipation terms, DISSg and DISSf, are the
sums of wall friction and pump effects. The wall friction
dissipations are defined as
2
DISs_ = FWG v 2.1.1-13
g = “g’g g
and
= 2 -
DISSf = agre FWF Vf . 2.1.1-14
—
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The phasic energy dissipation terms satisfy the relation

DISS = DISSg“+ DISSf, 2.1.1-15

where DISS 'is the energy dissipation. When a pump component is
present the associated energy dissipation is also included in the

dissipation terms (see section 2.1.5.2).

The vapor generation (or condensation) consists of two parts,
that which results from bulk energy exchange _(Pig) and that due
to wall heat transfer effects (I‘w) . Each of the vapor generation
(or condensation) processes involves interface heat transfer
effects. The interface heat ¢transfer terms appearing in
Equations 2.1.1-10 and 2.1.31-11 include heat transfer from the
bulk states to the interface due to both interface energy
exchange and wall heat transfer effects. The vapor generation
(or condensation) rates are established from energy balance
considerations at the intexface.

The summation of Equations 2.1.1-10 and 2.1.1-11 produces the
mixture energy equation, from which it is required that the
interface transfer terms vanish, that is,

* * s s

Tﬁe interphase heat transfer terms consist of two parts, that is,

= s - \d . -
Qig Hig(T Tg) + Qig 2.1.1-17
and

S W
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Hig and Hjr are the intefphase heat transfer coefficients per
unit volume and Qgg and sz are the wall heat transfer terms.
The first term on the right side of Equations 2.1.1-17 and 2.1.1-
18 is the thermal energy exchange between the fluid bulk states
and the fluid interface, while the second term is that due to
wall heat transfer effects and will be defined in terms of the
wall vapor generation (or condensation) process.

Although it is not a fundamental requirement, it is assumed that
Equation 2.1.1-16 will be satisfied by requiring that the wall
heat transfer terms and the bulk exchange terms each sum to zero
independently. Thus,

s s %
Hyg(T" = Tg) + Hy (T° - Ty) + Tyg(hy = hg) =0 2.1.1-19

and

oV

W S _ 1Sy o -
ig * Qig * Ty(hg - h3) =0 . 2.1.1-20

In addition, it is assumed that Qgg = 0 for boiling processes
where r, > 0. Equation 2.1.1-20 can then be solved for the wall
vaporization rate to give

- Q: X
r,=-—Qc—& ,r >0 . 2.1.1-21
hS - 1S w
g ~ Pr
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Similarly, it is assumed that qﬁ: = 0 for condensation processes
in which r, < 0. Equation 2.1.1-20 can then be solved for the

wall condensation rate to give

: W
-— Q *
r = _-ig-_, rw < o . ‘ 2.101-22

The interphase energy transfer terms Qig and Qif can thus be
expressed in a general way as

= s . - (= S _ S _
and
= s . - (te S _ .S _
Qif Hif(T Tf) ( 2 ) rw(hg hf) ? 2.1.1-24

where ¢ = 1 for I, > 0 and e ='=1 for r, < o. Finally, Equation
2.1.1-16 can be used to define the interphase vaporization (or
condensation) rate )

Qs + Q (v - nf)

p, =- —9——if o, —g L 2.1.1-25
19 hY - h} ¥ n* - n}
g £ g £

which, upon substitution of Equations 2.1.1-23 and 2.1.1-24,
beconmes

=1 S
ig n* - nt
g £

- 201.1-26
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The phase change proéess that occurs at the interface is -’
envisioned as a process in which bulk fluid is heated or cooled
to the saturation temperature and phase change occurs at the
saturation state. The interphase energy exchange process from
each phase must be such that at least the sensible energy change
to reach the saturation state occurs. Otherwise, it can be shown
that the phase change process implies energy transfer from a
lower temperature to a higher temperature. Such conditions can
be avoided by the proper choice of the variables h; and h;. In

particular, it can be shown that they should be

=2((h® +h) + (S -n 2 -
and
s s
hy = 20(h + hy) - o(h§ - b)), - 2.1.1-28
—
where
” -
Substituting Equation 2.1.1-26 into Equation 2.1.1-4 gives the
final éxpression for the total interphase mass transfer as
s s
H, (T° - T.) + H, . (T° - T,)
I o= - —ig ! if s, 2.1.1-31
g9 hY - h* w
g £
~—
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N ondensibles t Gas Phas

The basic, two-phase, single-component model just discussed can
be extended to include a noncondensible compof;ent in the gas
phase. The noncondensible component is assumed to be in
mechanical and thermal equilibrium with the vapor phase, so that

vn = vg 2.1.1-32
anad
Tn = Tg, 2.1.1-33

where the subscript, n, is used to designate the noncondensible

component.

The general approach for inclusion of the noncondensible
component consists of assuming that all properties of the gas
phase (subscript g) are  mixture properties of the
steam/noncondensible mixture. The quality, X, is likewise
defined as the mass fraction of the entire gas phase. Thus, the
two basic continuify equations (Equations 2.1.1-1 and 2.1.1-2)
are unchanged. However, it is necessary to add an additional
mass conservation equation for the noncondensible component

2_ 4 a_ = -
Slagrg¥n) * 3 Sx(egPg¥n¥g®) = O 2.1.1-34

where )Sx is the mass fraction of the noncondensible component

based on the gaseous phase mass.

The remaining field equations for energy and phasic momentum are
unchanged, but the vapor field properties are now evaluated for
the steam/noncondensible mixture. The modifications appropriate
to the state relationships are described in section 2.1.2.
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Boron Concentration i e Li d e

An Eulerian boron tracking model is used in RELAP5 which
simulates the transport of a dissolved component in the liquid
phase. The solution is assumed to be sufficiently dilute that

the following assumptions are valid:

1. Liquid properties are not altered by the presence of the
solute.

2. Solute is transported only in the liquid phase and at the
velocity of the liquid phase.

3. Energy transported by the solute is negligible.
4. Inertia of the solute is negligible.

5. Solute is transported at the velocity of the vapor phase if
no liquid is present.

Under these assumptions, only an additional field equation for
the conservation of the solute is required. In Qifferential
form, the added equation is

dp d(CLap va)
—B . 1 B £ £ - -
3t + a 3% 0, 2.1.1-35

where the concentration parameter, Cqr is defined as

.

B

CB is the concentration of dissolved solid in mass units per mass
unit of liquid phase.
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2. . um ca ._Conv ent t s

A more convenient set of differential equations upon which to
base the numerical scheme is obtained from the basic density and
energy differential equations by expanding the time derivative in
each equation using the product rule. ¥hen the product rule is
used to evaluate the time derivative, we will refer to this form

as the expanded form.
A sum density equation 1is obtained by expanding the time

derivative in the phasic density equations, Equations 2.1.1-1 and
2.1.1-2, adding these two new equations, and using the relation

da da,
£ _ .9 -
3L 3t 2.1.1-37

dp - ap da

—9g L
g 38 terse T lrgTee) e
. = -
2 ax(agpgvgh + afpfva) 0 . . 2.;.1 38

A difference density equation is obtained by expanding the time
derivative in the phasic density equations, Equations 2.1.1-1 and
2.1.1-2, subtracting these two new equations, again using the

relation

= e= A . . Cd
t 2.1.1-38
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and substituting Equation 2.1.1-31 for I _. This gives

g
eg 3¢ dg .2 2
@y 3t " %fat T (Pgtre) FE t A ax(®gPqVg® T 2gPeViR)
2(H, (T° = T) + H,(T5 - T.)]
= - —id g _if I— +or, . 2.1.1-40
h; - by

The time derivative of the noncondensible density equation,
Equation 2.1.1-34, is expanded to give

@ o
|

i - -
+ 2 ax(agnganA) o .

2.1.1-41

The momentum equations are also rearranged into a sum and
difference form. The sum momentum equation is obtained by direct
summation of Equations 2.1.1-5 and 2.1.1-6 with the interface
conditions (Equations 2.1.1-7, '2.1.1-8, and 2.1.1-9) substituted
where appropriate and the cross-sectional area canceled
throughout. The resulting sum equation is

av av av av
—g S S § —a ., 1 —z
®gPg at T %gPrat T 2%gPg T ax T 2%f£Pf 3x

2.1.1-42

Y

The difference of the phasic momentum equations is obtained by
first dividing the vapor and liquid phasic momentum equations by
agrg and afpg, respectively, and subsequently subtracting. Here
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again, the interface conditions are used and the common area is
divided out. The resulting equation is )

2 2
qu _ avf . 1 aVE[ _ 1 avﬁ o (.L _ L)&
at at 2 ax 2 3ax P Pe ax

- ngWG + vaWF + rg[va - (afpfvg + agpgvf)]/

A (agpgafpf) = PFI(vg = Ve) - C[pz/(pgpf)]

a(v, = V,)
. o 4 -
2t ’ 2.1.1-43
where the interfacial velocity, vy, is defined as

This definition for v, has the property that if A = 1/2, the
interphase momentum transfer process associated with mass
transfer is reversible. This value leads to either an entropy
sink or source, depending on the sign of r_. However if A is
chosen to be 0 for positive values of rg and +1 for negative
values of I' _ (that is, a donor formulation), the mass exchange
process is always dissipative; The latter model for v; is the
most realistic for the momentum exchange process and is used for
the numerical scheme development.

To develop an _ expanded form of the vapor energy Equation
2.1.1-10 the time derivative of the vapor energy equation,
Equation 2.1.1-10, is expanded, the Qig Equation 2.1.1-23 and the

Tig Equation 2.1.1-26 are substituted, and the H;. , Hyg, Sag/st,
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and convective terms are collected. This gives the desired form "
for the vapor energy equation )

da ap au
—9g —g —a L3
(ngg + P) 3t T crgUg 7t T ®4Pg 3t + A[ax(czgnggng)
n*
2 = - |—f s _
+ P ax(cgng)] o ng(T Tg)
q £
n*
a 1 + ¢
I Hif(Ts - Tp) + [(F— )hg
g £
1= ¢S -
+ (SF9INQIT, + Q. + DISS, . 2.1.1-45

To develop an expanded form of +the 1liquid energy Equation
2.1.1-11 the time derivative is expanded, the Qe Equation

2.1.1-24 and the rig Equation 2.1.1-26 are substituted, and

\_/
da da
f R q -
3t 3t 2,.1.1-46
is used, then the Hjgq, Hif, fag/st, and convective terms are
collected. This .gives the desired form for the liquid energy
equation
da ap au
- ' —g —I i
(pgUs + P) 35 * aglUe 35 + agPe 3%
1l .3 2
* A lax(eersUsVel + P h(acved) ]
hf* s hg* s
g f g £
PP S S R - l1=c, s -
[T )hg + ("3 )hgl T, + Q. + DISSg . 2.1.1-47
~—"
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The basic density and energy differential equations are used in
nonexpanded form in the back substitution part of the numerical
scheme. When the product rule is not used to evaluate the time

derivative, we will refer to this form as the n_ngxggng_g form.

The wvapor, liquid, and noncondensible -density equations,
Equations 2.1.1-1, 2.1.1-2, and 2.1.1-34, are in nonexpanded
form. The Ig, from Equation 2.1.1-31, is not substituted into
the vapor and liquid density egquations (the reason is apparent in .
the Time Step Solution Scheme, see section 3.1.1.6 of NUREG/CR-
43121). The vapor energy equation, Equation 2.1.1-10, is altered
by substituting Equation 2.1.1-23 for Qigqg, substituting Equation
2.1.1-26 for TIjg and collecting the Hjgqg, Hif, and convective
terms. This gives

Slagr Uy + Le(a p U VoR) + PiglagvoA)]

%g’g g g
=-pf—°3-——rl—;———n(ms—r)-—"'-—h Hyp(T° = Tp)
~“Fat Y - by 19 g T % - | “if £
+ t(‘L—")h + (—L-—‘-)hf]r + Quq * DISSy . 2.1.1-48

The liquid energy equation, Equatien 2.1.1-11, is also altered by
substituting Equation 2.1.1-24 for Qi gr substituting Equation

2.1.1-26 for rig’ using

2.10 1-49

Q] Q
3
n
[
| @
ﬂLf
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and collecting the Hig’ Hit' and convective terms. This gives
a_ 1.3 '
LilagrUs) + Flinlage UvA) + Pio(a ven)]
* *
da h s h s -
=p—ga.t + —f-—* x| Hyg(T® = T + ——9-——h* | Hye(?® - Tp)
hg - hf - - hf
- [(.1_4.'2* )h; + (l—-—ig )hg]rw + Qe + DISS, . 2.1.1-50

2.1.1.3. Horizontal Stratified Flow

Flow at low velocity in a horizontal passage can be stratified as
a result of buoyancy forces caused by density differences between
vapor and liquid. When the flow is stratified, the area average
pressures are affected by nonuniform transverse distribution of
the phases. Appropriate modifications to the basic field
equations when stratified flow exists are obtained by considering
separate area average pressures for the vapor and liquid phases,
and the interfacial pressure between them. Using this model, the
pressure gradient force terms of Equations 2.1.1-5 and 2.1.1-6

become

arp da
- ér - - —9g - —g -
agA [ax] agA[ax ] + (PI Pg) A[ax ] 2.1.1-51

and

Q

R P da
- agh [‘3%3] - - %A[a“;f] * (Pp = Py A[a_xﬁJ 2-1.1-52
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The area average pressure for the entire cross section of the
flow is expressed in terms of the phasic area average pressures

by

P = ang"' cfpf . 201:1‘53

With these definitions, the sum of the phasic momentum equations,
written in terms of the cross section average pressure (Equation
2.1.1-42) remains unchanged. However, the difference of the
phasic momentum equations (Equation 2.1.1-43), contains on the
right side the following additional terms

[/ (agegpgpe) ] [= agd(agPg)/ax + aga(afpf)/éx + Pr(da /3x)] .
2.1.1-54

The interface and phasic cross-sectional average pressures, Py,
} Pg, and Pf, can be found by means of the assumption of a
transverse hydrostatic pressure in a round pipe. For a pipe
having diameter D, pressures PI'. Pg, and P, are given by

- . 3
Pg = PI - pryD [sin e/(3xag) - cos 6/2] . 2.1.1-55

and -

= Py + pgBD [sin’e/(3rag) + cos 8/2] . 2.1.1-56

Fe= Py

The angle, o, is defined by the void fraction as illustrated in
Figure 2.1.1-1. The algebraic relationship between ey and @ is

agt = (6 ~ sin © cos 8) . 2.1.1-57
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The additional term in the momentum difference equation (Equation™—"
2.1.1-54) can be simplified using Equations 2.1.1-55, 2.1.1-56,
and 2.1.1-57 to obtain

= lp/(pgre)) (pg = pg) 7DBy/(4sin 8) (da_/3x) 2.1.1-58

where @ is related to the void fraction  using Equation
2.1.1-570

Vaporarea =a g A

1
i‘*\e Liquidarea =a ;A

Vapor |

1

[]

1

N

Liquid 1
1

Figure 2.1.1-1. Relation of Central Angle 8 to Void Fraction @y

The additional force term that arises for a stratified flow
geometry in horizontal pipes is added to the basic equation when
the flow is established to be stratified from flow regime
considerations.

I3

J1.1.4. -Im c henme erence Equations

The semi-implicit numerical solution scheme is based on replacing
the system of differential equations with a system of
finite-difference equations partially implicit in time. The
terms evaluated implicitly are identified as the scheme is
developed. In all cases, the implicit terms are formulated to be

. ~—
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N

Jlinear in the dependent variables at new time. This results in a
linear time-advancement matrix that is solved by direct inversion
using a sparse matrix routine.*® aAn additional feature of the

‘scheme is that implicitness is selected such that the field

equations can be reduced to a single difference equation per

- £luid control volume or mesh céll, which is in terms of the

hydrodynanic pressure.' Thus, only an N X N system of. the
difference equations must be solved simultaneously at each time
step (N is the total number of control volumes used to simulate

the fluid system).

A well-posed numerical problem is obtained by several means.
These include the selective implicit evaluation of spatial
gradient terms at the new time, donor formulations for the mass
and energy flux terms, and use of a donor-like formulation for
the momentum flux terms. The term, donor-like, is used because
the momentum flux formulation consists of a centered formulation
for the spatiai velocity gradient plus a numerical viscosity term
similar to the form obtained when the momentum flux terms are
donored with the conservative form of the momentum eguations.

The difference equations are based on the concept of a control
volume (or mesh cell) in which mass and energy are conserved by
equating accumulation to rate of influx through the cell
boundaries. This model results in defining mass and energy
volume average properties and requiring knowledge of velocities
at the volume boundaries. The velocities at boundaries are most
conveniently defined through use of momentum control volumes
(cells) centered on the mass and energy cell boundaries. This
approach results in a numerical scheme having a staggered spatial
mesh, The scalar properties (pressure, energies, and void

- fraction) of the flow are defingd at cell centers, and vector

quantities (velocities) are defined on the cell boundaries. The
resulting one-dimensional spatial noding is illustrated in Figure
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2.1.1-2. The term, cell, means an increment in the spatial “—/
variable, %, corresponding to the mass '‘and energy control volume.

The difference egquations for. each cell are obtained by
integrating the mass and energy equations (Equations 2.1.1-38,
2.1.1-40, 2.1.1-41, 2.1.1-45, and 2.1.1-47) with respect to the
épatial variable, x, from the Jjunction at xj to xj +1° The
momentum equations (Equations 2.1.1-42 and 2.1.1-43) are
integrated with respect to the spatial variable from cell center

to adjoining cell center (xg to x, Figure 2.1.1-2). The
equations are listed for the case of a pipe with no branching.

Mass and energy control
Vector node volume or cell
or junction A
Voo V r N
ot Scalarnode I
P. [ 798 U ’ Uf //
\ g' g [
I |
l —
l - e Vg l
+ o + o T € ~—
| | .
a— l —
“ J . )
Y
Momentum control volume
.orcell

Figure 2.1.1-2. Difference Equation Nodalization Schematic.

When the mass and energy equations (Equations 2.1.1-38,
2.1.1-40, 2.1.1-41, 2.1.1-45, and 2.1.1-47) are integrated with
respect to the spatial variable from junction j to J+1,
differential equations in terms of cell-average properties and
cell boundary fluxes are obtained. The development and form of
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these finitg;difference equations is described in detail - in
NUREG/CR-43121, section 3.1.1.4. The advancement techniques are

also given in NUREG/CR~4312, section 3.1.1l.6.

2.1.1.5. Volume-Average Velocities

Volume-average velocities are required for the momentum flux
calculation, evaluation of the frictional forces and the Courant
time step 1limit. In a simple constant area passage, the
arithmetic-average between the inlet and outlet is a satisfactory
approximation; However, at branch volumes with multiple inlets
and/or outlets, or for volumes with abrupt area change, use of
the arithmetic average results in nonphysical behavior. ‘

The RELAPS volume-average velocity formulas have the form

) ( v la, . A]

(v )n - [Eﬁ “ePee' 3% _Ei j, inlets _
'L [2'(afpf)§Aj - A&J inlets and
J

outlets

+ }(apv)‘.‘A..E A.]
v, £££373 i 3 outlets

- 2.1.1-59
} (afpf)?Aj . AIJ inlets and
3 " outlets
and
V} n
(apV).A..} A] '
(v,)] = g 99953 "4y J] intets 2.1.1-60
gL A?E (a n e duw
P JrY; W inlets and
G| g79'3"3 A1 outlets

r n .
P§-i (agp ng) jAj ’ 51 Aj] outlets
.Ej(agpg)gaj . AIJ inlets and

outlets
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2.1.1.6. Nearly-Implicit Scheme Difference Equations and Time
Advancement

For problems where the flow is expected to change very slowly
with time, it is possible to obtain adequate information from an
approximate solution based on very large time steps. This would
be advantageous if a reliable and efficient means could be found
for solving difference equations treating all terms--phase
exchanges, pressure propagation, and convection-~by implicit
differences. Unfortunately, the state-of-the-art is 1less
satisfactory here than in the case of semi-implicit
(convection~explicit) schemes. A fully-implicit scheme for the
six equation model of a. 100 cell problem would require the
solution of 600 coupled algebraic equations. If these equations
were linearized for a straight pipe, inversion of a block
tri-diagonal 600 x 600 matrix with 6 x 6 blocks would be
required. This would yield a matrix of bandwidth 23 containing
13,800 nonzero elements, resulting in an extremely costly time

advancement scheme.

To reduce the number of calculations required for solving fully
implicit difference schemes, fractional step (sometimes called
multiplé step) methods have been tried. The equations can be
split into fractional steps based upon physical phenomena. This
is the basic idea in the nearly-implicit scheme. Fractional step
methods for two-phase flow problems have been developed in
References 24 and 25. These earlier efforts have been used to
guide the development of the nearly-implicit scheme. The
fractional step method described here differs significantly from
prior efforts in the reduced number of steps used to evaluate the
momentum equations. )

The nearly-implicit scheme consists of a first step that solves
all seven conservation equations treating all interphase exchange
processes, the pressure propagation process, and the momentum
convection process implicitly. These finite difference equations
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are exactly the expanded ones solved in the semi-implicit scheme
with one major change. The ‘conv'ecti\}e terms in the momentum
equations are evaluated implicitly (in a linearized form) instead
of in an explicit donored fashion as is done in the semi-implicit
scheme. Development of this technique ‘is given in NUREG-4312,
Reference 1, section 3.1l.1.7.
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2.1. tate Relations

The six equation model with an additional equation for the

noncéndensible gas conponent has five in@ependent state
variables. The independent variables are chosen to be P, ag, Ug,
Ue, and Xp. All the remaining thermodynamic variables
(temperatures, densities, partial pressures, qualities, etc.) are
expressed as functions of these five independent properties. 1In
addition to these properties several state derivatives are needed
because of the linearization used in the numerical scheme. This
section contains three parts. The first discusses the state
property derivatives needed in the numerical scheme. The second
section develops the appropriate derivative formulas for the
single component case and the third section does the same for the
two-phase, two-component case.

The values of thermodynamic state variables are stored in tabular
form within.a controlled environmental library which is attached
by the ccde. The environmental library w&s received from EG&G
with the base RELAP5 code version.

d.2.1. tate_Equations

To expand the time derivatives of the phasic densities in terms
of these dependent variables using two-term Taylor series
expansions, the following derivatives of the phasic densities are
needed:

[a;]u X_ ! :er ’ :; : [:;]U » and [a;] .
g’'“n g p,xn n P,Ug £ £f)p

Q

The interphase mass and heat ¢transfer requires an implicit
(linearized) evaluation of the interphase temperature potentials
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1)

T¢ - Ty and Tg - Ty. 'Tr is the temperature that exists at the
phase interface. For a single component mixture,

T, = 5(P) , 2.1.2-1

vhere the superscript s denotes a saturation value. In the
presence of a noncondensible mixed with the steam,

T, = TS(PS) , 2.1.2-2

I

where Ps is the partial pressure of the steam in the gaseous
phase. The gaseous phase properties for a two-component mixture
can be described with three independent properties. In
particular, the steam partial pressure, Pg, can be expressed as

Ps = PS(P' xn' Ug) . 2.1.2-3

Substituting Equation 2.1.2-3 "into Equation 2.1.2-2 gives the
interface temperature, Ty, as the desired function of P, Xp, and
Ug.a The implicit evaluation of the temperature potential -in the
numerical scheme requires the following derivatives of the phasic
and interface temperatures, such as

r}

(3T [T T
3Tq , ._sq , %1q '
3P .Ug,xn naug PX_ X, P,Ug

L3P | éP jU au axn

g g P,U_.

Ug P X P, X, g

apg and Tg could have initially been written with Pg, Xn, Uf as
tge independent arguments. Egquation 2.l.2-3 would then be used
to write Pg and Tg with P, Xp, and Ug as the independent
variables.
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For a single component mixture the X, derivatives are zero and

s
L[ <o : 2.1.2-4
30|

since T® is only a function of P for this case.

In addition to these derivatives, the basic phasic properties as
functions of P, ag, Ug, Ug, and Xp are needed along with the
homogeneous equilibrium sound speed for the critical flow model.

The basic properties are obtained from steam tables that tabulate
for each phase the phasic properties and three phasic
derivatives: the isobaric thermal expansion coefficient (8), the
isothermal compressibility (x), and the specific heat at constant
pressure (Cp). .

2.1.2.2. Single Component Two-Phase Mixture

For the purposes of this discussion, a single component two-phase
mixture will be referred to as Case 1. Case 1 is straight
forward. Liquid properties are obtained from the steam tables
given P and Ug. All the desired density and temperature
derivatives can then be obtained from x¢, fg, and Cpfr. The
desired derivatives are given as

gﬁi = - |3 Vfﬂg si/v2, 2.1.2-5
19U¢)p pt = VePe

r <

;;: = =% I 2.1.2-6
. £)P pf b
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(3, -
dpg) ' _ |(Cet¥eie = Telefe) | 2, : 0.1.27
- ’ o Lo
@7 Juy = |7 Cpg - VePsP £

Tl | PVeRe T Tefs 2.1.2-8
3P Ju, Cog - VePP . -1.

—

 parallel formulas hold for the vapor phase with P and Ug as the

independent variables.

The only nonstandard feature involved in the evaluation of the
formulas in Equation 2.1.2-8 is the calculation of V, T, x, B,
and Cp if the steam is subcooled or the 11quid is superheated,

that is, metastable states. The extrapolatlon used for these
cases is a constant pressure extrapolation from the saturation
state for the temperature and speciflc volume. Using the first
two terms of a Taylor series gives

T = T(P) + RO %’V(P)p(?) [U - U(P)] 2.1.2-9

and
vV = V(P) + V(P)B(P)[T - T(P)] - 2.1.2-10

In Equations 2.1.2-9 and 2.1.2-10 the argument P indicates a
saturation value.

To obtain the g, =, and Cp corresponding to the extrapolated V
and T, the extrapolation formulas are differentiated. Taking the
appropriate derivatives of Equations 2.1.2-9 and 2.1.2-10 gives

A [2h) . [2U v _
CP(P,T) ar) P [aT]P + [aT p cp(P), 2.1.2-11
;’i!‘ = V(P)g(P) -
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(B,T) & = - %[%%3 p = (V(P) + [T - T(P)IV(P)S(P)) 5%%%%;

- [T - T(P)] V(P) [Qﬁf,ﬂ * ﬂztp)%*;(m]/vw,m)-

2.1.2-13

Equation 2.1.2-11 shows that a consistently extrapolated Cp is
just the saturation value Cp(P). Equation 2.1.2-12 gives the
extrapolated g as a function of the saturation properties and the
extrapolated V. Equation 2.1.2-13 gives the consistently
exptrapolated = as a function of the extrapolated and saturation
properties. The extrapolated x« in Equation 2.1.2-13 involves a
change of saturation properties along the saturation line. In
particular, g% (P) involves a second derivative of specific
volume. Since no second-order derivatives are available from the
steam property tables, this term was approximated for the vapor
phase by assuming the fluid behaves as an ideal gas. With this
assumption the Sppropriate formula for the vapor phase x is

rg(P,T) = (Vg(P) + [Ty = T(P)] Vg(P)ﬂg(P)} ng(P)/Vg(P,T)-
2.1.2-14

For the liquid phase extrapolation (superheated liquid) only the
specific volume correction factor in Equation 2.1.2-13 was
retained, that is,

Ve(P)x o (P)

Vr(P'T) . 2.1-2*15

xf(P,T) =
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The homogeneocus equilibrium sound speed is calculated from
standard formulas using the saturation x’s, g’s, and Cp’s. The
sound speed formula

' sl2 C s s
22 [12_] « |Soa , gg_[ng.d_l’_._ng]

ar Tq g aT ar
C s s '
- —pf apP” ap- _ -

is used, where from the Clapeyron eguation

S s
ap® _ _Bg ~ B¢ 2.1.2-17
daT TS[VS - vs] '’ i

g f]

and X is the steam quality based on the mixture mass.

2.1.2.3. Two Component, Two-Phase Mixture

This case is referred to as Case 2. -The ligquid phasic properties
and derivatives are calculated in exactly the same manner as
described in Case 1 (see section 2.2.2.2), assuming the
noncondensible component is present oniy in the gaseous phase.

The properties for the gaseous phase are calculated assuming a
Gibbs-Dalton mixture of steam and an ideal noncondensible gas. A

Gibbs-Dalton mixture is based upon the following assumptions:

l1. P = Pn + Ps . 2.1.2-18

2. Ug = XnUn + (1 - Xn)Us , and . 2.1.2-19
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== - t—1 - U
3. XnVn (1 Xn)Vé v, ., 2.1.2-20

g

where Pg and Pp are the partial pressures of the steam and
noncondensible components, respectively. The internal energies
Us, Up, and the specific volumes Vg, Vp are evaluated at the gas
temperature and the respective partial pressures. The vapor
properties are obtained from the steam tables and the
noncondensible state equations are?

ann - RnTg and 2.1.2-21
Cng + Uo Tg < 'I‘o
U = 2.1.2-22
n 1 - 2
Cng + 2 DO(Tg To) + Uo Tg > To .

Given P, Ug, and X, Equations 2.1.2-18 through 2.1.2-20 are
solved implicitly to find the state of the gaseous phase. If
Equation 2.1.2-18 is used to eliminate P, and Equation 2.1.2-21
is used for V,, Equations 2.1.2-19 and 2.1.2-20 can be written as

(L - Xn)Us + Xﬁvn[Tg(Us,Ps)] - Ug = 0 2.1.2-23
and
VS(US,P )Ps
(1 - Xn) _E;TE;TE;T— (P - PS) - annPs = 0 . 2.1.2-24

Given P, Ug, and Xp, Equations 2.1.2-23 and 2.1.2-24 implicitly
determine Ug and Pg. (Equation 2.1.2~-20 was divided by the
temperature and multiplied by the partial pressures to obtain
Equation 2.1.2-24.)

AThe code input permits selection of any one of six
noncondensible gases. The constants used to represent air are
in SI units: T, = 250.0 X, Co = 715.0 J/(kg/K), Uo = 158990.52
J/kg, Do = 0.10329 J/(kg K?), and Ry = 287.066 N m/ (kg K).
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To obtain the derivatives needed in the numerical scheme, the
derivatives of Ug and Pg are taken with respect to P, Uy, and Xp.
These derivatives. can be obtained from Equations 2.1.2-23 and
2.1.2-24 by the use of the chain rule " and implicit
differentiation. For example, taking the derivative of Equations
2.1.2-23 and 2.1.2-24 with respect to P [recall that Pg =
Ps(P,Ug,Xn) and Ug = Ug(P,Uqg,Xp)] yields

U aT §U 8T )] [ (8P _) T
n d'I'g P n n Tg aug (8P ‘Ug,xn
x
-X R = (1 - X )R, 0 + TERM2 o | (3U_
‘ aP |U_,X
+ R_ + TERMI | °F )V *n
0 ,
= : 2.1.2-25
(r - Xn)Rs
.
as a linear system of two equations determining
P - au .
[:P ]U x_and [ap ]U x
g’'’n g’“n
In Equation 2.1.2-25
PV
R_ = —=5 2.1.2-26
s T
g
is the equivalent gas constant for the steam vapor,
av aT
TERM1 = (1 - X )P R_|* + 2-|—=8| - 1|9 2.1,2-27
n’*n"'s Ps VS aPS Us Tg aPs Us

2.1-35




and

av am
TERM2 = (1 - X_)P.R_|2—|—%8 -3 |9 . 2.1.2-28
n‘"ns|{v_javu T au
s s} Pg g s} P

The TERM factors have been singled out as they are treated in a
special manner in the numerical scheme. To obtain the
derivatives Pg and Ug with respect to Uy and X, the above
development is repeated, taking derivatives of Equations 2.1.2-23
and 2.i.2-24 with respect to Ug and Xp. In each case, linear
equations parallel to those in Equation 2.1.2-25 are obtained.
In fact, the left side matrix is exactly the same, only the right
side vector changes.

Having obtained all the derivatives of Pg and Ug, it is
relatively easy to obtain the derivatives needed for the gaseous
phase. From the chain rule,

[aT } . ar [ap ] . a'rq [aus] ,
apP Ug,Xn 3P, Us ap Ug,xn aug Ps P Ug,xn
2.1.2-29
au ap U U au
glp,x slug, Pdlegx,  PY)p, 1%%])e,x,
2.1.2-30
aT
F F) ax au a
n P,Ug s)Ug n P,Ug s PS n P,Ug
: 2.1.2-31
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where
aT aT
[ap ] and |75 }
s Us s Ps

are the standard phasic: derivatives for the vapor phase.

| Equations 2.1.2-29 through 2.1.2-31 give all the desired gaseous

temperature derivatives. The interface temperature derivatives
are obtained from the Clapeyron equation and the known Pg
derivatives, that is, .

T ar, f{ap

[:p ]U x = ap [Zp ]U x 2.1.2-32
g’ n s s’“n '

(3T, ) dT. [4P.) .

z—u-i =5 Z%ﬁ » and 2.1.2-33

°Yq)p,x s (*Yglr,x - :

r 1 r 3 :

:i. = _::'i _:::s ! 2.1.2-34

L n,P,Ug s | n‘P,Ug

where dT;/dPg is given by the reciprocal of Equation 2.1.2-17.

The density derivatives can be obtained from Vg = XpVh or
Vg = (1 - Xp)Vg as these two formulas for the gaseous specific
volume are equivalent (see Equation 2.1.2-20). A synmetric
formula can be obtained by eliminating Xn from the above two
formulas giving

vV '
V.= v—%_—’-‘-‘;- . o 2.1.2-35
g S n
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Using Equation 2.1.2-35 the Pg derivatives with respect to P are —"
ocbtained

v
[—gap ] = - —L[—-Dav] S § [_a s % - 2.1.2-36
3P JUu,x, szx 3P Ju %, vg 3P JUu %,

Parallel formulas are obtained when Ug or Xp is the independent
variable. The partial derivatives on the right side of Equation
2.1.2-36 are obtained from formulas exactly parallel to those in
Equations 2.1.2-29 through 2.1.2-31 with Tg replaced by Vg or Vp.
When taking the derivatives of Vp,

R.T (P_,V.)
= n g S S -
v, P-5, - 2.1.2-37

Hence, an additional term appears in Equation 2.1.2-29 due to the
direct dependence of V, on P.

—
The homogeneous equilibrium sound speed for a noncondensible-
steam-water mixture is derived in Reference 113.
The sound speed formula in Reference 113 is
2 2 n 2 A ? A e [ 4
a =V [PsJ / [-Xnvnpsﬂn = XeVePsl|fe Ps”f]]
r-C c
A 2 ’ 2 A ’ ’
-bs - -pn
+ SX P_ - + psvs[ 285 + mgPg|| * xnps[ o5 + P_ Vnﬁn]
P d rEE; ’ .ﬂ 2 1 2 38
+ XePg oS = PsVghe {ap]s,x ' T
“ n )
—r
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where

\ s g
s h” - h
——s__ £
p; = —LgT = 5o 2.1.2-39
T (VS = Uf)

and

’ ’:§ ’ B, = B s A ’
oo (5] {oi + (i) + [t - 5ol

(A ‘ A A S‘ A
(Rl * ReCos + R60e) /1] /[Reratss - sf,]}] .

2.1.2-40

In the above formulas ﬁs, in' and ﬁf are mass qualities based on
the total mixture mass.

Evaluation of the sound speed formulas at the saturated
equilibrium state.requires a second iteration. To avoid this -
extra iteration the sound speed formulas were evaluated using the
nonequilibrium state properties.

The liquid properties and derivatives are obtained as above for
Case 1. To obtain the gaseous properties, Eguations 2.1.2-23 and
2.1.2-24 must be solved iteratively. A standard Newton iteration
in two variables is used. The iteration variables are Pg and Us.
The steam table Subroutine STH2X6 is called once during each
iteration to obtain all the needed steam vapor properties and
Equations 2.1.2-21 and 2.1.2-22 are used to obtain the air
properties. To save calculation time only an approximate
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Jaccbian is used inside the iteration loop. From Equation\"/
2.1.2-24, it is clear that if the steam behaves as an ideal gas,
that is, Rg = (VsPs/Tq) is constant, then Equation 2.1.5-24 is a
simple linear equation determining Pg directly in terms of P and
Xp. It simplifies the iteration to neglect the derivatives of Rg
in the Jacobian, making it equal the left side matrix in Equation
2.1.2-25, with TERM1 and TERM2 terms absent. This iteration has
been tested with Pg ranging from 2000 Pa to P and has always
converged. The iteration is terminated when |APg|/P and |avg|/vg
are both <0.0005. Hand calculations have been performed to
compare both. the properties and derivatives with the code
calculations. In all cases the scheme converged in 4 iterations

or less.

Once the iteration has converged the gaseous properties are
determined from the formulas in this section. In the evaluations
of all these derivatives the full matrix in Equation 2.1.2-25 is
» d‘ .
used including TERM1 and TERM2 —
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2.1. Constitutive Models

The constitutive relations include hodels ‘for defining flow
regimes and flow regime related models for interphase drag, wall
friction, heat transfer, interphase heat and mnass transfer,
horizontal and vertical stratification, and water packing

mitigation.

.3 ow Regime s

In REIAP5 the constitutive relations include flow regime effects
for which simplified mapping techniques have been developed to
control the use of constitutive relation correlations. Three
flow regime maps are utilized. They are vertical and horizontal
maps for flow in pipes, and a high mixing map for flow in pumps.
The flow regime mnmaps are based on the work of Taitel and

' pukler?7.28 and Ishii.29-32

Taitel and Dukler have simplified flow regime classification and
developed semi-empirical relations to describe flow regime
transitions. However, some of their transition criteria are
complex and further simplification has been carried out in order
to apply these criteria efficiently in RELAPS. In addition,
post-CHF regimes as suggested by Ishii?? are included.

Vertica ow Regime

The vertical flow regime map is modeled as seven regimes, three
of which are for pre-CHF heat transfer, three of which are for
post-CHF heat transfer, and onhe of which is for vertical
stratification. For pre-CHF heat transfer, the regimes modeled

_are the bubbly, slug, and annular mist regimes. Formulations for

these three regimes were utilized by Vince and Lahey32 to analyze
their data. For post-CHF heat transfer, the bubbly, slug, and
annular mist regimes are transformed to the inverted annular,
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inverted slug, and mist regimes, respectively, as suggested by
Ishii.2® uUnheated components are also modeled utilizing the pre-
CHF map. A schematic representing the pre- and post-CHF reginmes
of the vertical flow regime map is shown in Figure 2.1.3-1. The
vertically stratified regime may exist at low flow conditions and

a schematic showing its relationship in the vertical flow regime-

map is given in Figure 2.1.3-2. The criteria for defining the
boundaries for transition from one regime to another are given by
the following correlations.

—— ncreasing ag (VOIDG) —
: :
Pre-CHF Bubbly | Slug l Annular-mist
region (BBY) } {SLG) i (ANM)
|
— S 4t e onas | Ame eeue awe ——-c-n——-'.—————— —T— ———————————
PoSI-CHF Inverted t Inverted | Mist
region annular I siug | (MST)
g (1AN) i (SL) |
| l
1 1
é é
iaa-s i“s-A

Figure 2.1.3-1. Sketch of Vertical Flow Regime Map.

For the bubbly to slug transition, Taitel and Dukler27.28
suggested that bubbly flow may not exist in tubes of small
diameter where the rise velocity of small bubbles exceeds that of
Taylor bubbles. The small bubble rise velocity is given by the
correlation28

) 1/4 _

and the Taylor bubble rise velocity is given by the correlationll

Vo, = 0.35 [ 9lrg = pg)/rg ] /2 2.1.3-2
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(Note: in Reference 28, pf - sg is approximated as ,¢, see also~—"
References 30 and 33). Accordingly, the limiting tube diameter
allowing the presence of bubbly flow is

D* 2 19 ? 20103-3

where D* is the dimensionless tube diameter,
l/2
D* = DIg(sg — £g)/7] /2, 2.1.3-4

Equation 2.1.3-2 is the dimensionless ratio of tube diameter to
film thickness times the Deryagin number, where the Deryagin
number is the ratio of film thickness to capillary length. Also,
in the limit, as the fluid properties approach the thermodynamic
critical pressure, D* = D.

For tubes with diameters satisfying the condition of Equation
2.1.3-3 the bubble-slug transition occurs at a void fraction ag =~/
0.25 for low mass fluxes of G X 2000 kg/m2s. By combining this

void criterion with Equation 2.1.3-3 the bubble-slug transition
criterion can be defined such that

a; = 0.25 MIN (1.0, (D*/19)%] . 2.1.3-5
Hence, if the local void fraction, Jg, exceeds the criterion of
Equation 2.1.3-5 then bubbly flow cannot exist since the rise
velocity of small bubbles exceeds that of Taylor bubbles. The
exponential power of 8 is used to provide a smooth variation of
aj, as D* decreases.

At high mass fluxes of G > 3000 kg/m2s, bubbly flow with finely-

dispersed bubbles can exist up to a void fraction, ag, of 0.5.
Then, if the criterion is linearly interpolated between the upper
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and lower void limits, the bubbly-slug transition criterion can
be written as

ap.g = o 2.1.3-6
for mass fluxes of G < 2000 kg/m?s,
ag_g = ey, + 0.001 (G - 2000) (0.5 - ag) 2.1.3-7
for mass fluxes of 2000 < G < 3000 kg/m?s, and
= 0.5 - o 2.1.3-8

®p-s

‘for mass fluxes of G 2> 3000 kg/mzs. The flow regime can

therefore be in the bubbly regime if ag < ap~g and in the slug
regime if ey 2 ap-§-

The bubble-slug transn:ion def:.ned by Equatlons 2.1.3-6 to 2.1.3-
8 is similar to that given by Taitel and Duklez',28 except that
the void fraction relation is converted into a form based on
liquid and vapor superficial velocities and finely dispersed
bubbles are also d:Lst.mgulshed from ordinary bubbles.

For the slug to annular flow transition, 'I‘ar!:el and Dukler28
developed a criterion based on the critical vapor velocity
required to suspend a ligquid droplet. The critical velocity, uc,
is written as

u, = 3.1{og(p,. - pg)]1/4 / p;/z = (ag¥q) e 2.1.3-9

The value 3.1 for the numerical coefficient is somewhat larger
than the value of 1.4 reported by Wallis34 but is a better fit to
the data reported by Vince and Lahey.32 In comparing RELAPS code
results to data, however, the coefficient value of 1.4 gives
better results. The void fraction must also be greater than 0.75
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in order to get good comparisons between code results and data.
Hence, solving Equation 2.1.3~9 for void fraction and imposing a>~—"
lower void limit of 0.75 yields the slug to. annular transition
criterion for which

@

- 1/4 /2 _
S-A = MAX[ 0.75, 1.4[ag(pf pg)] /(Vgpg ) ], 2.1.3-10

where the flow regime is said to be in the slug regime if

and in the annular-mist regime if ag > ag_p-

@g £ %g-p
For post-CHF heat transfer the same formulations are used to
define the inverted flow regime transition criteria in that
Equations 2.1.3-6 through 2.1.3-8 also define the inverted slug
regime transition and Equation 2.1.3-10 defines the inverted slug
to mist regime transition.

At low mass fluxes the possibility exists for vertically
stratified conditions. In RELAP5 vertical flow in a volume cell
is considered to be stratified if the difference in void fraction

of the volumes above and below is greater than 0.5 and if the
magnitude of the volume avérage mixture mass flux is less than
the Taylor bubble rise velocity mass flux. The Taylor bubble
criterion is based on the Taylor bubble velocity given by
Equation 2.1.3-2 such that

|G] < » vop , 2.1.3-11

where vqp is the Taylor bubble velocity and

1G] = Ja_p Vv_+ a 2.1.3-12

ga¥g * 2erevel -
Hence, if Equation 2.1.3-11 is true, then transition to vertical

stratification exists and if Equation 2.1.3-11 is false, then
transition to vertical stratification does not exist.
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2.1-46 10/88




orizont ow m

The horizontal flow regime map is similar to the vertical flow
regime map except that the post-CHF regimes are not included and

a horizontal stratification regime is modeled that replaces the

vertical stratification regime. The horizontal flow regime map
therefore consists of horizontally stratified, bubbly, slug and
annular mist regimes. The criteria for the bubbly to slug and
the slug to annular mist regimes are also .similar to those for
the vertical map except that the bubbly to slug transition

criterion is a constant

aB_s = QL o= 0.250 * 2-1-3-13

The slug to annular mist transition criterion is also a constant

ag_p = 0.8. o 2.1.3-14

The criterion defining the horizontally stratified regime is one

- developed by Taitel and Dukler.é7_

According to Taitel and Dukler, the flow field is horizontally
stratified if the vapor velocity satisfies the condition that

vg < ng ’ . 2.1.3-15

where

(1 - cos8) . 2.1.3-16

N

p..Dsine

L
g g
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The angle ® is related to the liquid level, ££, and the void
fraction, ag, by the relationships .

22 =D (1 + cose)/2 2.1.3-17

and

If the horizontal stratification condition of Equation 2.1.3~15
is met, then the flow field undergoes a transition to .
horizontally stratified. If the condition of Equatioﬁ 2.1.3-15
is not met, then the flow field undergoes a transition to the
bubbly, slug, or annular mist flow reginme.

High Mixing Flow Regime Map

The high mixing flow regime map is based on vapor void fraction,
ag, and consists of a bubbly regime for ag < 0.5, 2 mist regime
for ag 2 0.95, and a transition regime for 0.5 < ag < 0.95. The
transition regime is modeled as a mixture of bubbles dispersed in

liquid and droplets dispersed in vapor.

2.12.3.2. Interphase Drag

The interphase drag force per unit volume expressed in terms of
relative phasic velocity is

FIgf = - fgf Vg - Ve (vg - vf) ' 2.1.3-19
with
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where

P = density of the continuous phase,
Cp = drag coefficient,
age =  interfacial area per unit volume, and

Sp = shape factor.

The shape factor3®, Sy, is assumed to be unity (1.0). The
evaluation of ags and Cp for different flow regimes is covered in
the following discussion.

Dispersed Flow

The bubbly and mist flow regimes are both considered as dispersed
flow. According to Wallis34 and Shapiro,35 the dispersed bubbles
or droplets can be assumed to be spherical particles with a size
distribution of <the Nukiyama-Tanasawa form. The Nukiyama-
Tanasawa distribution function in nondimensional form is

p* = 4dx? em2d* . 2.1.3-21

where d* = d/d’; d’ is the most probable particle diameter, and
p* is the probability of particles with a nondimensional diameter
of d*. With this distribution, it can be shown that the average
particle diameter dy = 1.5 d’, and the ‘surface area per unit

volume is

a3 p* dd+

- 2 - |
age = = f d*” p* dd* _ 2.4a 2.1.3-22
g a’ j‘ a’
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-
where a = ag for bubbles and a = ag for droplets. In terms of the
average diameter, do, the interfacial -area per unit volume, agf,

is

a e = 3.6a/d_ . 2.1.3-23

gf

The average diameter do is obtained by assuming that dg = 1/2
dnax. The maximum diameter, dpax, is related to the critical
Weber number, We, by

- ve)?/e . 2.1.3-24

The values for We are presently taken as We = 10 for bubbles and
We = 3.0 for droplets.

The drag coefficient is given by Ishii and chawla3® for the

viscous regime as

0.75

Cp = 24(1 + 0.1 Re " "°)/Re, , 2.1.3-25
where the particle Reynolds number Rep is defined as
Rep = | vg- vfl A, p/By - 2.1.3-26

The mixture viscosity, pp, is gy = sg/ag for bubbles and gy =

2.5

pg/ (ag) for droplets.
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Figure 2.1.3-3. Slug Flow Pattern

Slug Flow

Slug flow is modeled as a series of Taylor bubbles separated by
liquid slugs containing small bubbles. A sketch of a slug flow
pattern is shown in Figure 2.1.3-3. The Taylor bubble has a
diameter nearly equal to the pipe diameter and a length varying
from one to one hundred pipe diameters.

The total drag in slug flow is partitioned into small bubble and
Taylor bubble drag components:

2!1-3"26-1

£ .= (£ + (f

gf gf)sb gf)T

The interphasic friction term for small bubbles, (fgf)sb' is of
the form given in Equation 2.1.3-20 and is determined with the
a and C_ derived for dispersed flow (Equations 2.1.3-23 and

gf D
2-103-25) -
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The void fraction of a single Taylor bubble, @, in the total .
mixture is

Q, = (ag- ags)/(l - ags) . ' 2.1.3=-27

where « s is the average void fraction in the liquid film and

slug region.

To provide a smooth transition into and out of slug flow, « s in
Equation 2.1.3-27, is considered as a free parameter varying from
the void fraction (aB_s) at the bubbly to slug flow regime
transition to nearly zero at the slug to annular mist flow regime
transition. The variation is represented by the exponential
expression

ags = Qp_ o exp[- 10(czg - aB_S)/(as_A -aB_S)] . 2.1.3-?8
Three options are available for computing the Taylor bubble
interphase drag in slug flow: the base INEL drag, the Wilson
drag, and the B&W modified slug;drag model. - The Wilson drag is
based on the Wilson bubble rise velocity in a vertical pipe.135
The BWNT modified slug-drag model uses coefficients that are a
function of pressure and void fraction to adjust the' INEL drag .
model. The default is the INEL model.

INEL Drag Model

By approximating the ratio of the Taylor bubble diameter to the
tube diameter and the diameter-to-length ratio of a Taylor
bubble, Ishii and Mishima31 obtained the surface-to-volume ratio
of a Taylor bubble as 4.5/D. In the INEL drag model, this is
used to obtain the interfacial area per unit volunme, agf, for
slug flow:
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/

N _ ]
agf (4.5kct/D)ab + (3.6 ags/do)(l an) 2.1.3-29

in which the first term pertains to Taylor bubbles and the second

term . to small bubbles. ct is a roughness parameter that is

introduced to account for irregularities in the surface of large

Taylor bubbles. At the present time, C_ is assumed to be unity
(1.0).

The INEL model drag coefficient for Taylor bubbles is given by
Ishii and Chaw1a3° as

(Cplp = 9+8 (1 - ), 2.1.3-30

where ay is given by combining Equations 2.1.3-27 and 2.1.3-28.

e Wils a ode

\~// - The Wilson grgg model was first derived for reflood applications
using BEACH ?' and is now applied to non-reflood conditions in

RELAP5/MOD2~-B&W.

———

b,c,d,e
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b,c,d,e

The estimate of the phasic slip, Av, is obtained from a modified

set of the Wilson

13

> bubble rise model:

b,c,d,e

2.1-52.2
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c

The coefficients a, and b, for j = 1 and 2 are from the original
correlation. The third set (j = 3), however, was added to obtain
a better match to the original data at high a; (greater than
about 6.526). - As implemented in RELAP5/MOD2-B&W, <the bubble
velocity is multiplied by a user-defined multiplier, CWB:

vbub = ch AV. ] 2-1-3"3006

b'c’d'e

where CWSL is a user-defined multiplier for slug flow conditions

which, at the present time, is set equal to one.

In RELAPS5, an interphase drag for each volume is calculated and
+hen the drag for the junctions between connecting volumes are
determined.  RELAPS uses several techniques to smooth the void
behavior across the junction. One of these smoothing techniques
is used when the difference between the void fractions of
adjoining volumes is greater than 0.001. For some situations
(for example, in RSG PWR small break LOCA, during the hot leyg
draining period and during the period preceding core uncovery),
it is expected that discontinous void behavior will occur at the
core-upper plenum boundary. The unmodified junction drag logic

- calculates void behavior reasonably well. Howevex, because

REIAPS smooths the void behavior across the Jjunction when the
difference between connecting nodes is greater than 0.001, a flat

. Rev. 2
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void profile is calculated for some cases as illustrated in.
Figure 2.1.3-3.1. Therefore, as an option to the Wilson drag
model, the void difference threshold for curve smoothing is

increased to 0.5.

unsmoothed Curve ——-.\

AN
N
8
i
2
g ~ .

.
~
e STOOthed Curve

CORE ELEVATION

Figure 2.1.3-3.1. Typical RELAP5 Void Profile:
Smoothed and Unsmoothed Curves.

BWNT has added an option to adjust the slug interphase drag for
non-reflood applications via coefficients added to Equation
2.1.3-26.1. The adjustments, based on numerous benchmarks, are
functions of pressure and void fraction as shown in the following
equations.

fop = Mo [(Egpdgp + Mg (£ge)p 1 & 2.1.3-30.7.1

where

b,c,d,e
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b,C,d,e

The values given in parentheses are the default coefficients.
These are selected by the user through input of a control volume
flag which refers back to a tabular default table number
containing the five coefficients that are listed. A different
set of coefficients may be specified by the user on input. Use
of the default drag adjustments are appropriate for two-phase
applications in heated tube bundles ‘and small diameter pipes
during non-reflood calculations.

ar Mist Flow

Annular mist flow is characterized by a liquid f£ilm along the

-wall and a vapor core containing entrdined liquid droplets. The

INEL drag is the sum of the annular vapor and liquid droplet drag
components

fgf = (fgf)ann + (fgf)drp. . 2.1.3-30.8

Let Cep be the average liquid volume fraction of the liquid film
along the wall. Then, from simple geometric considerations, the
interfacial area per unit volume can be shown to be

. Rev. 3
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aye = (4C, /D) (1 = aff)l/z + (3.6a.4/d ) (1 - @pp), 2.1.3-31

where ca is a roughness paraneter introduced to account for
waves in the liquid wall f£iilm and A is the average liguia
volume fraction in the vapor core, for which )

@pq = (@p = Qea) /(1 = @pe) . 2.1.3-32

A simple relation based on the flow regime transition criterion
and liquid Reynolds number is used to correlate the average
liquid film volume fraction. For vertical flow regimes, the
entrainment relation is

-5 6
g = @ C, exp {-7.5 + 107 (e v /) } , 2.1.3-33

where u, is the entrainment critical velocity given by Equation
2.1.3-9 with the coefficient 3.1 replaced by 1.4. For horizontal
flow regimes, the entrainment relation is

-5 6
@pe = @;Cp exp {~4.0 ¢ 10 (Vg/Vg1) ), 2.1.3-34

where vgl is the horizontal stratification critical velocity
given by Equation 2.1.3-16. The term c:f is expressed as

-4

cf=1o pfafvfn/uf.
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&\’/ The interfacial friction factor, i' for the liquid f£ilm takes

the place of Cy in Equation 2.1. 3-20, and is described by a
correlation obtained by Bharathan et al. for wvhich

£, = 4 (6.005 + a(smB) . 2.1.3-35
where
log,y A =  =0.56 + 9.07/D%, : 2.1.3-36
B =  1.63 + 4.74/D*, and - 2.1.3-37
1/2
5k = s| (Pg - p()Lg} . 2.1.3-38
[+

The term §* is the liquid wall film Deryagin number for which §
is the film thickness, and D* is the dimensionless diameter given
by Equation 2.1.3-5.

BWNT has added an option to include a multiplicative coefficient
on the overall drag computed for control volumes in an annular
mist flow regime. This coefficient is available for non-reflood
applications. The default coefficient, xms, is 1.0; however, it
may be changed on input specified by the user. The coefficient
is applied as follows :

£

gf J . N 2.1-3-38o1

= xms [(f

gf)ann + (£

gf)drp
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Vertical Stratified Flo

For vertically stratified flow +the previously diécussed
interphase drag relationships are applied except that a low
interphase drag coefficient of 0.1 N-sz/m5 is imposed for the
junction above the vertically stratified volume.

orizo Stratifie

By simple geometric consideration, one can show that the
interfacial area per unit volume is

a e = 4C . sin & (aD) , 2.1.3-39

gf s

where C.¢ is a roughness parameter introduced to account for
surface waves and is set to 1 at the present time.

The interface Reynolds number is defined with the vapor
properties and regarding liquid as the continuous phase for which

Rei = Di pg l vg - VA "g ’ 2.1.3~40
where the equivalent wetted diameter, Di' for the interface is

Di = awD/(6 + sing) . 2.1.3-41

The interfacial friction factor, fi’ replaces cD in Equation
2.1.3-20 and is obtained by assuming typical friction factor
relationships for which

£, = 64/Re; 2.1.3~42
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for laminar flow, where Rej < 1187,

£, = 0.3164/Reg°25 2.1.3-43

for turbulent flow, where Rej > 4000, and

for the laminar to turbulent transition where 1187 < Rej < 4000.

Inverted Flow Regimes

The interphase drag relationships for post;CHF inverted flow
regimes are treated in a similar fashion to the corresponding
pre~-CHF flow regimes except that the roles of vapor and liquid

are interchanged.

. W ictio
In RELAPS, tﬁe wall friction force terms include only wall shear
effects. Losses due to abrupt -area change are calculated using
mechanistic form loss models. Other losses due to elbows or
complicated flow passage geometry are modeled using energy loss
coefficients that must be. input by the user.

In the development of the RELAP5/MOD2 wall friction model;
emphasis was placed on obtaining reasonable values for wall
friction in all flow regimes. The flow regime models' are
discussed in section 2.1.3.1.

The wall friction model is based on a two-phase multiplier
approach in which the two-phase multiplier is calculated from the

Heat Transfer and Fluid Flow Service (HTFS) modified Baroczy |

correlation.37 The individual phasic wall friction components
are calculated by apportioning the two-phase friction between the
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phases using a technique derived from the Lockhart-Martinelli38 \—“
model. The model is based on the assumption that the frictional
pressure drop may be calculated-using a quasi-steady form of the
momentum equation.

The Two-Phase ctio ulti er A oa

.

The overall friction pressure drop can be expressed in terms of
the liquid-alone wall friction pressure drop

[3_13] - ¢§ [?_f.] 2.1.3-45
ax)2¢ ax) £ -

or the vapor-alone wall friction pressure drop

3P o 42 [8F , 2.1.3-46
ax)24 9 lax)g
. —r
where ¢f¢ and ¢g are the llquiq-alone and vapor-alone two-phase
friction multipliers, respectively. The phasic wall friction
pressure gradients are expressed as
2
2! .
[E_P] _ e 2.1.3~47
axjt 2DpfA2
for the liquid-alone, and
2
A’M
[Q] - 99 ‘ 2.1.3-48
ax)g 2
2Dp A
’g
- ~—r
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for the vapbréalone, where the prime indicates the liquid-and
vapor-alone friction factors, respectively, calculated at the
respective Reynolds numbers

aep IV ID
Rey = T T 2.1.3-49
ke
and
a_p IV ID
Ref = g9 9d . 2.1.3-50
g

The liquid and vapof mass flow rates, respectively, are defined

as
Mf = afpfva 2.1.3-51
and
M =a ; vA . - 2.1.3-52
g ggg

Throughout the current literature the overall two-phase friction
pressure gradient is calculated using two-phase friction
multiplier correlations. However, regardless of the correlation
used, the multipliers may be interrelated using Equations 2.1.3-
45 through 2.1.3-48 and the Lockhart-Martinel1i38 ratio defined

as

[l .«
¢ -
=) . "9 2.1.3-53
q -
=
dstjg
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In RELAP5 these equations are used to apportion the overall wall'\—/
friction into liquid and vapor wall friction coefficients.

ow_Re e ect

Two-phase friction can be modeled in terms of two-phase friction
multipliers and known friction factors using the method developed
by Lockhart-Martinelli.3® Chisholm38 also developed a
theoretical basis for the Lockhart-Martinelli model that provides
a rationale for relating the equations to empirical results.

From the theoretical basis developed by Chisholm, irrespective-of
flow regime, the quasi-steady phasic momentum equations can be
expressed in scaler form as

ap
o — - T p - S = 0 2.103-54
£A [ax]zé £Pr = Spr _
for the liquid, and _
ap
A — - had S 0 20 s ™
cz.g [ax}2¢ rgpg FI = 1.3-55

for the vapor, where rg¢ and rg are the liquid and vapor wall
shear stresses, respectively, pg and Pg are the liquid and vapor
wetted wall perimeter, respectively, and Spy is a stress gradient
due to interphase friction. These equations can be expressed in
terms of Darcy friction factors and simplified so that

2
«a . AgpVeola
[52] 1+s, 8= _LEE W 2.1.3-56
dx] 24 ag 2D ag
~—
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for the liquid, and

dp AP Vz a
| (1 +sp) = 999 | & 2.1.3-57
dx) 24 2D ag

for the vapor, where the interphase friction term, Sg, is defined

as

S
g, = X . 2.1.3-58

éP
a Al —
d [ax]2¢

The terms agy and agy are the liquid and vapor volume fractions,
respectively, at the wall, and af and ag are the overall liquid
and vapor volume fractions, respectively. Taking the ratio of
Equation 2.1.3~56 to 2.1.3-57 gives

2 *fw ag
" AP Ve [a;#] 1+ Sp e
2% = = . 2.1.3-59
2|%qw (1 -~ S.)
A —
g”gvg[a ] R

Consider the pure liquid case where ag = 0 and afy = af and for
which Equation 2.1.3-56 reduces to '

L

2
231 = [3B] = ‘2P Ve 2.1.3-60
ax)2¢ \axJf 2D f -

For this case, the friction factor, Af, can be precise}y
calculated based on a Reynolds number expressed in terms of D.
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Similarly, for the two~phase case, liquid and 'vapor' friction ~—/
factors can be calculated based on Reynolds number of

e
pe |—ar=|PlVel
R, = £ and 2:1.3-61

a
g
P Div_]|
g [ a ] g
R_ = gv. 2.1.3-62

for the liquid and vapor, respectively. These terms have the
property that, as one phase or the other disappears, the friction
factors calculated reduce to their single-phase formulations.

Equations 2.1.3-56 and 2.1.3-57 can be rewritten as

—r
. 2
2 ApgpeV
2 £EE a
dx)2¢ |a, + a .z’ 2D ap
and
2
A v
1 a’g’g (e
2 2D a
dxj 24 ag + afZ g
for the liquid and vapor, respectively. However, these equations
are now flow regime dependent since knowledge of the wetted wall
and overall void fractions is required in order to calculate the
friction factors. The term 22 can also be considered as a
correlating factor relating the overall two-phase friction
pressure gradient to the known phasic friction factors. \,/
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The quasi-steady phasic momentum equations similar to Equations
2.1.3-63 and 2.1.3-64 can also be written in terms of the RELAP5

friction coefficient, where

. .
dp Z ;
dxj 24 ag + afZ

for the liquid, and
dp 1l - -
dx) 2¢ ag + afZ

for the vapor. Taking the sum of these two equations gives the
overall quasi-steady two-phase pressure gradient as

dp e y
ot = FHF(a,p.V.) + FWG(a_p V. ) - 2.1.3-67
[dx]“ £ £Ve g*g'g

Tt should be noted that the calculation of the phasic friction
factors using the Reynolds numbers given by Equation 2.1.3-61 and
the assumption that two-phase flows behave similarly to single-

- phase flows in' the 1laminar, transition, and turbulent regimes

provides the rationale relating Equations 2.1.3-63 and 2.1.3-64
to empirical data. It is this same rationale that allows
expressing the correlating term, z2, in terms of friction factors
that are independent of interphase friction as given by Equation
2.1.3-59. It is this equation that forms the basis for
apportioning the overall two-phase wall friction between the

phases,

Apportioning Wall Friction

Overall two-phase wall friction can be apportioned into phasic
components .by combining Equations 2.1.3-65 and 2.1.3-66 with
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Equations 2.1.3-45 through 2.1.3-48 and 2.1.3-59, 2.1.3-62, and—"

2.1.3-64 which results in

2 2
Agpplagve) celeP eV s
¢'§ £ £ = FWF(afpfvf)
2D a. A v2 + a . X Vz
gw'g’g g T tweleE 2.1.3-68
for the liquid, and ’
v A Vv
;2 19°9% = “gw'g’g'g = FHG(a_p v_)

g 2D 3 g”g’g

' gwkg”gvg tertef Ve 2.1.3-69

for the vapor, where the two-phase multiplier terms are
calculated using a two-phase friction multiplier correlation.
Flow regime effects are also included in the relationships
between wetted wall and overall void fractions and their effect
in calculating the friction factor terms.

e K.T.F.S. o~-Phase tion tipli o at

In RELAP5 only the H.T.F.S. correlation37 is used to calculate
two-phase friction multipliers. This correlation was chosen
because it is correlated to empirical data over very broad ranges
of phasic volume fractions, phasic flowrates and flow regimes.
The correlation has also been shown to give good agreement with
empirical data.

The H.T.F.S. correlation for two-phase friction multiplier3? is
expressed as

X x2

2.1-62
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for the liquid—albhe multiplier, or

2 2
§ =x +Cx+ 1 2.1.3-71

g

for the vapor-alone multiplier, where C is the correlation term
and x is the Lockhart-Martinelli ratio given by Equation 2.1.3-
53. The correlation term is expressed in terms of scalar mass
flux, G, and the Baroczy dimensionless property index, &, such
that '

where

£,(G) = 28 - 0.3 c%> , 2.1.3-73

(log,,a + 2.5)2
Tl = exp - P) 2-103-74

2.4 - 6(107%)

? 1

A= _E _fj 0.2 ., and 2.1.3-75
Pr Fg

G = afpfvf + agpg‘vg . 2.1.3-76

The terms p, pu, o and v denote the density, viscosity, volume
fraction and velocity, respectively.
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If the H.T.F.S..éorrelation is combined with the wall friction
formulations by combining- Equations 2.1.3-45 through: ' 2.1.3-48, —
2.1.3-51 through 2.1.3-53, 2.1.3-70, and 2.1.3~71, then

dp 2 (ap 2 [dp
(oo % (& =
dx} 24 dx) £ dxjg

o 5 ’ e 0.5
= ;B (Afpf(cfvf) + C [Afpf(cfvf) }gégfcgvg? ]‘
: oy v
+ Alp (a V. )"}, -2.1.3-77

g9 9g9g

- This equation can then be combined with Equation 2.1.3-68 and
2.1.3-69 and simplified such that

Perelvel 2
FHF(agpg) = ag, ——5— PerelagVy)

0.5
2 2 \\/j
+C [Aépf(afvf) Aépg(cgvg)-)

2 2, 2
+ ’ . . + .
Agpg(cgvg) ) / [‘agwxgpgvg afwlfpfvf ]

2.1.3-78
for the liquid, and
e A _|v_]|
= gg g 2
FWG(agpg) a = {Aépf(afvf) |
+ C [A’p (a Vv )ZA’ (a VvV )2
0257l ‘gPgl®g'g’ |
+ X’p _(a VvV )2) / b[ a. A é-vz + a S.pb;z ]
g'g'"g'g gv'g'g'g twithe't
2.1.3-79
for the vapor.
/
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In RELAP5 the friction factor and velocity terms are calculated
in such a manner that as the velocity terms disappear the
equations give the correct limits. For example, the friction
factor terms are evaluated such that

a
[ f
linm >‘f {__J Vf
T fw

[« 4
£
Vf -0
T fw

B N E (1flagvel)
- I 4
Dpf lafvfl

a_ - 64p

1im N gl 4 - g _ lim (Aé]agvg[),
gl{—] "¢ > lagvgl =0

o v, g

g vgl=0 2.1.3-80
ng .
and the velocity terms are evaluated such that

. 2.1.3-81

lim lvf' = ¢ = lim Ivgl

. vef o Vg =0~
Hence, for stagnant flow or single-phase conditions, a positive
and finite friction coefficient is always calculated. Thus, the
numerical possibility of an infinite or negative friction
coefficient is eliminated.

In Equations 2.1.3-78 and 2.1.3-79, flow regime effects are
included in the terms (agy/af) 2and (egw/ag) for the liquid and

vapor, respectively. These terms are such that

2.1.3—82
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Equations 2.1.3-80 and 2.1.3-83 are restricted such that as —/
overall phasic volume fraction disappears its correspondlng wall
fllm volume fraction disappears so that

x
Mm ) S o3 ang MR oW o5, 2.1.3-84
-0 °f _ g0 L'g

and similarly,

Q Q
Mmoo gl w3 ang  Mm [Z8W . 2.1.3-85
ag -0 Q'q Qg"o a“f I' L .

Flow Regime_ Factors for Phasic Wall Friction

Phasic wall friction is expressed in terms of wall shear stress,
which in turn requires Xknowledge of the surface area wetted by
each phase. From the flow regime model discussed in section
~ 2.1.3.1, expressions for the wall film phasic volume fractions
can be derived. Using these éxpreSSions, the phasic ‘wall
friction factors that appear in Equatzons 2.1.3-56 and 2.1.3-57
may then be completed.

In the flow regime map, seven flow regimes are modeled, which
are: for pre-CHF heat transfer, the bubbly, slug, and annular
mist; for post-CHF heat transfer, the inverted-annular, inverted-
slug and mist; and for stratified flow, the vertically and
horizontally stratified. For the tranSitibn-regime'betweeh pre-
and post-CHF heat transfer, an interpolation scheme is also
implemenﬁed in the code.

To implement flow regime effects in the two-phase wall friction
model, first consider the wall liquid and vapor volume fractions.
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These terms are

2. Y. 3-86

Cfw !

"UI'U
H

which represents the liquid volume fraction in the wall film, and

= Cqw 2.1.3-87

'UI’U
Vo]

which represents the vapor volume fraction in the wall film where
the terms pf, Pg, and p are the perimeters wetted by the liquid,
vapor, and mixture, respectively. Then, from the flow regime
model these are formulated for all ‘of the flow regimes as
follows:

- For the bubbly regime

ae and agw=ag . 2.1.3-88

Cfw

where af, ag are the overall liquid and vapor volume
fraction, respectively.

For the slug regime

ap, ™ l - ags and agw = ags p 2.1.3-89

where ags is given by Equation 2.1.3-29.

For the annular-mist regime
1 1
ae = (aee)? anda . =1 - (app)? 2.1.3-90
fw b3 4 gw £f d :
where afg¢ is given by Equation 2.1.3-34.
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For the inverted-annular regime

2 L
a = (a 4 )4 Vi 2.1.3-91

gw ) and Qg = l - (ag

g9 g
where agg is the inverted form of Equation 2.1.3-34.

For the inverted-slug regime

« e f T e and °gw =] -~ Tps v 2.1.3-92
where qfsis‘thevinvefted form 9% Eq&;ﬁioﬁiz,l.s-ZS.‘
For the mist ieéime
apy = ag andag, =ag , ,  2.1.3-93
which is similar to the bubbly regime.
VFor the vertically stratified regime
Ty = g and agw = ag . ‘ ' 2.1.3-94
For the horizontally stratified regime
e e
a = 1 - . and « = . R 2.1.3-85
fw g gw x

where e results from the solution of Equations 2.1.3-17 and
2.1.3-18. |
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e ictio act ode

In REIAP5, the friction factor is computed using a high speed
calculational scheme representing an engineering approximation to

the Colebrook correlation.>3?

The friction factor model is simply an interpolation scheme
linking the laminar, laminar-turbulent transition, and turbulent-
full turbulent transition regimes. The laminar friction factor

is calculated as

Ap = 64 o0 <R < 2000, 2.1.3-96
R

where R is the Reynolds number. The laminar~turbulent friction
factor is interpolated as

0.25

A = 5.285[1.189~(4000/R)

1(A¢ 4000 = *1,2000
2000 < R < 4000 , ' 0.1.3-97

L,T
21,2000

where 21,2000 js the laminar factor at a Reynolds number of 2000
and where it, 4000 is the turbulent friction factor at a Reynolds
number of 4000. The 1nterpolatlon factor is defined such that

0.25
] S 1.0 - 2-1-3‘-98

0 < 5.285 |1.189 - [gg%g

The turbulent-full turbulent friction factor is interpolated as

[ . 5 0.25)

fy - [4000
A \ RJ '

= . -

t,tt - (Ate = *¢,4000

o 4 0.25

{1 - (4000 1

R
. . c 4 P
‘g,4000 4000 <R <Ry . 2.1.3-99
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where the interpolation factor is defined such that

N
- [4000] 0+ 25
B -y _ _ ,
0 < ‘=<1 | ~ 2.1.3-100
r[l _ r4ooo 0.25
R
. . cJ o

and R is the critical Reynolds number at which the Colebrook
equation gives a constant friction factor of ' :

-2 '
Att = [l.74 ~ 2Log10(2¢/D)] ' ‘ 2.1.3-101

and where ¢ is the surface roughness.

The critical Reynolds number is given as -

R = 378.3 2.1.3-102\__J

c
2¢,0.5

A
) tt

where 2¢/D > 10-9.

If precise values for At¢,4000 are used, Eguations 2.1.3-96 and
2,1.3-97 are identical to the formulations used in the Colebrock
friction factor model for the laminar and transition regimes.
Equation 2.1.3-101 is also  identical to the solution of the
Colebrook model for Reynolds numbers greater than the critical
Reynolds number. Therefore, the interpolation scheme in the
friction factor model lies in the formulation of Equation 2.1.3-
99, which is linear in (1/R)%-25. The maximum deviation between
the friction factor calculated using Equation 2.1.3-99 and that
calculated using the Colebrook correlation is within the third
significant fiqure for a moderate ¢/D of 0.0003, and as ¢/D
"increases the deviation decreases until at an ¢/D such that Rg <
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4000 the value given by Equation 2.1.3-99 is precisely that of
Equation 2.1.3-101. In any case, the results calculated using
Equation 2.1.3-99 are negligibly different from those calculated
by the Colebrook eguation. This accuracy is achieved using a

good estimate for At 4000 given by

At,a000 = 2o T Kllgp 7 21 2.1.3-103

vhere io is a constant evaluated from the Blasius smooth piﬁé
formula at a Reynolds number of 4000, such that,

Ag = 0.0398. 2.1.3-104

The coefficients have been evaluated as

K = 0.558 and Al = 0.0158 2.1.3-105

by the method of ;egg t _scuares.

In calculational schemes, it is desirable to evaluate the
friction factor in terms of a|¢v| so that the limiting terms will
be correctly calculated as defined by Equaﬁions 2.1.3-80. For
this case, the Reynolds number must be defined as

R = ?P |yv| 2.1.3-106

and Equation 2.1.3-97 can be rewritten as

*k
slgv] = 2% + L[s.285¢2.289 - RN)J(Lr(2 - RY)/(1 - RY)) -
L - C
*
CGie = Ag, 40000 1#V1 + 2¢ g000l¥Vl = 2p) o 2.1.3-107
Rev. 1
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where L{Yy) denotes a general limit function.such ﬁhét

_ ./
0<L(y) €1 , , 7 2.1.3-108
. * . - . .
R* = (4000/R)*%> and R} = (4000/R_)"?® , ana 2.1.3-109
R > 2000 and R, > 4000 , 2.1.3-110
and where the laminar term is
A; = 84 2.1.3-111
pD

The accuracy of the improved friction. factor model can be
observed in Figure 2.1.3-4, which is a plot of results calculated
by Equation 2.1.3-107 compared to similar results calculated by
the Colebrook equation. Four curves are plotted for each model
representing roughness to diameter ratios of 2¢/D = 0.0, 0.0006,,
0.02, and 0.1, respectively. Equation 2.1.3-107 results are
plotted and labeled as INTERP in the plot legend. = Colebrook
equation results are plotted aﬁd labeled as COLBRK in the plot
legend. The axes of the plot are scaled 1ogarithmically.
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Friction factor vs Reynolds number
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Figure 2.1.3-4, Comparison of Friction Factor for the cOlebrook

- and the ImprOVed RELAPS Friction Factor Models.
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3.4, te agse Heat a s sfe

The interface mass transfer is modeled according to the
thermodynamic process, interphase heat transfer regime, and flow
regime. After the thermodynamic process is decided, the flow
regime map discussed in section 2.1.3.1 is used to determine the
"phasic interfacial area and to select the interphase heat
transfer correlation.

The mass transfer model is formulated so that the net interfacial
mass transfer rate is composed of two components which are the
mass transfer rate at the wall and the mass transfer rate in the
bulk fluid, which is expressed as

rg =T, +_rig . | 2.1.3-112
For system components in which wall heat transfer is modeled,
mass transfer at the wall is calculated according to the wall
heat transfer model and mass transfer to the bulk fluid is
calculated according to the intefphase heat transfer regime and
flow regime. For system components in which wall heat transfer
is not modeled, mass transfer at the wall is ignored and mass
transfer in the bulk fluid is modeled according to the interphase
heat transfer regime and flow regime.‘ |

For components modeling wall  heat transfer 'processes, the
interfacial mass transfer at:theAwall.is calculated from the
total wall-to-liquid heat transfer minus the wall-to-liquid
convective heat transfer. For these processes, the heat transfer
model developed by Chen, as discussed in section 2.2.2.1, is used
to model the total wall to liquid heat transfer. The Chen model
assumes that the total wall-to-liquid heat transfer is composed
of boiling and convective heat transfer and that the interfacial
mass transfer at the wall is mainly due to boillng heat transter.
Consequently, the contributlon due to . convective heat transfer
must be subtracted from the total wall to ligquid heat transfer in
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order to calculate the interfacial mass transfer at the wall.
Correlations used to calculate interfacial mass transfer at the
wall for different heat transfer regimes are discussed in section

2.2.2.

For components not modeling wall -heat transfer and for the
general bulk mass transfer processes, the interfacial mass
transfer in the bulk fluid is modeled according to the flow
regime. In the bubbly flow regime, for the 1liquid side,
interfacial mass transfer is the larger of either the model for
bubble growth developed by Plesset and Z2wick4? or the model for
convective heat transfer for a spherical bubble,4® and for the
vapor side, an interphase heat transfer coefficient is assumed
that is high' enough to drive the vapor temperature toward
saturation. Analogously, in the annular mist regime, for the
vapor side, a convective heat transfer model for a spherical
droplet is used for the interphase heat transfer coefficient, and
for the liquid side, an interphase heat transfer coefficient is
assumed that is high enough to drive the liquid temperature
toward saturation. correlations used to calculate interfacial
mass transfer in the bulk fluid are summarized in Table 2.1.3-1.

For condensation processes, the interfacial mass transfer in the
bulk fluid, for the liquid side, is calculated by the Unal bubble
collapse model4? in the bubbly flow regime and by the Theofanous
interfacial condensation model5l in the annular mist flow regime
and for the vapor side, a large interphase heat transfer
coefficient is assumed in order to drive the vapor temperature
toward saturation. ' '
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Table 2.1.341;

2. Annular-Mist Regime:

Qi = Hie (Tg = Tp)s

2.1-76

RELAP/MODZ Interfacial Mass Transfer 1n Bulk

(Plesset-zwick) 47 (w/m3-K)

) (Force convection
for single
‘bubble),

- Pluid.,
Depressurizat (Te > Tsat)
1. Bubbly Flow Regimes:
Qie = Hyp (Tg = Tg)
where
r ) k"
: P (C
12 AT £ i 4
2 sat'__;'g
xdy, g fg
6a_K .
9L (2 +0.74 ReQ® -5 Pra”> -333
2
L %
Pe dy |V, - v‘
Rey = £ blg fl (Bubble Reynolds' number),
Ee
4, = bubble diameter (m),
Qig é Hig (TS - Tg); and
where
Gag '
Hig = __; kg Nuih and
)
Nug, = 10% .

N




Table 2.1.3-1. (Continued)

where
6 (1-ag)
Hig = " g Nusq o+
5

Nuid = 10, and

Qg g
where
6(1~a )
_ g .y 4o, 0.5 ,.0.33
Hig 5 g (2 0.74 Red rg )
dg
a 0.5
+ 0.0023 (Re)2°8 - x - (79 ,
g g9 T
Dy

p.. AV -V

Re = g dl g fl (Droplet Reynolds number), and
B

g

4 = drop diameter (m).

Heat Transfer Process (T < T )
£

sat

1. Bubbly Flow Regime:

Qir = Hyp (Tg = Tg) o
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Table 2.1.3-1. (Continued) o o N

where
34 Ch,_«
Hip = fg "9 (Unal’s correlation),49 and
1l . .
pg * pf
where
1 Ve S 0.61 (m/s)
$ =
[1.639 v,1°-47 v > 0.61 (m/s) ,
61 - 6.489 « 1072 (P - 1.7 - 10°) p < 10° (Pa)
C = ,
2.3 « 109/p1-418 . ' p > 10° (Pa) ,
N
P = pressure (Pa), and
Qig = Hig (TS - Tg) ’
where
Gag
Hig = - kg Nulb and
db .
Nug, = 10%, -
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- Table 2.1.3-1. {Continued)
2. Annular-Mist Flow Regime:
Similar to the depressurization process.

o) satio oC

1. Bubbly Flow Regime:
Similar to the heat transfer process.

2. Annular-Mist Flow Regime:

Qi = Hyp (Tg = Tg)s
where
8. ('1‘s - Tf) 2
Hif = 6 [2. + — ] kf (1-ag)/dd

nm p

—3 » ) L ] - -
+ 10 Pe * Ve Cpr " Pgiim ¢

Agiyp = area of film per unit volume, and
P = Ts - Tf
m »
-+ -
1+ Cog(Ty = T)/heg

The first term on the right side uses the condensation of a’
single droplet in superheated steam model developed by Brown.>90
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Table 2.1.3-1. - (Continued)

The second term on the right side uses the film condensation
model developed by Theofanous.51

where
= 6 ° (1=a) .
Hig > kg Nuid and
dg
5
Nuid = 107,
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2.1.3.5. Horizontal stratification Eptrainment Model

Under stratified conditions in horizontal components, the void
fraction of flow through a junction may be different from the
upstream volume void fraction. Consequently, the regular
donoring -scheme for Jjunction void fraction is no longer ap-
propriate because vapor may be pulled through the junction and
liquid may also be entrained and pulled through the junction.
The correlations describing the onset of vapor pull through and
liquid entrainment for various geometrical conditions were

summarized by Zuber.’3

The incipient 1liquid entrainment is determined by the criterion
that.

where Vge is given by the expressions
p-2£)3/2 (B, (pzp,) (D-22) 1/2
v__ =5.7 Y g 2.1.3-114
ge a ?
g
for an upwardly oriented junction73, and
2.1.3-115

_p2 - - 1/2
D/2 11] [By (pf g) (D/2 11)]

Vge = 3,25 [ 5
Pg

for a centrally oriented junction,74:75 where @ is the junction

diameter and 2£ is the liquid level. -

The condition for the onset of vapor ‘pull-through is determined
by the criterion

v, > vf 2.1.3-116

b p '
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where

- 22 - Des2)5/2 By (pg = pg)d 1/2
v = 3-25 ? 2-1.3"117
S fp —a v "e N

and where’

1 for a centrally located or side junctioh

0 for downward oriented junction.76,77

Equations 2.1.3-113 through 2.1.3-117 together with the horizon-
tal stratification criterion (Equation 2.1.3-15) from section
2.1.3.1, form the basis for calculating the 3junction void

fraction under stratification conditions.

For liquid entrainment, the junction liquid Afraction; ap 40 is ‘
r
related to the donor volume 1liquid fraction, Te gt by thé\~a/
14

expression
= - - - 2,.2 -
af'j @e [1 exp {( clvg/vge 10vg/ng)] ‘ 2.1.3-118
where ng is from Equation 2.1.3-16. For vapor pull-through, the
junction void fraction, ay, 4 is given by the expression
. et . . .

- . _ _ - 2,2 ‘ _
°g,§ = g,k [1 exp ( czvf/vfp_ ;1°Vg/VgL)] . 2.1.3-119

The constants'c1 and C, for Equations 2.1.3-118 and 2.1.3-119 are
obtained by comparisons of code calculations with experimental
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2.1.3.6. Vertical Stratification Model

The vertical stratification model has been installed so that the
nonequilibrium modeling capability can include repressurization
transients in which subcooled liquid and superheated vapor may
coexist in the pressurizer and/or other locations in the primary
coolant system. A version®8 of this model has been modified, and
this modified version is described in this section.

For this model, a vertically stratified flow regime is included
in the vertical flow regime map as shown in Figure 2.1.3-2. A
vertical volume is detected as being vertically stratified when
the difference between the void fraction in the volume above and
that in the volume below is greater than 0.50.

The criterion is based on the Taylor bubble velocity in Reference
28. The factor F is calculated first.

v
F = g ) . 2.1.3-120

0.35 [gD(sg - p)/pg) "2

If F < 1, then the vertical stratification model is not used and
the normal vertical flow regime map is used. If F > 1, then a
linear interpolation is used between the normal flow regime
values for the interphase mass transfer, wall heat transfer, and
the interphase drag coefficients.

For a vertically stratified volume, the interphase mass transfer,
wall heat transfer, and interphase drag.coeffiCients are modi-

~,

fiead. The intérphase mass transfer is given in terms of the

:interphase heat transfer. The interphase heat transfer rate per

unit volume (neglecting contribution from the wall)“is_given as
A

Qif = hlf V 2.1.3-121

(T = Tf)
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and

(T T )if ' 20103-12.2

Q; ‘g

ig hig V
where hif and hi are the liquid side and vapor side interface
heat transfer coefficients, Ao is the cross-sectional flow area
(equal to the interfacial area when stratified), and V is the
volume. A value of 10 w/m?-K is used for both hye and hyg in
the vertical stratification model. The wall heat transfer
coefficients h e and hw are partitioned with respect to their
corresponding vapor and liquid fractions (a - and ag) when
vertical stratification_ occurs. ~ For the junction above the
vertically stratified volume, an interphase drag coefficient of

10"1 N-s2/m5 is used.

There is no specific edit information output for a vertically
stratified volume. :
N

.1.3. Wate ti atj 1eme

Large pressure spikes that cannot be explained by known physical
' phenomena are at times encountered when Eulerian type codes are
used to analyze integral systems tests or reactor accidents.
These spikes usually do not affect overall transient behavior,
but in some cases may affect important localized behavior (e.g.
delivery of coolant to the reactor core) A wvater packing scheme
has been installed to mitigate these spikes.

VThe water packing scheme closely follows the method used in the
TRAC code.89 90 71t involves a detection ‘scheme to determine whei™ -
a pressure change occurs in a volume containing mostly liquid.
It then imposes changes to the momentum equations, followed by a
recalculation of the prassure solution using the" sparse ‘matrix
solver.

/
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The detection logic used in the water packing scheme evolved from
experience gained in running a vertical fill problem.9l  The
scheme requires a pressure increase of 0.23% or more, a void
fraction (ag) less than or equal to 0.12, the liquid temperature
(T¢) to be less than the saturation temperature (T%), the volume
to be flagged as vertically stratified, and the volume above to
be highly voided. Thus a legitimate water hammer would not be
detected in the water packing scheme.

The next part of the scheme involves altering the momentum
equations so that only small pressure changes will occur in the
volume that fills with water. The scheme involves modifying the
coefficient that multiplies the pressure chahge in the filling
volume. The modification multiplies this coefficient by 106.
This is discussed in more detail in the next paragraph. " since
the pressure solution is rejected when water packing occurs, the
pressure cglculgtion is repeated using the sparse matrix solver.
The finite difference form of the phasic momentum equations used
can be written ’

n+l _ Nn,exXp _ n n+tl _ on, _ ,pitl _ pN
v = v’ (VI-‘DP)j [(PL PL) (P PK)

£,3 £,3 K
2.1.3-123
and
n+l _ _n,exp _ n n¥l _ o0y, _ (pntl _ pn
vglj vglj (VGDP)j [(PL PL) (PK PK)] d
2.1.3-124

-,

where v?:?xP and vn:exp contain all the old time terms and
(vmp)g‘ and (vsop);‘ contain all the terms that~” multiply - the
pressure change. Consider the filling example in Figure 2.1.3-5
where volume X is full of liquid and volume L is full of steam.
The change to the momentum equations is to multiply the (Pg+l -

PE) terms by 106, which forces P§+1 to be approximately the
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X Thus, the water filled K volume will not show a
pressure spike. The momentum equations then have the form

same as pl

n+l n+l _

ity = Ve’ ;xP - (VFDP)j(P 27 + (vfop)g‘<1o§5<p§+?- 2})

2.1.3-125

and

5 =va's L) + (VGDP)j(IO )(pn+1

n
Pg) -
2.1.3-126

In addition to the modlfication of the momentum equation, the
interphase drag is reduced to 10-1 (N - 52) /m> for. junction j.
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PL Volume L
vt V.l
* * Junction }
\_/ | |
Volume K
Pk
Fiqure 2.1.3-5. Two Vertical Vapor/Liquid Volumes.
N
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.1.4. Spec ocess Models

Certain models in RELAP5/MOD2 have been developed to simulate
special proceéses. These ' models, described in the following
subsections, include: choked flow, abrupt area change, crossflow
junction, and branch models.

. - C e ow oe

Two mutually exclu51ve models are available for calculating
choked flow in RELAPS/MODZ. The first option uses the original
built-in Ransom-Trapp method. The second obtion uses a table
interpolation with any of the four following critical mass flux
tables: Extended Henry-Fauske, Moody, HEM, or Murdock-Bauman.

sonm-Tra hoked Mode

A choked £flow model developed by Ransom and Trapp62'18 is

included in RELAPS primarily for calculation of the mass
discharge from the systen at a pipe break or a nozzle.
Generally, the flow at the break or nozzle is choked until the
system pressure nears the containment pressure. The choked flow
model is used to predict if the flow ls choked at the break or
nozzle .and,’ if it is, to establish the discharge boundary
condition. In addition, the choked flow model can be used to
predict existence of and calculate choked flow at internal points
in the system.

Choking is defined as the condition wherein the mass flow rate
becomes independent of the downstream conditions (that point at
which further reduction in the downstream pressure does not

N

change the mass flow rate). The fundamental reason that choking ..

occurs is that acoustic signals can no longer propagate upstrean.
This occurs when the fluid velocity equals or exceeds-: the
propagation velocity. The choked flow model is based on a
definition that is established by a characteristic analysis using
time-dependent differential equations.
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consider a system of n first-order quasi-linear, partial
differential equations of the form

A(U) (3U/at) + B(U) (8U/8x) + C(U) = 0 . 2.1.4-1

The charactez‘ietic directions (or characterization velocities) of
the system are defined63'64 as the roots, Aj(i < n), of the
characteristic polynomial

(AA - B) = 0 - 2.1.4-2

The real part of any root, Ai, give the velocity of signal
propagation along the corresponding characteristic path in the
space/time plane. An imaginary part of any complex root, \j,
gives the rate of growth or decay of the signal propagating along
the respective path. For a hyperholic system in which all the
roots of Equation 2.1. 4-2 are real and nonzero, the number of
boundary conditions required at any boundary point equals the
number of characteristic lines entering the solution region as
time increases. If we consider the system (Equation 2.1.4-1) for
a particular region 0 < X < 1,, and examine the boundary
conditions at x = L, as long as any )i is less than zero, we must
supply some boundary information to obta:m the solution. If A3
is greater than or equal to zero, no boundary conditions are
needed at x = L, and the interior solution is unaffected by
conditions beyond this boundary.

A choked condition exists when no information can propagate into
the solution region from the exterior. Such a condition exists
at the boundary point, x = L, when ~-

These are the mathematical conditions satisfied by the 'e;;uations
of motion for a flowing f£luid when reduction in downstream
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' pressure ceases to result in increased flow rate. It is well-
"known®> that the choked condition for single-phase flow occurs
when -the fluid velocity just equals .Ehe local sound speed. For
this case, one of the iy’s is just equal to zero. For the two-
phase case, it is possible for all Aj s to be greater than zero
undex special conditions which can exist during discharge of a

subcooled liquid.

During the course of +the " RELAP5 development, extensive
investigation was carried out to determine two-phase choked flow
criterion under two assumed conditions-a (a) thermal equilibrium
between phases, and (b) adiabatic phases without phase change
(frozen).66  The frozen assumption was in poor agreement with
data, compared to the ‘thermal equilibrium assumption. - Therefore,

" the thermal’ equilibrium assumption with slip is used as the basis
for the RELAPS choked flow criterion. In the following
paragraphs, theoretical aspects of choked flow are discussed.

' o o \/
Ransom-Trapp Model Choking Criterion for Nonhomogeneous,
briu ase ow :

The two-fiuid model for the conditions of thermal equilibriun
(equilibrium interphase mass transfer) is 'described by the
overall mass continuity equation, two phasic momentum equations,
and the mixture entropy equation. This system of equations is

3 (a + agp ) /3t + 3(a p v +'afpfvf)/ax =0,  2.1.4-4

g’g g’gg
agpg[avg/at + vg(avg/ax)] + ag(ap/ax)

+ Cagafp (avg/at ~ avg/at) = o, ‘ 2.1.4-5..

2The hydrodynamic model ' is not based on either ‘of : these
assumptions; however, the purpose of this analysis is simply to
establish a criterion for choked flow and thus,  there is no
conflict with the basic hydrodynamic model. "
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0 plaVe/3t + Vo(8V/8X)] + ag(3B/3%)

and
a(agpgsg + afpfsf)/at + 3(a_p gSng + afpfoVf)/ax = Q .

2.1.4-7

The momentum equations include the interphase force terms due to

relative acceleration.l6 These force terms have a significant
effect on wave propagation velocity and consequently on the
choked flow velocity. The particular form chosen is frame
invariant and. symmetrical, and the coefficient of virtual mass,
Cagagp, is chosen to ensure a smooth transition between pure
vapor and pure liquid. For a dispersed flow, the constant, C,
has a theoretical value of 0.5, whereas for a separated flow, the
value may approach zero. The energy equation is written in terms
of mnixture entropy, which is .constant for adiabatic flow (the
energy dissipation associated with interphase mass transfer and
relative phase acceleration is neglected).

The nondifferential source terms, C(U), in Equation 2.1.4-1 do
not enter into the characteristic analysis or affect the
propagation velocities. For +this reason, the source terms
associated with wall fricﬁion, interphase drag, and heat transfer
are omitted for brevity in Equations 2.1.4-4 through 2.1.4-7.

In the thermal equilibrium case, psq: #2£: Sg: and Sg are known
functions of the pressure only (the vapor and ligquid values along "
the saturation curve). The derivatives of these_ variables are
designated by an asterisk as follows '

pg = dpg/dP and p dpg/dP , 2.1.4-8
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and :
s* = asS/dp ana s* = asS/ap 2.1.4
£ f/ an g g[ . «1.4-~9
The system of governing equations (Equations 2.1.4-4 through
2.1.4-7) can be written in terms of the four dependent variables,
ag, P, vQ, and vg, by application of the chain rule and the
property derivatives (Equations 2.1.4-8 and 2.1.4-9). Thus, the
system of equations can be written in the form of Equation 2.1.4-
1 where the A and B are fourth-order square coefficient matrices.

The characteristic polynomial that results is fourth-order in A
and factorization can only be carried out approximately to obtain
the roots for A, and establish the choking criterion. The first

two roots are

( - S
{afpg + pC/2 £ [(pC/Z)z,. g fpgptll/z} Vg —/

: N 9 1/2
+ agpf + pC/2 f‘[(pC/Z) - agffpggf]‘ Ve
X1,2 = (afpg + pC/2) + (agpf + pC/2)

2-1-4-10

These two roots are obtained by neglecting the fourth-order
factors relative to the second-order factors in (x» - Vg) and
(> - vg). There are no first- or  third-order factors.
Inspection of Equation 2.1.4-10 shows that 13, have values
between vg and vg; thus, the fourth-order factors (3 - ng..
and (A -~ vf)' are small (i.e., neglecting these terms is
‘justified). The values for Al » may be real or complex dependlng
on the sign of the quantity [(pC/2)2 - agafrgrfl-
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The * remaining two roots are obtained by dividing out the
quadratic factor containing i3, 2, neglecting the remainder, and
subsequent factorization of the remaining quadratic terms. [This
procedure can be shown to be analogous to neglecting the second-
and higher-order terms in the relative velocity, (vg = v£) -] The

remaining roots are

A g-vf)ta,

3,4

where

a = Cp2 + plape + app.) |/(Co2 + ) /2 2.1.4-13
ages | C° plagre g p PoPE .

and
D o5 |—Cafe = °sfd) raPe(egPs ~ %gfq)
. c + + -
(e “tfg agpf) p[p pge + Cr ]
2.% 2 % .
plap .S+ app
2 [M—"L £ fsf] 2.1.4-14

PéPf(sg - Sf)

The quantity, ayg, is the homogeneous equilibrium speed of sound.
The roots, 13,4, have only real values.

The general nature and sighificance of these roots is réveéled by -~
vapplying the characteristic consideratioﬁs. The speed of
propagation of small disturbances is related to the values of the
characteristic roots. In general the velocity Gof ‘propagation
corresponds to the real part of a root and the growth or
attenuation is associated with the complex part of the root.
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Choking WJ.ll occur when the s:.gnal, which propagates with the
largest veloc:.ty relative to the flu:.d, is just stationary, that
is,

aR =0 for j < 4 : » 2.1.4-15

and

Rsooforall i ¢35 . | ‘ 2.1.4-16

A
The existence of complex zroots for A1,2 makes the initial
boundary value problem ill-posed. ,This problem has been
discussed by many investigatorsla’zq_ and the addition of any
small, second-order viscous effects renders the problem well-
posed. 13,21 The whole phenomenon of systems with mixed orders of
derivatives and a first-forder system with the addition of a
small, second-order term, has been discussed and analyzed by
Whitham.54 He has shown that the second-order viscous terms give
infinite characteristic velocities. However, very 1little
information is propagated alor{g these characteristic lines and
the bulk of the information is propagated along characteristlc
lines defined by the first-order system. We conclude that the
ill-posed nature of Equations 2.1.4-4 through 2.1.4-7 can be
removed by the addition of sm’all, second-order viscous terms that
have 1little effect upon the oropagation of information.
Therefore, the choking criterion for the two-phase flow system
analyzed here is established from Equation 2.1.4-15.

The explicit character of the choking criterion for the two-phase
flow model defined by Equations 2.1. 4-4 through 2.1.4-7 is.._
' examined. Since the two roots, 21,2+ are between the phase

velocities, ve and Vg, the choking criterion is established -from

the roots, ).3 4, and Equation 2.1.4~15. The choking crz.terion is

v + b(vé - V) = za. - 2.14-17
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The choking criterion can be rewritten in terms of the mass mean
and relative Mach numbers ’

Mv = v/a and Mr = (\.rg - vf)/a 2.1.4-18

as

This relation is similar to the choking criterion for single-
phase flow where only the mass average Mach number appears and
choking corresponds to a Mach number of unity.

The choking criterion (Equation 2.1.4-19) is a functidh of the
two parameters, D and a. In Figure 2.1.4-~1, a is plotted as a
function of the void fraction, ag, for a typical steam/water
system at 7.5 MPa with C egual to zero (the stratified
equilibrium sound speed), C equal to 0.5 (the typical value for a

dispersed flow model), and in the limiting case when C become

infinite (homogeneous egquilibrium sound speed). From Figure
2.1.4-1 it is evident that the virtual mass coefficiént has a
600 T | T T

Sound speed (m/s)

Vapor fraction

Figure 2.1.4-1. Equilibrium Speed of Sound as a Function of
Void Fraction and Virtual Mass Coefficient.
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significant effect upon the choked two-phase flow dynamics.l4

To establish the actual choked flow rate for two-phase flow with
slip, the relative velocity term in Equation 2.1.4-19 must also
be considered. The relative Mach number coefficient, D, is shown
in Figure 2.1.4-2 for values of C equal to 0, 0.5, and », It is
evident from these results that the choked flow velocity can
. differ appreciably from the mass mean velocity when slip occurs.
It is significant that the variation of the choked flow criterion
from the homogeneous result is entirely due to velocity
nonequilibrium, since these results have been obtained under the
assumption of thermal equilibrium. The particular values of

06 1 T 1 T

Mach number coetficlent

,/ - / C=0
- ——C=05
-0 1 | | 1 - .
0 0.2 0.4 0.6 - 08 1.0

Vapor fraction ' ' -

Figure 2.1.4-2. Coefficient of Relative Mach Number for
: : . Thermal Equilibrium Flow as a Function of
Void Fraction and Virtual Mass Coefficient,

"/
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these parameters used in the model are discussed later in this

section.

. Ransom=Trapp_Subcooled ' terio

The previous 'analysis aSsumes two-phase conditions exist
throughout the break flow process. However, initially and in the
early phase of blowdown, the flow approaching the break or break

‘nozzle will be subcooled liquid. Under most conditions of

jnterest in IWR systems, the fluid undergoes a phase change at
the break. The transition from single- to two-phase flow is
accompénied by a discontinuous change in the fluid bulk medulus.
This is espécially true for the 1ligquid-to-liquid/vapor

"transition. For example, at 600 KPa, the ratioc of the single- to

two-phase sound speed at the liquid boundary is 339.4. Thus,
considerable care must be exercised when analyzing a flow having
transitions to or from a pure phase (a discontinuity is also
present’ at the vapor boundary, but the ratio is only 1.069).

To understand the physical process that occurs for subcooled
upstream conditions, consider the flow through a
converging/diverging nozzle connected to an upstream plenum with
subcooled water at a high pressure. For a downstream pressure
only slightly lower than the upstream pressure, subcooled liquid
flow will exist throughout the nozzle. Under these conditions
the flow can be analyzed using Bernoulli’s equation, which
predicts a minimum pressure, Pt,' at the throat.? As the
downstream pressure is lowered further, a point is reached where
the throat pressure equals the local saturation pressure, Pgat-

' If the downstream pressure is lowered further, vaporization will
take place at the throat.P Wwhen this happens, the filuid sound °*

dFor all practical cases of choking, the subcooled water can be
considered incompressible with infinite sound speed. .

ban idealized one-dimensional homogeneous equilibrium model is
assumed in the example. '
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speed lowers drastically, but continuity considerations dictate\—/ |
that the velocity, v, of the two-phase mixture (at the point of
minuscule void fraction) Jjust equals the velocity of the
subcooled water slightly upstream of the throat. When this
occurs, v¢ in the subcooled region is less than the water sound
speed, but in the two-phase region, ve can be greater than the
two-phase sound speed. Hence, the subcooled water has a Mach
number (M) less than one, whereas t‘hetwo—pha"se mixture ‘at the
throat has a Mach number greater than one. Under these
conditions (Mach numbers greater than one in the two-phase
region), downstream pressure effects are ‘not propagated upstream

and the flow is choked. 1In particular, the supersonic two-phase

fluid at the throat must increase in velocity and the pressure
drop as it expands in the diverging section? (transition back to

@ m
i \
N
~ 5
Pup (a) |— £
Pupib) F—
Puptle) [ -
Psat -
M<l. M>1 Msi = M<l M=1 M>1 M<t M=1 . M>1

E’_up(c)' sat]
p - .

v =\/2[Pup(a)’Psat]> Y V;E:"p(b)'%at] S8HE VtTAE 3 2

"Figure 2.1.4-3. Subcooled Choking Process.

arp a supersonic flow, a diverging nozzle implies an increase in

velocity. .
-/
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subsonic flow can occur in the nozzle as a result of a shock
wave). The choked condition is shown in. Figure 2.1.4-3(a).

Contrary to the usual single-phase' choked flow in a
converging/diverging nozzle, there is no point in the. flow field
‘where M = 1. This is because in the homogeneous equilibrium
model the fluid undergoes a discontinuous change in sound speed
from single-phase subcooled conditions to two-phase conditions,
although the fluid properties are continuous through the

transition point.

When this condition prevails, the flow rate can be established
from application of Bernoulli’s equation (1/2‘pv§ = Pup - Psat)'
For a further decrease in the downstream pressure, no further
increase in upstream fluid velocity will occur as long as the

upstream conditions are maintained constant.

Now éonsider the process where a subcooled choked flow, as
described above, initially exists (with a very low downstrean
pressure) and the upstream preésure is lowered. As the upstrean
pressure decrgases, the pressure at the throat will remain at
Psat and Bernoulli’s eguation will give a smaller subcooled water
velocity (v¢) at the throat. As Pup is lowered further, a point
is reached where vy = agg and M = 1 on the two-phase side of the
throat (the Mach number in the subcooled portion upstream of the
throat is much 1less than one). This situation is shown

schematically in Figure 2.1.4-3(b).

As the upstream pressure is lowered further, the point where the
pressure reaches Pgat must move upstream of the throat [see...
Figure 2.1.4-3(c)]. The subcooled water velocity at the Pgat
location is smaller than the two-phase sound speed and the-flow
is subsonic. In the two-phase region betweén the poiht_at-which
Psat is reached and the throat, the Mach number is less than 1,
but increases to M = 1 at the throat, that is, the two-phase
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sonic velocity is reached at the throat (as in the case of choked N
- flow having a continuous variatlon of sound speed with pressure)
As Pyp is lowered still further, the Pgat point moves upstream
until the flow becomes completely two-phase.

' The homogeneous assumption applied in the above subcooled choking
description is very close to the real s:.tuation when vapor is
first formed. However, nonequilibrium can result in a
superheated liquid state at a throat pressure, Pt, much lower
than the saturation pressure, Pgat. The onset of vaporlzation
occurs at Py instead of Pgat.

~ The pressure_undershoot,_Psat - Pt,- can be described by the
_ Alamgir-Lienhard-Jones correlation®’ 6%
P - P, = MAX (AP, 0) , 2.1.4-20

sat t

with
BJ1/2

' 0.
AP = 0.258 o3/2p 13.76 [1 + 13.25A§'_ /

[(kBT /21 - va§)] -»o.quxgt/A)‘[pvcz/z]‘. 2.1.4-21

The first term in AP represents the static depressurization
effect and is derived by Alamgir and . Lienhard®® based on
classical nucleation theory. For steady flow in a nozzle, the
depressurization rate, =/, can be shown to be |

§"‘ [""es/,ﬁt} (ar/ax)y, . : S

Note that in Equation 2.1. 4-21 b3 is in units of Matm/s, but in
Equation 2 1.4-22, =/ is in units of Pa/s. Here, (dA/dx)t is’ the

_var:xat:.on of area with respect to axial length and is to be
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evaluated at the throat. The second term in AP (Equation
2.1.4-21) represents the tuibu;ence effect and is developed by

Jones. 69

The choking velocity, based upon the process shown in Figﬁre
2.1.4-3(a), can be calculated by applying Bernoulli’s equation

"o 1/2
v, = [vup + 2 (pup - Pt)/P] ’ 2.1.4~-23
where Pt is to be computed from Equatioﬁ 2.1.4-20.
For the process shown in Figures 2:1.4-3(b) and (c)
2.1.4-24

Ve ™ 3g ¢
and the two-phase choking criterion applies.

To determine which of the above situations exists, both vg’s are
calculated and the larger is used as the choking velocity to be
imposed at the throat. This velocity is imposed numerically at
the throat in exactly the same manner as the choking criterion
used for the two-phase condition described previously.

The subcooled choking model is very similar to models proposed by
Burnell?® and Moody;?l however, the criterion for transition from
subcooled choking to two-phase choking is now better understood
and is in agreement withithe physics'bf two-phase flow. The
model here is also in agreement with cavitating venturi
experience (experimentally confirmed behavior). )

Ransom-Trapp Horizontal stratified Choked Flow

Under stratified conditions, the void fraction of the flow out of
a small break may be quite different from the upstream void

—



- fraction. The usual definition of the outlet void fraction as a\/

donored void fraction is no 1onger applicable. A simple approach
based on the height of the liquid level and a criterion for the
stability of small disturbances is used to determine the junction
void fraction for stratified break flow.

By balancing the upward pressure force due to the Bernoulli
effect and the downward gravitational force acting on a small
surface perturbation, Taitel and Dukler27 developed the following -
criterion for transition from the stratif:.ed horizontal flow
regime in a round pipe

1/2
- B : H
v > |82 Pg) Byhql 1 - —jq' 2.1.4-25
g dAf/dHf D * n

In Equation 2.1.4-25, Ag and Af are the flow areas of vapor and
liquid, respectively. The right side of Equation 2.1.4-25 is the ,
limiting vapor velocity designated by VgL« The following~_/
‘geometrical relationships define Hg and Hg.

Hy = D (1 - coss)/2 | , 2.1.4-26

and

He =D (1 + cose)/2 , - ‘ 2.1,.4-27

- where o is the central angle formed by a vertical cord and a
radlus to the 1iquid vapor interface. It can be shown that
dAf/dHf equals D sin @ and hence VgL becomes ) T

(r : e
gn = VF| e Dsin | '
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Let Dt be the diameter of the break area. When the liquid level
is above the break [i.e., Hf > (D + D¢)/2), the outlet void
fraction, ag,§., which accounts for the pull-through of vapor, is

: defiﬁed as

y1/2 _
Gg' g’K(Vg/ . 2.104 29

where agq, K and vg are the void fraction and vapor velocity

. upstream of  the outlet. If the liquid level falls below the

break [i.e., Hg < (D - Dt)/2], liquid entrainment is modeled by
defining the outlet liquid fraction, ag,j, as

= 1/2 -
where af x is the liquid volume fraction upstream of the outlet.

The equality, eg,j *+ ef,j = 1, is used to obtain ag,j (ag,j), if
ef,j (ag,3) is known. When the 1liquid level lies within the
outlet area [i.e., (D + Dg)/2 > Hg > (D - Dt)/2], the void
fraction is obtained by interpolation of the two void fractions
computed at the boundaries.

mplementation o e R =T choke ow Mode

Ideally, the two-phase choking criterion (Equation 2.1.4-17) can
be used as a boundary condition for obtaining flow solutions.
However, the applicability of Equation 2.1.4-17 has not been
fully explored. Instead, an approximate criterion

(agpfvg -+ afpgvf)/(czgpf + afpg) = iaHE . 241.4-31

has been applied eictensivély and has produced ?;ood’ code/data
comparisons. Equation 2.1.4-31 can be derived -from. Equation
2.1.4-17 by hegiecting the thvird term in D and setting C = 0
(stratified) on the right side of Equation 2.1.4-17 and C = o

‘e




‘solved for v

(homogeneocus) on the left side. Because of extensive experiencé\~4/

- with this approximate model, Equation 2. 1.4-31 is currently used

in RELAPS5/MOD2 choked flow calculations._

At each time step and at each flow junction where two-phasa
cocurrent flow exists, the choking criterion (Equation 2.1.4-31)-
is checked using explicitly calculated values. When choking
occurs, Equation 2.1.4-31 is solved semi-implicitly with the
upstream vapor and liquid momentum‘equatiqns for vgq, vg, and Pg,
throat pressure, at the point of flow choking (upstream is with
reference to vg and vg). As Py is not needed in systenm
calculations, we can eliminate 3P/dx from. the vapor and liquia
momentum equations to obtain |

pg[avg/at + 1/2 avg/axﬂ - pf[avf/at + 1/2 3V§/3xﬂ

= Py ~ fB g(VI - qfvg - agvf)/aﬁag
= pgV FHG + bV £FWF - pf?g(vg -‘vf)»FI \—/

The finite difference form of this equation is obtained by
integrating with respect to the spatial variable from the
upstream volume center to the junction. In this finite-
difference equation, all junction velocities are evaluated
implicitly:72 a n 1is approximated by

n+l + (3a,./3p) (P"1 -~ p7y , 2.1.4-33

e~ ®HE HE | | -

where P is the upstream volunme pressure. The finite-difference
equations corresponding to Equations 2.1.4-31 ‘and 2. 1 4-32 can be

;+1and v¥+1 in terms of Pn+1 and old tlme values.

U

2.1-104




In the case of subcooled choking, the choking criterion (Equation
2.1.4-31) and the velocity equation (Equation 2.1.4-32) reduce to

Ve = Vg = tvc . 2.1.4-34

Here, Ve 1s determined according to the procedures described
previously. The frictional pressure losses and gravity head,
which do not appear in the ideal Equation 2.1.4-23 are properly
taken into account in the’aétual calculation. |

In general, there is a largé drop in critical velocity when the
fluid changes from a subcooled state to a two-phase state. This

sudden change often leads to unrealistic veloc;ty oscillations

and causes the time step size to be reduced considerably. To
provide a smooth transition from subcooled to two-phase, a
transition region is defined as in the low void region. Within
the transition region, an underrelaxation scheme, .

= v. <+ 0.1 v

n+l n n+l n)
Vg g ["g 7 q]

and 2.1.4-35

n+l n n+l n
vf = vf + 0.1 [Vf - va

is implemented. Experience with this scheme indicates that it
works satisfactorily.

bu Ch S
The extended Henry-Fauske113, Moodyl14, HEM and Murdock-Baumanll®

~ e

critical flow models are new options added for evaluation model
calculations. Each of these models, extracted from the RELAP46D
code, consist of tabular critical mass fluxes as functions of
upstream volume stagnation pressure and enthalpy. -Theéé tables
are listed in Appendix C.
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Gc = £(Pg, ho) .,
where
Gc = critical mass flux (lbm/ft2-s),

Po = upstream volume stagnation pressure (psia), and
hg = upstream volume stagnation enthalpy (Btu/1bm).

The user has the option to seleet'static volnme:pressure and

enthalpy or stagnation properties for the interpolation within
these supplied models. The calculated critical mass flux will be
compared wzth the mass flux calculated. by the RELAPS momentum
_'equatlons at each time step. If the former is smaller than the
latter, choking is assumed to occur and phas;c velocitles will be
calculated based on the critical mass flux.

Since the RELAP5 coderde;ives the total‘jgnctioh-mass,fluxes only

in terms of the junction phaéic velocities, the total mass flux.

from the tables must be translated into equivalent liquid and
vapor velocities. The energy flux calculations must be separated
similarly.

Ge = agrgVg + agr£Ve | 2.1.4-37
ahd

where - ' ‘ : ' ‘ -

a = volume fraction,
» = density (1bm/ft3), - B -
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v = velocity (ft/s),
h = static upstream enthalpy (Btu/lbm),

and the subscripts denote

g = vapor phase and
£ = liquid phase.

The phasic velocities are defined by the slip betweeh the liquid
and steam during two-phase conditions where the slip ratio, s, is

defined as
s = Vg / Vg 2.1.4-39

There are several slip models available in the code. These
models include homogeneous (no slip), constant slip, Moody’s
slip, RELAPS momentum equation slip, and upstream volume equili-
brium quality slip. They are described as follows:
1. Homogeneous

Vf = Vg . 201'4-40
2. constant slip ratio

s = user input constant .
3. Moody’s slip ratio

s=(vg/ Vef y2/3 , 2.1.4-42. .,

where

-

vg = saturated steam specific volume and
ve = saturated liquid specific volume.
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4. RELAPS momentum equation slip ratio o ‘ \‘./
s =Vg/ V£, 2.1.4-42

where the phasic velocities are calculated by the momentum
ecquation.

5. Equilibrium quality slip ratio

{xeﬂfaf / [ - Xe)pgag] Xe < 0.5
s k-3

(1 - Xe)rgag / [Xergaf) Xe > 0.5 .
o 2.1.4-43

Each slip model has the option. to smooth the slip ratio and
specify a minimum and maximum value. The smoothing is provided °
in the form ’

s+l = 9,1 g*l + 0,9 sn , : 2.1.4-44

The slip ratio calculated by one of the above models will be used
to determine the phasic velocity.

Ve = Go / (agegs + agrg) ' 2.1.4-45
and
Vg = SVf . 201.4-46

Note that all these slip models may not be consistent with the
‘tabular critical flow model formulations. =~
Some of the added critical flow models nay ha;e limitations
imposed over which fluid conditions they can be applied: Table
2.1.4~1 shows the conditions over which the individual models may

be applied. A discontinuity arises at the saturation boundarieﬁ\’/
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because two separate models without consistent end points meet.
To prevent unreasonable time step size reductions and to provide
a smooth transition from the subcooled region to the two-phase
region, where the critical mass flux decreases significantly, the
following smoothing options are available. Based on either a
quality or void fraction criteria the smoothing

vt oy 4 0a1 (VP - v 2.1.4-47
is applied if

0.0 < |( hg - hgg-) / hgg| < e for quality, or

agl £ ag < agu for void fraction,

where

hgg = Jatent heat of vaporization at Py,
n+l,n = time step,
e = transition criteria (based on user input),
agl = lower void fraction transition limit (input) , and
agy = upper void fraction transition limit (input).

Equation 2.1.4-47 is the same technique used in the original
RELAPS choked flow model.

The stagnation properties are the theoretical basis of the
critical flow models described above. The stagnatien pressure
and enthalpy are calculated from the static upstream volume.
pressure and enthalpy assuming isentropic flow. The stagnation
enthalpy is calculated from the kinetic energy relationship using )
a calculated fluid velocity. _ -

hg = hy + v2/2Cc , " 2.1.4-48




where

hl = upstream volume static enthalpy (Btu/lbm) and
C = conversion factor from (ft-lbm) to (Btu)

Apblyinq the basicvenergy equationvinvdifferential form,
7dS = dh - vdP , e . 2.1.4-49

and assuming an isentropic process (dS = 0),

dP = dh'/ V . . , . 2.104-50 .

Integrating Equation 2.1.4-50 over the change in enthalpy from
static to stagnation limit gives

hg
Pg = P; + dh/v , ‘ _ 2.1.4-51
hy o o

where

Py = upstream volume static pressure (psia) and
v = specific volume (ft3/1bm).

Equation 2.4.1-51 is evaluated between the limits (hy, P31) and
(ho, Pp) by a fourth-order Runge-Kutta technique. The specific

'volume is obtained from the steam tables.

In order to nminimize computational time, the stagnation property

f"will not ‘be calculated if the upstream volume phase is not" -

liquid and at the same time the Mach number of the average
volume flow is less than 0.3. Also if

(ho - h1) / h; < THDTH , ’ 1 2.1.4-52

),
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where

THDTH = user input criteria (defaulted to 0.001)

' stagnation properties are not calculated.

Table 2.1.4-1. Critical Flow Logic.

JCHOKE FLAGS
THO PHASE 0 1|3 4
MODEL
[V}
| .:3 ‘og 28 NOTES
\/’ 28| 88 » 22 -
Hot gk g (=z@ X DENOTES IMPROPER
SUBCOOLED BEl B4l 8 |uvAa MODEL, COMBINATIONS
MODEL g% seEl 188
& oo | :
= = e MURDOCK-BAUMAN IS
CHOSEN BY SETTING
1| o ORIGINAL JCHOKE TO -3 OR -4
c RANSOM TRAPP '
H : .
ol 1 EXTENDED THE |JCHOKE| THEN
K HENRY-FAUSKE IS USED TO SELECT
E THE TWO PHASE MODE
F| 3 MOODY
L
al a HOMOGENEOUS
G EQUILIBRIUM
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. .2. Abrupt ea Ch

The general reactor system contains .piping netﬁorﬁs with many
sudden area -changes and orifices.. To - apply the RELAPS
hydrodynamic model to such systems, analytical models for these
components have been developed.®l . The basic hydrodynamic model
is formulated for slowly varying (continuous) flow area
variations; therefore, special models are not required for this

case.

The abrupt area change model discussed here and developed in
detail in Reference 81, is based on the Bourda-Carnot82
formulation for a sudden enlargement and standard pipe flow
relations, including the vena-contracta effect for a sudden
contraction or an orifice or both. Quasi-steady continuity and
momentum balances are employed at points of abrupt area change.
The numerical implementation of these balances is such that
hydrodynamic losses are'indepehdent'of;upstream and downstream
nodalization. 1In effegt,‘the>quési-ste3dy balances are employed
as jump conditions that couple fluid C6mponents having abrupt
changeé in cross-sectional area.  This coupling process is
achieved without change to the basic 1linear semi-implicit
'numericaI_time-advancement scheme. : ’ ' :

Abrupt Area Change Modeling Aségmgtigns_

The basic assumption_used‘forfthe transient calculation of two-
phase flow in flow passages with poiﬁts'dfwabrupt area change is
that the transient flow process can be approximated as a quasi-
steady flow process that is instantaneously sSatisfied by the

N/

upstream and downstream conditions (i.e., transient inertia,_

mass, and energy storage are neglected at abrupt area changes).
However, the upstream and downstream flows are treated as fully
transient flows.
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There are several baseé for the above assumption. A primary
consideration is that available loss correlations are based on
data taken during steady flow processes; however, transient
investigations83 have verified the adequacy of the quasi-steady
assumption. The volume of fluid and associated mass, energy, and
inertia at points of abrupt area change is generally ‘ small .
compared with the volume of upstreanm and downstream fluid
components. The transient mass, energy, and inertia effects are
approximated by lumping them into upstream and downstream flow
volumes. Finally, the quasi-steady approach is consistent with
modeling of other important phenomena_'in transient codes (i.e.,
heat transfer, pumps, and valve.s) .

eview of Single-Phase Ab t ea Change Models

The modeling techniques used for dynamic pressure losses
associated with abrupt area change in a single-phase flow are
reviewed briefly before discussing the extension of these methods
to two-phase flows. In a steady incompressible flow, losses at
an area change are modeled by-.the inclusion of an appropriate
dynamic head 1loss term, hg, in the one-dimensional modified

Bernoulli equation
2 : 2 :
(v¥/2 + B/p)y = (VS/2 + B/p)y + By - 2.1.4-53

The particular form of the dynamic head loss is obtained by
employing the Bourda-Carnot®? assumption for calculating losses
associated with the expansion part of the flow process. Losses
associated with the contracting part of the flow process are
small relative to the expansion losses, and are neglected. -

The most general case of an abrupt area change is a contraction
with an orifice at the point of contraction. ., Such a
configuration is shown in Figure 2.1.4~4. Three area ratios are
used throughout this development. The first is the contraction
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~area ratio at.the vena-contracta relative to the minimum physical
area, ec = Ac/AT. The second is the ratio of the minimum
physical area to the upstream flow area, ep = AT/Al. The third
is the ratio of the downstream to upstream area, ¢ = Ay/A;.

Figure 2.1.4-4. Orifice at Abrupt Area Change.

The loss associated’ with the contracting fluid stream from
Station 1 to ¢ (the 'point of " vena-contracta) is neglected
[measurements indicate that the contracting flow experiences a
loss no larger than APgf = 0.05 (1/2 pvi) where Vo is the velocity
.at the vena-contracta] whereas the dynamic pressure loss
associated with the expansion from the vena-contracta to the
~ downstream section is given by

c

< 8Pg =1/2 p(1 =~ AJA)C v S . 7 2.1.4-54

The contraction ratio, eo = AC/AT;ris an  empirical function of

v,
ep = Ap/Aj. Using the continuity equation, v =-5§—I = Vp/e s

Se

AV, .
and v, = 22 o & v,, Equation 2.1.4-54 can be written as -
- T Ap . eq 20 : , . S
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N

. ) 2 .
= - 4_' 2 - . -
APf 1/2 » [1 ‘c‘T] v, . 2.1.4-55

Equation 2.1.4-55 is applicable to all the cases of interest.
For a pure. expansion, e¢p = 1, ec = 1, and ¢ > 1; for a
contraction, ep = ¢ < 1 and ec < 1. Each of these is a special

‘case of Equation 2.1.4-55. The two-phase dynamic pressure loss

model is based on an adaptation of the general single-phase head

‘loss given by this equation.

e Ab t e Mode

The two-phase flow through an abrupt area change is modeled in a
manner very similar to that for single-phase flow by defining
phasic flow areas. The two phases are coupled through the

.. interphase drag, a common pressure gradient, and the requirement

that the phases coexist in the flow passage.

The one-dimensional phasic  stream-tube momentum equations are
given in section 2.1.1.1. The flow at points of abrupt area
change 1is "assumed to be qnasi-ste'ady and incompressible. In
addition, the terms in the momentum equations due to body force,
wall friction, and mass transfer are assumed to be small in the
region affected by the area change. The interphase drag terms
are retained since the gradient in relative velocity can be large

at points Qf abrupt area changes.

Equatldns 2.1.1-5 and 2.1.1-6 can be integrated approximately for

a steady 1ncompressib1e, smoothly varying flow to obtain modified

Bernoulll-type equations. ’ —
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EI’ - -
+ [af ] (Vg = Vgp) Ty 2.1.4-56
2 |

and

FI’ _ Sl . ' L
-+ [ ] (Vg2 = Vg2) Iy 77 2.1.4-57
5 |

where FI’ =vaf.ag pg pg FI. The interphase drag is divided into
two parts associated with the upstream and downstream parts of
the flow affected by the area change. ’ :

Ge a od ‘ .

~ Consider the application of Equations 2.1.4-56 and 2.1.4-57 to
the flow of a two-phase fluid through a ,pASSage having a
‘generalized abrupt area change (the flow passage shown in Figure
2.1.4-5).2 . Here, the area Ap is the throat or ‘minimum area
associated with an orifice located at the p01nt of the abrupt
area change. Since each phase is governed by a modified
Bernoulli-type equation, it is reasonable to assume that losses
associated w:.th changes in the phasic flow area can be modeled by
.. Separate dynamlc pressure loss terms for both the 1:Lqu1d and gas
phases. Hence, we assume that the ln.qua.d sustains a loss as if
it alone (except for the interphase drag) were experiencing an
area change from agy; A; to agp Ap to agz Az, and the gas phase

4In Figure 2.1.4-5,- the flow is shown as a sepafétéd flow for
clarity. The models developed are equally applicable to
separated and dispersed flow regimes.
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Figure 2.1.4-5. Schematic Flow of Two~Phase Mixture
at Abrupt Area Change.

experiences a loss as if it alone were flowing through an area

~change from agy Ay to agp A to eg2 A2z. The area changes for

each phase are the phasic area changes (see Figure 2.1.4-5).
When the losses for these respective area changes (based on the
Bourda-Carnot model and given by Eguation 2.1.4-55) are added to
Equations 2.1.4-56 and 2.1.4-57, the following phasic momentum
equations are obtained

. . r . 2
2 - 2 {, - 22 ¢
[1/2 peves + p]l [1/2 peve” + P]z +1/2 pglt - TN T

2 EXI’ EFIf) - ”
< (Vgad™ [af ]2 (Vey = Vg1) Ly * [af , Ve2 T Vg2) L2

L -

2.1-4-58
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and

2 2 - = %f2 ¢ 2
R R R R

2 . (FL’ _ FIN . .
. (vgz) + [“g }2 ‘Vgl Veq) L, + [“g ]2 (vg2 Veg) Ly
' | o 2.1.4-59

These phasic momentum equations are used across an abrupt area
change. In Equations 2.1.4-58 and 2,1.4-59, e¢fc #nd'¢§c~are the
same tabular function of area ratio as in the single-phase case
except that the area ratios used are the phasic area ratios

€Cep = (afT/afl) € 2.1.4-60

and

2.1.4-61 —

ch = (agT/agl) €p

“respectively. The area ratios, ¢ = Az/Al and eT = AT/AI, are the
same as for sxngle-phase flow.

The'interphase drag effects in Equations 2.1.4-58 and 2.1.4-59
are important. These terms govern thé amount of slip induced by
an abrupt area change, and if they are omitted, the model will
always predict a slip at the area change appropriate to a
 comp1ete1y separated flow situatlon and give erroneous results
for a dispersed flow.

od A at'

- A few remarks éoncerninq the way Equations 2.1.4-58 and 2.1.4-59

are applied to expansions and contractions, both with and without

an orifice, are necessary. In a single-phase steady flow
situation, given the upstream conditions, v; and P;, using the "

i
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continuity equation (viA; = Vv2Az) and Equation 2.1.4-53 one can
solve for v, and P;. Equations 2.1.4-58 and 2.1.4-59 along with
the two phasic continuity equations can be used in a similar

. manner except now the downstream void fraction is an additional

unknown which must be determined.

*

ansio
For the purpose of explanation, consider the case of an ekpansion
(af‘r = afly € > 0, em = 1, efc= tgc = 1' FI'l = o’ Ll - 0). for
which Equations 2.1.4-58 and 2.1.4-59 reduce to '

. ao €| 2
[1/2 Pevel + p]l = [1/2 pfvfz + 9]2 + 1/2 pf[l - ;ﬁ—] (vfz)2

EI’ - —ED
+ ["‘f]z (vf2 vgz) L2 v 2.1.4-62
and
. [ ot 2 5
2 = 2. 11 - (v )
[1/2 pgvg + P]l [1/2 pgvg + P]2 + 1/2 pg agl g2
+ [“g]z (vg2 sz) Lz . 2.1.4-63

These two equations with the incompressibie continuity equations

~ and

—

are a system of - four equations having foir unknowns,
afs (ag2 = 1 - af3), Vez, Vg2, and Py, in terms of the upstreanm
conditions, af; (egy1 = 1 - af1), Vf1, Vg1, and Pi. (The
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interphase ‘drag, FI’, is a  known function of "the flow
- properties.) It is important to note that the downstream value
of the liquid fraction (agp) is an additional. unknown compared
with the single-phase case and is determined (with the downstream
velocities and pressure) by simultaneous solution of Equations
2.1.4-62 through 2.1.4~-65 without additional assumptions. It is
reassuring that by taking a proper 1linear combination of
Equations 2.1.4-58 and 2.1.4-59 the usual overall momentum
. balance obtained using the Bourda-Carnot®2 assumption can be
obtained.34785

84-87 only the overall momentum

If, as in the cited 1literature,
- balance is used at an expansion, there will be an insufficient
number of equations to determine all the downstream flow
parameters, agfa, Vf£2, Vg2, and P. The indeterminacy has been
overcome in cited works by means of several different assumptions

concerning the downstream void fraction.2 In the model developed

here (Equations 2.1.4-62 and 2.1.4-63), division of the overall:

loss into 1liquid and gas parts, respectively, results in
- sufficient conditions.to»deterﬁine‘allidownstream flow variables
including agz. In addition, the present model includes force
terms due to interphase drag in Equations 2.1.4-62 and 2.1.4-63,
which are necessary to predict the proper amount of slip and void
redistribution that occur at points of area change.

Contraction

Consider the application of Equations 2.114-61 and 2.1.4-62 to a
contraction. To determine both the downstream conditions and
throat conditions from the upstream values of afilagl) » V£, Vg1,

and»Pl, an additional consideration needs to be made. To obtain

.87, G. Collier84 mentions three different assumptions that have

. been used:. (i) agy = agy, (ii) afz is given by a homogeneous

model, and (iii) a«f3 is given by the Hughmark void £fraction
~correlation. - : o - B
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‘the throat values, apply the momentum eguations valid for the
contracting section of flow (here, the Lj; portion of the
interphase force is associated yith the contraction), that is,

o 2 I v 2 . (ELL -
.[1/2 PeVe * P]l [1/2 Peve * P]'I' * [af ]1\ (Ver = Vgr) Dye

2-1-4-66

2 - 2 EXL -
[1/2 rq¥g p]l [1/2 rg¥g P]T + [af ]1. (Vg1 = Ver) Iy

2.1.4-67
GeqVerAy = GenVerdn o 2.1.4-68

and
"glvglAi = “gTngA'r‘ | ’ ?'.1.4-“

These four equations are solved simultaneously for the valués of
" afr(agT): VET, VgT, and Pp at the throat"se;:tion (the minimum
physical area). No additional or special assumption’s are made
concerning the throat conditions since they follow as a direct
consequence of the unigque head loss models for each phase. After
the throat values have been obf:ained, the cox_idij:idns at the point
of vena~contracta are established assuming the void fraction is
the same as that at the throat. Thus, efc and egc are
established using the tabular function in Appendix A of Reference
81 and the throat area ratios, e¢gp and cg'«f,’ defined by Equations
2.1.4-60 and 2.1.4-61. To determine the downstream values,
Equations 2.1.4-58 and 2.1.4-59 can- be applied directly £rom
stations 1 to 2 with the throat values known or- the expansion
loss equations can be used from the throat section__'to, station 2.
Both approaches produce identical downstream solutions. As in
the case of an expansion, because the proper upstream and
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downstream interphase drag is included, this modeling approach
establishes the phase slip and resulting> void redistribution. An
orifice at an. abrupt area change is treated exactly as . the
contraction explained above (i.e., with two separate calculations
to establish first the throat and then the downstream flow

variabies) .

ounte t .

The preceding development implicitly assumed a cocurrent flow.
For countercurrent <flow, Equations"2.1.4-58:’ and 2.1.4-59 are
applied exactly as in cocurrent flow except that the upstreanm
sections for the respective phases are located on different sides
‘of the abrupt area change. The difference appears in how the
throat and downstream voids are determined. To determine the
throat properties, equations similar to Equations 2.1.4~66
through 2.1.4-67 are used with the upstream values appropriate
. for each phase. These four equations are then solved for
afp(agT), VET, VgT, @and Pp. To determine the downstream values
for each phase, only the head loss terms are needed for the
downstream voids (the downstream vg, vg, and P do not appear)

For countercurrent flow, these voids are- set" such that the
bdownstream voJ.d of each phase plus the upstream void of the
opposite phase adds to one (both phases together must flll the
' flow channel) With the throat and downstrean voids now known,
Bquations 2.1.4-58 and 2.1. 4-59 can be used dlrectly to determine
the total loss for each phase at the abrupt area change.

. 3 Cross ow Jun&:

- The RELAPS numerical scheme is generally formulated using one-
dimensional elements. However, there are several applications
- where an. approximate treatment of crossflow provides an improved
- physical - simulation. Three different applications for a
crossflow formulation are described in the following paraéraphs.
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'The first application concerns a small crossflow between two
essentially axial flow streams. This situation is typical of
reglons such as a reactor core or a steam generator because the
component geometry provides a large resistance to crossflow and a
small resistance to axial flow. Hence, simplified crossflow
momentum equations can be used to couple a hot flow channel to a

pulk flow channel.

The second application of a crossflow junction is to provide a
tee model. In this case, the momentum flux in the side branch is
assumed to be perpendicular to the main stream and thus the main
strean momentum flux does not contribute to the crossflow

momentum formulation.

The third application is modeling of leak flow paths. In this
case, the flow is small and governed primarily by pressure
differential, gravity, and flow resistance. Thus, the momentum
u flux terms can be neglected.

The vapor momentum finite difference equation used in the basic
numerical scheme is

n (.n+1 n n 1[. . ]n[[ z]n [ 2]n]
A -V . A A - +
["g"g]:l Vg 9]3 8%5 *+ 2l8¢%g 5 (Va)r ~ [Vg)x|AT * VISCOUS

e - SN n+l _ n+l

- n n ~n] n] . nt+l
[agpg]j [[FWGK + .FWGL] ij + HLOSSGj] vg’j At

n n n+l n+l n
- ) IG . - - ") Fy .
["g”g]:: F1G4 ["g.:u Vf,:]“a“ * ["‘g” 9)3 Byaxgat ~
+ ADDED MASS + MASS TRANSFER MOMENTUM

+ HORIZONTAL STRATIFIED PRESSURE GRADIENT E_I"‘.I"ECT P
2.1.4-70
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- where

ij = %(Axk + AxL) . - : o ‘ | 7., _2.1;4-71

.A parallel equation holds for the 1liquid phase. It should be
noted that the momentum Equation 2.1.4-70 is in reality the sum
of half the K cell momentum plus half the L cell momentum. This
is the reason for Equation 2.1.4-71.

There are two areas in which the‘crOSSflow modeling affects the
numerical scheme. One concerns the approximations made in the
junction momentum equations- the other concerns the volume
average velocities in a volume.

If the junction is to-model crosSflow perpendicular to the main
or ax1al flow direction then the volume average velocity in the K
“and L cells, which represent the ax1a1 flow velocity, should not
include crossflow junction velocity components. For the simple
leak flow situation shown in Figure 2.1.4-6, this requires that

oK

Figure 2.1.4-6. Simplified Tee Crossflow.
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vy,3 not be included in the volume average (axial) velocity
calculation for cell L.

The second area of numerical modification relates to the reduced
form of the mnomentum ecquations to be used at a crossflow
junction. In crossflow junctions, the cross product momentum flux
terms are neglected, that is, there is no x-direction transport
of momentum due to the y velocity.

For the case of a small crossflow junction between two axial-flow
streams (Jz in Figure 2.1.4-7) all the geometric input (AVOL, DX,
DZ) for both of the volumes relates to the axial flow direction
as does the wall drag and code calculated form losses. Since the
crossflow has a different flow geometry and resistance (for
example, crossflow resistance in a rod bundle) the friction and
form losses must be user input and must be appropriate for the
crossflow direction geometry. For crossflow junctions the user
input form losses should include all crossflow resistance (form
losses and wall drag). The nqrmal terms repiesenting wall drag
and abrupt area change losses are not included in the formulation
of the momentum equation at a crossflow junction as these refer
to the axial properties of the K and L volumes.

T -3

. V11 X} ray V21

—1-Js =g

Figure 2.1.4-7. Modeling of Crossflows or Leak.
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Since thé ‘connecting K and L volumes ”gre' assﬁmed to be
predominately axial-flow volumes, the crossflow junction momentum
flux (related to the axial volume velocity in K and L) is
neglected along with the associated numerical viscous term. In
addition, the horizontal stratified‘_pressuré gradient is
neglected. - - - N S

All 1lengths and elevation changes in ‘the one-dimensional
representation are based upon the axial geometry of the K and L
volumes and the crossflow junction is assumed to be perpendicular
to the axial direction and of zero elevation change, thus, no.
gravity force term is included. '

The resulting vapor momentum finite difference equation for a
crossflow junction is '

n+1 _A n ) - ; n - n+l
(“gpgj ( Vg Iy 8%3m - g5 (Pp m B ae

n n n+1
(agpg)j I-Il’:OSSG:l vg,J At

-(otgpg)j FIG (vn*l - n"”') Bx ;At

+ ADDED MASS + MASS TRANSFER MOMENTUM. 2.1.4-72

A similar equation can be written for the liquid phase. In
"Equation 2.1.4-72, I-ILOSSGj contains only the user-input crossflow
resistance. The Ax, term that is used to estimate the inertial
length associated with crossflow is defined using the diameters
of volumes X and I,
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,\/ ‘ ij-% [D(K) + D(L)] . 2.1.4-73

A special void-dependent form loss option of the full crossflow
model has been added for certain multi-core channel applications.
This option allows the user to alter the input constant form loss
coefficient based on the void fraction’-in the upstream volume.
The specific applications are possibly multi-channel core
analyses such as SBLOCA scenarios with significant core
uncovering or future multi-channel BEACH reflooding calculations.
This model allows the regions of the core covered by a two-phase
mixture or pool to have a resistance that is different from that
jn the uncovered or steam region. The crossflow resistance
changes can alter the volume-average axial velocities that are
used to determine the core surface heat transfer. Any cross flow
is excluded from the volume average velocity used for heat

transfer.

The model uses the input form loss coefficients whenever the
upstream steam void fraction is less than a user-supplied minimum
void fraction value given as Oup-gcress: The model allows user
input of a forward, My.gorvarar and reverse, Mg.reverses crossflow
resistance multiplier when the upstream steam void fraction is
greater than the maximum user-input void fraction,. Cuax-reross:
Linear interpolation is used to determine the multiplicative
factor when the void fraction is between minimum and maximum -
input void fractions as indicated in the following equations.

For the forward flow direction (from Volume K to Volume L),

If - O (K)" < Olpin-xcross Kjun - I-cjnn forvard
If Ox-xcross £ Yy (K) Kyun = Kyun torvara * My-torvard
If Ouyn-xeross S dq(K) < Oryx-Xcross : Kjun = Kjun forvard * Mzt tnterp
2 L] 1 [ 4-73 . 1
. Rev. 4
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where
Mk: intexp ™ 1-(1- Mx-torvare y*( Unin-keross ~ %(K)]/(aatn-xcron - anz-xcxou,

énd 'Kw;”nn;ﬁ ~is the user-supplied forward 1loss coefficient
specified in this junction input.

‘o

The equation for the reverse flow direction (from Volume L to
Volume K) is similar.

If - agu-') < Olptn-Kcross Kjun = Kjua reverse

If Claax-Kecross S ug(L) ' Xyun = Kjun Tevares * Myoreverse
If Olpsn-xcross S %(L) € Olyax-xcross ) Kjun' - Kjun reverse * My interp
2 . 1 Y 4 -73 - 2
where

Mg, interp * 1 - (1 - Mx-revc:u )*t Clasn-kcross = Qg (L)]/(dain-xc:on - dmx-xcron)

and Kjun reverse 18 the user-supplied reverse 1loss coefficient
specified in this junction input.

The code performs several input checks to ensure that the user
input will not cause code failures. These checks include tests
to see if the input form loss multipliers are greater than zero.
The minimum void fraction must be greater than zero and. less than
the maximum void fraction input. - The maximum void fraction must
be less than or equal to one.

The crossflow option can be used with the crossflow junction
perpendicular to the axial flow in Volume L (or K) but parallel
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to the axial flow in volume X (or L) (see Figure 2.1.4-6). Here,
the situation regarding the half cell mnomentum contribution
associated with volume K is the same as for a normal junction.
Hence, this crossflow junction has all the terms in Equitioh
2.1.4-70 except that; (a) wall friction, momentum flux, and
gravity only include the K cell contribution, (b) the HLOSSG?
term is only the user input loss, and (c) the ax cell in the
inertial term and interphase drag includes the normal K cell
contribution and a term of the form in Equation 2.1.4-73 for the
L cell. This type of crossflow modeling can be used for a 90
- degree tee simulation. ”

For leak flows‘and minor flow paths the modeling apprxoach shown
in Figure 2.1.4-8 is recommended. Here, J3 is the normal flow
path, whereas junction J;, volume M, and junction J; represent
the leak flow path. Junctionstl and Jz should be modeled as tee
junctions described above. The only reason for using volume M is

Figure 2.1.4-8., Leak Flow Modeling.




to obtain a correct representation of the gravity head from K to Ny
L. If a crossflow junction were modeled directly between volumes

K and L’ then there would be no gravity head in the leak flow
junction equation. Leak paths may  also be modeled using a
crossflow Jjunction that is perpendicular to both the XK and L
volumes when ' the leak flow is between volumes having the same
volune center elevation.

2.1.4.4. Branch

' The branch component is a model designed for convenient
interconnection of hydrodynamic components. The identical result
can be obtained by using a single volume component and several
single junction components.  Thus the branch is a separate
component only in the input processing scheme. R

- In RELAP5/MOD2 the crossflow junction has been added in which the
“junction velocities ‘are assumed to be' normal to the one-
dimensional flow path of the hydrodynamic volume. Thus, the\__/
branch component can include multiple connections at the inlet,
outlet, or in the crossflow direction.

Specialized modeling considerations are applied to any volume
having multiple' junctions connected at ~'e';i.‘t:he::_ volume end (the
ends of a hydrodynamic volume are the inlet and outlet as defined
in section 2.1.1.1).

These special calculatilons include both the method for
calculating the volume average velocities and the method for
partitioning the volume cross-sectional area between the multiple
inlet or multiple ocutlet junctions. The partitioned volume area¥ -
are used both in the abrupt area change nmodel to calculate
kinetic loss factors and in the momentunm equations to simulate
the stream-tube area. T
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In applications, the multiple junction and crossflow models are
used in three distinct ways to model branching flows. These are
the one-dimensional branchiﬁ_gy a tee branch, and ‘a crossflow
branch. Combination of the three pasic branches may also occur.
Each of the three basic models will be discussed in turn.

~Dimensio a

This basic branch model is consistent with the one-dimensional
approximation for a piping network and assumes that
multidimensional effects at branches are small compared to system
jinteraction effects. In the case of branched flows that occur in
headers or plena, the model gives an accurate physical
description of the flow division or merging process and the one-
dimensional branch model is intended primarily for use in
modeling such branched flows. Examples of such situations in IWR
systems are flow division at the core inlet if parallel flow
péths through the core are modeled, steanm generator inlet and
outlet plena when several parallel tube group's are modeled (for
the effect of tube height and length), or at a wye connection.

The one-dimensional branch is illustrated in Figure 2.1.4-9 for a
volume having two inlet junctions and ‘one outlet junct':ion.' The .
junctions J; and J, are the inlet junctions and junction J3 is
the outlet junction. The mﬁltiple‘ flows are assumed to merge in
such a way that they come to the common velocity equal to the
inlet volume average velocity for volume V3. The volume cross=-
sectional area is then divided in proportion to the volume flow
of the respective inlet junctions. This method of ‘apportioning
volume cross-sectional area satisfies continuity but does not
conserve momentum, particularly for high velocity differences
between the merging streams (for flow splitting, however, the
method does preserve momentum). For this reason the special jet
pixer component was developed for merging <flows having high
relative velocities such as in a jet pump. The jet-mixer can be
used for one-dimensional mixing, but is limited to two inlet
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streams and a single outlet stream (eee Appeﬁdixf A for a ~—
reference to the jet-mixer model). The volume partitioned areas

are calculated as follows
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Figure 2.1.4-9. Orie-Dimensional Branch.

_Theiapporticned volume areas for each junction are used with the
abrupt area change mcdel; secticn,z.l.4.2, to calculate energy
loss coefficients for the liquid and vapor streams at each
junction. ‘

7 -be ee Teer ode
The crossflow junction (see section 2.1.4.3) is used to form a
‘90-degree tee as shown in Figure 2.1.4-6. In this particular

application the side connection to the tee is modeled using a .
‘Junction in which only one-half of the junction momentum equation

"~ has the crossflow form (the half of the junction’ J3 associated

‘with volume Vp, is a crossflow junction and is designated by an X,
see Figure 2.1.4-6). ' '
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No = special component is provided to accomplish the input
assoclated with a model such as illustrated in Pigure 2.1.4-6.
The volume Vi, may be specified as a branch with the associated
junctions or as a single volume with single junctions used to
specify the connecting junctions. 1In either case, junctions J3
and J; should be specified as smooth unless actual abrupt changes
in area occur at either junction. The junction J3 should be
specified as smooth with a user input form loss factor to account
for the turning and entrance losses. In additien, junction J3
must be specified so that the half of the junction associated
with volume Vi, is modeled as a crossflow junction and the half
associated with volume Vg is a normal junction. These options
are specified through input of junction control flags.

It is also possible to model a 90-degree tee with the RELAP5/MOD2
code, however, unphysical numerical results may be obtained.
Thus, the 90-degree tee model described previously is recommended
and is a closer approximation to the actual fluid momentum
interaction which occurs at a tee.

Gravit ec at a Te

In some branching situations where the through flow is small or
~ where the flow is constrained by the geometry, body force effects
may be significant. xamples that occur. 'in PWR systems are the
cold leg connections to the inlet annulus and downcomexr, and the
~ hot leg connection’ to the upper plenum and core. This type of
branched flow is modeled as shown in Flgure 2.1.4~-10. Here the
vertical direction is modeled as the through-flow direction
(indicated by the volume orientation arrows). The cold or hot
leg connections are modeled by crossflow junctions. The through
flow direction of volume V3 is chosen to correspond o the major
' flow path. In the case of a PWR inlet annulus through-flow in
the horizontal direction is inhibited by the annular structure
and in the case of the upper plenum to core connection the area
for flow in the vertical direction is large compared to the flow
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area in the horizontal direction. SOme_judgmenﬁ is required to
select the orientation. However, the crosstlow branch_connection
will permit through-flow in the horizontal direction but with
- some accompanying pressure rise and droplassociated with the fact
that the momentum flux terms arerneglected in the crossflow part
of the junction. '

LVJ
ra * 1 ——re .

.
-h

Figure 2.1,4-10. Gravity Effects onia‘Tee.

»The model illustrated in Figure 2.1.4-10 has ihe” additional
_advantage that the effect of vertical void gradients in the flow
out of the horizontal connections may be more sharply defined as
a result of the central volune, V3, which has a vertical height
equal to the diameter of branch volumes Vi and V4. '

Y'No special component model is provzded for modeling the vertical

!untee and either a branch or a sxngle volume may be used for volune

L: V3. The branch component is more convenient since all junctions

"rconnecting to volume V3 can be specified with ~the branch
fcomponent,

—/
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A fourth type of branch flow path can be created by the use of a
crossflow junction to couple two volumes. This type of branch is
used to model crossflow between columns having centers at the
same vertical elevation. The crossflow junction is assumed to
have no elevation change; thus, one limitation of this type of

 pranch is that the volume centers that are coupled must be at the
. same elevation. If volumes of differing elevation are coupled,

an input processing error will occur in the loop elevation

; checking routines, The application of the crossflow junction for
' crossflow or leak path modeling is illustrated in Figure 2.1.4-7.

The length scale associated with the crossflow junction is one

" half the diamter of the L volume. This length is only used for

modeling the fluid inertia terms in the momentum equation and is
always assumed to lie in a horizontal plane.

The pure crossflow branch is most easily modeled using a single
3unctlon component for the crossflow junction. ‘However, either
volume, V, or v, in Figure 2.1.4-7, can be modeled using the
branch component and specifying the coupling ‘junctions with that

- component.

.1.4.5. Countercurrent Flow Li CCF odel

puring the reflux condensation period of a small break IOCA

transient in a PWR with U-tube steam generator, countercurrent
flow limitation (CCFL) often will occur at the hot leg bend and
at the U-tube inlet. The Wallis CCFL cbrreiatioh34 is added to
calculate the steam and 1liquid flow rates for certain RELAP5

 junctions. The applicability of the CCFL model ‘is limited to the

volume and juncticn configurations shown in Figure 2.1.4-11, in

' which K and L are RELAPS volumes, the junction j is from the exit

of volume K to the inlet of volume L, and AZ is the elevation
change of each volume. " :
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L |1 K|! . Lit K|l
L3 E R N
K|t Ll _L—’K. | — L
a) AZ(K)>0 &  b) AZ(K)<0 & c) AZ(K)=0 & a) AZ(R)<O &
AZ (L) >0 Az(L)<0  Az(L)>0 AZ(L)=0

>Figure22.1.4-11. Volumes. and Junction cOnfigurations ‘
SRR Available for CCFL Model.

The general form of the Wallis CCFL correlation? is:

(j; )1/2 ; n (j; )1/2 =c, | 2.1.4-75

where m is the negative slope and ¢ is the y-intercept,
respectively, of a plot of j versus jf. .The dimensiocnless gas
flux, jg, and the liquid flux, jf, are defined by ‘

L Py 1/2
ig=3g L3 Dy (Pg = pg) ] o 2elanTs
‘and
* _ Pr Q172 » .

‘respectively, where jg is the gas superficial velocity, jf is the
- liquid superficial velocity, and DJ is .the Jjunction hydraulic
diameter.

-
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With regard to the solution methed, if the CCFL model is
requested by the user, the coding checks if countercurrent flow
exists and if the liquid downflow exceeds the limit imposed by
equation 2.1.4-75. - If this is true, the sum momentum equation
and the flooding 1limit equation is applied as has been done-in
RELAPS/HODB.J‘44 The code’s difference equation is replaced with
the flooding 1imit equation during the semi-implicit intermediate
velocity calculation (Subroutine VEXPLT). . The difference
equation contains the interphase friction, whereas the sum
equation does not. This method is advantangeous in that the
phasic velocities still must satisfy the the sum equation which
contains gravity and pressure terms. The numerical form of
Eguation 2.1.4-75 2eeded by the code is obtained by letting Cq =
jg/vg and cg = jf/vf, solving for mj%/z, and -squaring the
equation. This results in '

1/2

2 n n+l _ 2 _ n n+l,1/2 n n+l
n cf'j Vflj c 2¢e (cglj) (vglj) * cgtj vgrj.
2.1.4-78

n+1)1/2

g.3 gives

Linearization of (v

n+l,1/2 _ n ,1/2 .1 .n ,-1/2 0+l _ .on _
(vg.:l) (vg,j) + 5 (Vg'j) (vg'j Vg,j’ 2.1.4-79

and substitution into equation 2.1.4-75 produces

2 n n+; n 1/2 n -1/2 _ n n+l
n cfrj vftj tle (Cg’j) (vglj) cg:j ]~vglj
= 2 o n 1/2 n 1/2 -
c c (cg,j) (vg,j) . 2.1.4-80

The above method can be used when both the RELAP5 momentum
equations and the CCFL correlation predict countercurrent. flow.,
In situations where RELAPS predicts countercurrent flow and the
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CCFL correlation predicts current flow based on the RELAPS
calculated velocities, a different approach is used. The present
RELAP5/MOD2 model does not address- this. situation. - When this
situation arises an iterative approach .between - the RELAPS '
momentum - solution and the CCFL correlation prediction is used
until both solutions predict consistent flow behavior. Dyring
the iteration, the junction interphase drag of k-th iteration,

gf' is multiplied by
t! ' '
Cect1 = |"g 5+ VE, jl /1 (v j) + (vf j)2 /2,  2.1.4-81
such that
k+1 _ k. k : o ‘
fge ™ Ccera Ige - 2.1.4-82
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2.1.5. Special Component Models

RELAPS consists of a variety of generic models which are used to
build system models. The general philosophy has been to avoid
system component models such as pressurizer, steam generator,
core, etc. However, certain subsystem components are unavocidable
due to unigue processes or performance. RELAPS contains models
for subsystem components such as a separator, pump, valve, and
accunmulator. A summary of each of these models is included'here.

<1 e to

The RELAP5 separator model is a nonmechan;stic'or black box model
consisting of a special volume with junction flows as pictured in
Figure 2.1.5-1. A steam-water inflowing mixture is separated by
defining the quality of the outflow streams using empirical
functions. No attempt is made to model the actual separation
process from first principles.

The separator vapor outlet performance is defined by means of a
special function for the vapor 'void fraction at Jj. The donored
junction vapor void fraction used to flux mass through the steam
outlet is related to the vapor void fraction in the separator
volume using the curve in Figure 2.1.5-2. For separator volume
void fractions above the value of VOVER (an input parameter) a
perfect separation is assumed and pure vapor is fluxed out
junction J3. For separator volume void fractions less than VOVER
a two-phase nixture is fluxed out. The VOVER parameter governs
the vapor void fraction of the outflow. If VOVER is small the
vapor outflow corresponds to an ideal separator. IF VOVER equals
1.0 the vapor outlet junction behaves as a normal junction and
the vapor outlet junction void fraction is equal to the separator
volume average void fraction.
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rd.l—Vapor outlet
Volume K

‘ Ja—Separator inlet junction

Jo—Liquid fallback junction

Figure 2.1.5-1. Typical Separator Volume and Junctions.

The flow of the separator liquid drain junction is modeled in a
manner similar to the steam outlet except pure liquid outflow is
assumed when the volume void fraction is less than the value of
VUNDER, see Figure 2.1.5-3. Normal donored fluxes are used for
the separator inlet junction. - Although.the void fractions used
to flux mass and energy from the separator volumes are modified,
the normal junction momentum equations are used to calculate the
flow velocities.
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agJ1 1.0

Vapor outlet
junction

o

VOVER » 1.0 AdrgK

0.0

Figure 2.1.5-2. Vapor Outflow Void Donoring.

1.0
at32

Liquid fallback junction

VUNDER T 10 o

Figure 2.1.5-3. Liquid Fallback Void Donoring.
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o 2. ode

The pump is a volume oriented component and the head developed by
the pump is apportioned equally between the suction and discharge
junctions that connect the pump volume to the system. The pump
model is interfaced with the two fluid hydrodynamic model by
assuming the head developed by the pump is similar to a body
force. Thus, the head term appears in the mixture momentum
equation, but like the gravity body force, it does not appear in
the momentum difference equation used in RELAPS. _ The term that
is added to the mixture momentum equation is

%Pgﬁ [4 - 2.105-1

where H is the total head rise of the pump (m), p is the fluid
density (kg/m3), and g is the acceleration due to gravity (m/s2).
' The factor 1/2 is needed because the term is applied at both the
suction and discharge junctions. h

In the semi~-implicit numericdl scheme, the pump is coupled
explicitly so the numerical equivalent of Equation 2.1.5-1 is

'there the n deSignetes the previous time levelAand At is the time
'1ntegratlon interval., This term is added to the right side of
the mlxture momentum equation.

In the nearly-implicit numerical scheme, the pump is coupled
implicitly by way of its dependence on the volumetric flow rate
(Q). It is assumed that the head depends on the volumetric flow
rate, and a first order Taylor series expansion is used

2%1-137 .




. . o
B o= H o+ %‘é] @+t -9 . - 2.1.5-3

. Thus, the numerical equivalent of Equation 2. 1.5-1 in the
‘nearly-implicit scheme is

1n 1 an|™ on+1 | i}
AzggH at + 3 og dQ] (Q" Q)At . | 2.1.5-4

This term is added to the right side of the mixture momentunm
equation, which uses the linear implicit convection term from
NUREG-43121 sections 3.1.1.4 and 3.1.1.7.

The pump dissipation is calculated for the pump volume as

- : SRR -
ro p ,(afpfvf + agpgvg) A , . 2.1.5-5

where r is the pump torque and w is the pump speed.

This term is evaluated explicitly in both the semi-implicit and
nearly-implicit schemes, and it is partitioned between the liquid
"and'vapor thermal enexrgy equations in such a way that the rise in
temperature due to dissipation is equal in each phase (the
details of the dissipation mechanism in a two-phase system are
unknown so the assumption is made that the mechanism acts in such
a way that thermal equillbrium between the phases is maintained
without phase change). Thus,* the terms that are added to the
right sides of the liquid and vapbr thermal enetgy equations, are

: n : .
nn._ gH n nz=n n n=n , n n
[’9.-,,” [af Pe vf+ag g vg] A:l At [af Pe Cgf]
n n._.n nn
[af Pg cpf + ng pg Crp‘g] 2.1.5-6




and

P T SLPLLN ] 2.1.5-7

respectively.

.~ The pump head, H, and torque, r, are defined by means of an
empirical homologous pump performance model and the pump speed
w, is defined by a pump drive model. The derivative of the pump
head with respect to the volumetric flow rate, dH/4Q, is obtained
from the empirical homologous pump performahce'model using the
assumption that the pump speed is constant.

‘Centrifuga mp_Perfo nce Mode

The basic pump performance data must be generated experlmentally.
,”Analytlcal programs have been developed that are reasonably

}successful in predlctlng near design pump Aperfcrmance for
single-phase fluids. For off design operation or for operation
with a two-phase fluid, the problems of analytical ‘pump
' performance prediction are nearly J.nsurmountable. The basic
parameters that characterize the pump performance are the
rotational speed, w or N; the volumetric through flow, Q, the
head rise, H, and the shaft torque, r. The relationship between
these four parameters can be uniquely displayed by a
four-quadrant representaticn of such data. A typical four
quadrant curve is shown in Figure 2.1.5-4. Both positive and
negative values for each of the four parameters are represented.
The disadvantages'in using such a data map for numerical purposes
are the need for two-dimensional interpolation, the large number
of points needed to define the entire range, and the fact that
the map is infinite in extent. These objections can be largely

2.1-139




overcome by use of a homologous transformation based on the
centrifugal pump similarity relationships. Such a transformation
collapses the four gquadrant data onto a single bounded
dimensionlessi curve having eight - basic octants. Typical
homologous curves for the head and torque are illustrated in
Figures 2.1.5-5 and 2.1.5-6 respectively where' wy, Qr, Hr, and
rp are the rated values for the pump speed, volumetric flow
rate, head, and torgque, respectively. The homologous
transformation is not unique and not all points of Figure 2.1.5-
4 lie on the curves of Figures 2.1.5-5 and 2.1.5-6. However, the
data are closely grouped and the single curve is a good
"approx1matlon for the global pump performance. r ‘
The pump model allows the ‘user the opt:.on of account:.ng for
cav;tatlon or two-phase degradatzon effects on pump performance.
The user must supply a separate set of homologous, two-phase
curves for head and torque that are in the form of difference
curves. leference curves are used because analyszs of avallable
two-phase pump data indicated that when the £fluid being pumped
had a void fraction between 0.2 and 0.9, 1little head was
‘developed by the pump being tested. Outside this range of void
fraction, the pump developed head varied from zero to undegraded
51ngle-phase performance. To consider the degraded performance,
a set of dlmenSLonless homologous curves was fit to the head
data. Thus the fully-degraded two-phase head was expressed as a
function of the standard pump medel arguments.

To,consider the ranges of void fraction where the pump was able
to 'develop head: (0 to 0.2 and 0.9 to 1.0), a multiplier as a
function of void fraction was used. The multiplier varied from 0
to about 1.0 as the void fraction varied from 0 to 0.2, and the
multiplier varied from about 1.0 to 0 as the void fraction varied
from 0.9 to 1.0.
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Pump speed, u
(rpm)

e

04 % s ld /
7 7 -100% Volumetric
Pid flow, Q
L
—~ (gpm)
/ -

v

Ve
/100%
-gpm —r=
. /

Constant head, H
—«-e Constant torque, r

v Figure 2.1.5-4. Typical Pump characteristic Four-Quadrant Curves.
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-1.0 via or alv
/

a= w/w g(speed ratio)
. h= H/HR (head ratio)
v = Q/QQ (flow ratio)

—~-1.0

. Figure 2.1.5-5. Typical Pump Homologous Head Curves.
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-1.0 vie or alv
]
a = wlup (speed ratio)
8 = m(torque ratio)
v = Q/Qp (flow ratio) -
- — 1.0
\_

Typical Pump*Homoiogous Torque Curves.
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Available pump data from the 1-1/2 Loop Model Semiscale and\\~a/
Westinghouse Canada Limited (WCL) experiments were used in
developing the:two-phase pump data. Assumptions inherent in the
pump model for two-phase flow include:

1. The head multiplier, My(ag), determined empirically
for the normal operating region of the pump, is also
valid 'as an interpblating factor in all other
operating regions.

2. The relationship of the two-phase to the single-phase
behavior of the Semiscale pumpfis applicable to large
réacto; pumps. This assumes that the pump model of
twd-phaSe flow is independent of pump specific speed.

The single-phase pump head (dimensionless) curve for the
Semiscale pump is shown in“Figu;e 2.1.5-7 and the fully degraded
two-phase pump head curves are shown in Figure 2.1.5-8. These\\,/
represent complete pump charac#eristics (except for the reverse
punp fully degraded region) for the Semiscale pump operating
under two-phase conditions with the average of the void fractions

of the pump inlet and outlet mixtures between 0.2 and 0.9. The
lines drawn through the data were.determined by 1least square
polynomial fits to the data using known constraints.

A comparison of the two-phase data in Figure 2.1.5-8 with the
single-phase data in Figure 2.1.5-7 shows that the two-phase
dimensionless head ratio (h/v? or h/a2) is significantly less
than the single-phase dimensionless head ratio for the normal
pump operation region (HAN and HVN). For negative ratios of v/a,
such as those that occur in the HAD region, the punp flow becomes
negative. When the pump flow is negative, the two-phase
dimensionless head ratio is greater than the single-phase
dimensionless head ratioc. Two-phase. flow friction 1losses are



Normal pump (+Q,+ a) Ecn

Energy dissipation (-, + ) { HAD

Normalturbine  (-Q,-a) ’:‘%[

Reverse pump (+Q,~a) :eg

hlv2 or‘hla 2
{5)
HAT

1)
HAN

HVT
(&)
— HVN @ |

0 0.5
alvorvia

jand 0.5 L
h= HIHR head ratio

v = Q/QR flow ratio
a= Wiwg speed ratio

Figure 2.1.5-7. Single-Phase Homologous Head Curves for 1-1/2
Loop MOD1 Semiscale Pumps.

K-/‘
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hia 2or hiv2
5

HAD L 4

HVD

!
0.5 -

afv or via

Figure 2.1.5-8. Fully Degraded Two-Phase Homologous Head Curves
for 1-1/2 Loop MOD1 Semiscale Pumps.

2.1~-146




generally greater than single-phase losses, and friction is
controlling in this energy dissipation region (HAD). The other
regions of two-phase dimensionless head ratio data show similar

deviations from single-phase data.

Table 2.1.5-1 shows the 'différence between the single- and
two-phase dimensionless head ratio data as a function of v/a and
a/v for the various pumping regions shown in Figures 2.1.5-7 and
2.1.5-8. The differences shown in Table 2.1.5-1 are for the
eight curve types used for determining pump head.

The head multiplier, MH(ug) and void fraction data shown in
Table 2.1.5-2 were obtained in the followlng manner. The
Semiscale and WCL pump data®2? were converted to dimensionless
head ratios of h/a? or h/v2. Values of the dimensionless head
ratios were obtﬁined for pump speeds and volumetric flow rates

within 50% of the rated speed and flow rate for the pumps. The
difference between the single- and two-phase dimensionless ratzos
was developed as a function of the average,yoxd fractions for the
pump inlet and outlet mixtures. The difference between the
single- and two-phase dimensionless ratios was then normalized to
a value between 0 and 1.0. The normalized result was tabulated

as a function of the void fraction.

If the two-phase option is selected, the pump head and torque are
calculated from

H= H1¢ - Mﬁ‘“g) (H1¢ - H2¢) : 2.1.5-8
and

T - flé‘— Mf(ag) (71¢1- ré) . ' 2.1.5-9
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where

1¢ = single-phase value,
2¢ = two-phase, fully degraded value, 0.2 < ag < 0.9, .
M= multlplier on dlfference curve, and

ag = average volume void fractlon.

Centrifugal Pump D;ive Mode;

The pump torque is used to calculate the pump speed after the
pump has been shut off by the input t:lp signal. The speed is
calculated by the deceleration equation

dw = | .
dt r . Ll . y 2-105"10
' The solution of this equation is ' - ),

" - o, + Z8E 2.1.5-11

t+at t I’ i
where

r = net torque,
I = moment of inertia,
t = time,

At = time step, and

w = angular velocity.

The rate of energy addition to the pump system is given by wr and
‘has * been used in Equation 2.1.5-5 to calculate the pump
dissipation.

~
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Table 2.1.5-1. Semiscale Dimensionless Head Ratio Difference
(single-phase minus two-phase) Data.

v a
X = _ or _
a v
o - .
2 2 2 >
Q 14 @ 24 v 14 v 24
Curve Tvpe X Y . Curve Type X Yy
1 (HAN) 0.00 0.00 4 (HVD) -1.00 -1.16
0.10 0.82 ~0.80 ~0.78
0.20 1.08 : -0.80 -0.50
0.50 1.02 - -0.70 -0.31
0.70 1.01 -0.60 -0.17
0.90 0.94 -0.50 -0.08
1.00 1.00 -0.35 0.00
L : . : .~0.20 -0.05
2 (HVN) 0.00 0.00 -0.10 0.08
' 0.10 ~0.04 " 0.00 0.11
0.20 0.00 : , ,
0.30 0.10 5 (HAT) 0.00 0.00
0.40 0.21 0.20 -0.34
0.80 0.7 ' 0.40 -0.65
0.90 0.80 0.60 -0.95
1.00 1.00 0.80 T -1.19
1.00 -1.47
3 (HAD) -1.00 -1.16 .
-0.90 -1.24 6 (HVT) 0.00 0.11
-0.80 ~1.77 . 0.10 0.13
~-0.70 -2.36 ' : 0.25 0.15
-0.60 -2.79 ' 0.40 ] 0.13
-0.50 -2.91 ’ T 0.50 0.07
-0.40 -2.67 0.60 -0.04
-0.25 -1.69 0.70 -0.23
-0.10 -0.50 . o 0.80 -0.51
0.00. . = 0.00 - 0.90 -0.91
o 1.00 -1.47
7 (HAR) -1.00 0.00
0.00 c.00
8 (HVR) ~1.00 0.00
0.00 0.00
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‘Table 2.1.5~2.

>4

g

0.00
0.10
0.15
0.24

0.30
0.40
0.60
0.80

Q.90
0.96
1.00

My (ag)

-0.00

0.00
0.05
0.80

0.56
0.98
0.97
0.90

0.80

0.00

'Head Multiplier and Void Fraction Data.

The total pump torque is calculated by considering the hydraulic
torque from the homologous ‘curves and the pump frictional torque.

The net torque with the drive motor shut off is

7T =

where

rhy

fhy =

Tfy =

+'rf

r

!

hydraulic torque and

frictional torque.

2,1.5~-12

Pump frictional torque (r£r = TF) is modeled as a cubic function
of ‘the pump rotational velocity.
cubic function is

.S =

y_
VR\

4
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SA = |s| , and o 2.1.5-14
TF = —-SIGN(TFO + TFl.SA + TF2.SA2 + TF3.523, s) , 2.1.5-15
where V is pump rotational velocity, VR is rated pump rotational

velocity, TFO, TFl, TF2, and TF3 are input data, and SIGN is a
function whose result is the magnitude of the first argument with

" the sign of the second argument. An option is available to

specify whether reverse rotation of the pump is allowed.

The electric drive motor will affect the speed behavior of the
pump while the motor remains connected to its power source. The
net torque with the drive motor on is incorporated into the pump '
model by adding the value of motor torque, 7, to the torque
summation

T =Ty + Ter = Tpoo ' . 2.1.5~16

y r n

where the sign of the motor torque is the same as that of the
hydraulic and frictional torque for steady operating conditions,
that is, zero net torque.

Induction motors are used to drive primary coolant pumps. At
constant voltage, the motor tbrque is an explicit function of
speed. This torque/speed relationship is normally available from
the motor manufacturer. '

Motor torque is supplied to the pump model as a.tabular function
of torque versus speed aS'givehvby the manufacturer’s data. A
typical torque/speed curve for an induction motor is shown in
Figure 2.1.5-9.

The capability to simulate a locked rotor condition of the pump
is included in RELAP5. This option provides for simulation of
the pump rotor lockup as a function of input elapsed time,
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" maximum forward speed, or maximum reverse speed. ' At the time thes—/
rotor locks (and at all times thereafter), the pump speed is set
equal to zero. :

WO —T—T— T T T T 1

200 - —

Percent rated torque (26,000 {1-1b)
(=]

Py IS TR T M N R B R
40 60 80 100 120 140 160 180 200
Percent synchronous speed (1200 rpm)

~ Figure 2.1.5-9. Torque Versus Speed, Type 93A Pump Motor (Rated "/
' o : Voltage).
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2 1.5.3. Valves

Valves are quasi-steady models that are used either to specify an
optlon in a system model or to simulate control mechanisms in a
hydrodynamic system. The RELAPS valve models can be classified
into two eategories. (a) valves that open or close instantly, and
(b) valves that open or close gradually. Either type can be

'operated by control systems or by flow dynamics.

valves in the first category are trip valves and check valves.
The model for these valves does not include valve inertia or
momentum effects. If the valve is used as a junction with an
abrupt area change, then the abrupt area change model is used to
calculate kinetic loss factors when the valve is open.

Valveé in‘thevsecond category are the inertial swing check valve,
the motor valve, the servo valve, and the relief valve. The
jnertial . valve and relief valve behavior is modeled using
Newton's second law of motion. The abrupt area change model

. controls losses through the valve as the cross-sectional flow

area varies with valve assembly movement. The motor and servo

i‘valve use differential equatlons to control valve movement.
_These two valves include the optlons to use the abrupt area

change model to calculate losses across the valve or to use flow
coefficients (cv) input by the user. The Cy’s are converted to
energy loss coefficients within the numerical scheme.

~Valves are modeled in RELAP5 as junction components. The types

of valves are defined as follows.

Trip Valve

The operation of a trip valve is solely dependent on the trip
selected. With an appropriate trip, an abrupt full opening or
full closing of the valve will occur. A latch option is also
included for latching the valve in the open or closed position.
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The operation of a check valve can be speclfied to open or close
by static differential pressure, to open by staticmdxffe:ential
pressure and close by flow reversal, or to open by static
differential pressure and close by dynamic differential pressure.

2All of the check: valves will be opened or closed based on static
differential pressure across the Junction according to

'[P' +’APK ] - [pL + AP, ] - PCV > 0, valve opens , 2.1.5-17

K g g
where
: Pgy PL = junction from and to volunme thermodynamic
. pressures,
APK ! APL- = static pressure head due to gravity, and \
g g | N
PCV = back pressure. requlred to close the valve (user

input).

..For a §tat;c pressu;e controlled check valve the valve will open
if Equatlon 2.1.5-17 becomes posxtlve and will close if Equation
u2.1.5-17 becomes negative. If Equation 2.1.5-17 is zero, the
valve wilL remain as previously defined.

~For a flow controlled check valve, the valve will open if
Equation 2.1.5-17 is positive and will close only if a flow

reversal occurs such that

GC < 0,
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where GC is the dynamic pressure given as

GC = %(l'p_v.';)j = %",prfvf + agpgvg'j(ufvf + ang)j o 2.1.5-18

For a dynamic pressure’ controlled check valve, the valve opens if
Equation 2.1.5-17 is greater than zero. Once the valve is open,
the forces due to pressure differential and momentum hold the

valve open until

< 0, valve closes

P, - AP - (P, + AP "4+ GC - PCV - .
[ K Ké] , [ L -Lb] , : = 0, remains as

previously .

The terms af and ag are the junction’liquid and vapor volume
fractions, respectively, pf and pg are the junction liquid and
vapor densities, respectively, and vg and vg are the 3junction
liquid and vapor velocities, respectively.

All check valves may be initialized as either open or closed.
Leakage is also allowed if the valve is closed and the abrupt
area change model is used to calculate the valve form losses.

" Inertial Valve

This valve models the motion of the valve flapper assembly in an
inertial type check valve. The abrupt area change model is used
to calculate kinetic form losses assuming that the area between
the flapper and the valve seat behaves as an orifice whose area

‘ changes in time as a function of the inertial valve geometry.

The motion of the flapper about the shaft axis is given by
Newton’s second law (angular version) as

r =1 a 2.1.5-20

s
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where the external torques acting on the valve disk aré given by N/

where AP is the pressure drop across the valve, and o« is the
anqular ~acceleration. - Substituting Equation 2.1.5-20. into
Equation 2.1.5-21 gives

Ia = - WL sine - xR L(AP + P head) ' - . 2.1.5-22

where ¢ has been dropped by assumlng the valve is a horzzontal
pipe. Equat:.on 2.1.5-22 is then written in finite-difference

form as

nA= l - 1, 3 -— -
a» I WL s;ne rrR L(AP -l-PB head) ' 2.1.5-23

- : A . ~ : N
where the superscript, n, indicates the time level, t + n at.
Integrating Equation 2.1.5-23 with respect to time yields the
angular velocity

oML = LTk QTae - 2.1.5-24

Similarly integrating Equation 2.1.5-24 gives the angular
position

The throat flow area for the valve is set by the following

function 94'95.

2xR? tan(e"™l) 8 < 26.565 : :"z 1.5-2¢€

sz 8 > 26.565 . N

n+l
Athroat =

2.1-156



Several options are allowed with the use of this valve such as
specifying minimum and maximum flapper angular positions when the
valve is closed, specifying latch or no latch options, and

specifying leakage.

Motor Valve

This valve model has the capability of controlling tﬁe junction
flowAarea betwéen two control volumes as a function of time. The
dperation of the valve is controlled by two trips: one for
dpening the valve, and a second for closing the valve. A
constant rate parameter controls the speed at which valve area
changes. The motor valve area variation can also be specified
using a general table. When the general table is specified, the
constant rate parameter controls the valve stem position and the
general table relates the stem position to the valve flow area.
conversely, when the general table is not specified, the constant
rate parameter controls the rate of change in valve area.

The abrupt area change model is used to calculate kinetic form
josses with respect to the valve area. However, if the
normalized valve flow area has a value less than 1.0E-10, the
valve is assumed to be closed. |

A second optiocn allowed for the motor valve is the specification
of valve flow coefficients, Cy. These coefficients may be
specified using a general table of Cy Vversus normalized stem
position and the smooth junction option must be specified. The
conversion of Cy to an energy loss coefficient, K, is done in the
numerical scheme using the formula

K = g -—Yalve 2.1.5-27
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where o o ' N
po = density of water at 288.71 K (60.0 F).

Provisions also exist for applying muitipliers to both stem
position and Cy.

Servo valve

‘The servo valve operation is similar to that for the motor valve.
However, the valve area or stem position ‘is controlled by a
‘control variable rather than by a’specified rate parameter. The
servo valve also has the same options as‘thg motor valve.

Relief Vvalve
For thermal-hydraulic analysis of overpressure transients it is
necessary to simulate the effects of - - relief valves. - In

particular, it is desirable to model the valve dynamic behavior\\aj
including simulation of valve flutter and hysteresis effects.

To assist in understanding the relief valve model three
schematics of a typical relief valve are shown -in Figures 2.1.5-
10, 2.1.5-11, and 2.1.5-12. The three schematics represent the
valve in the closed (Figure- 2.1.5-10), partially open (Figure
2.,1.5-11), and fﬁlly open (Figure 2.1.5-~12) modes, respectively.
In the SChehatiCS, the seven main components of a relief valve
~are shown, which are: the valve housing, inlet, outlet, piston
rod assembly, spring, bellows, and valve adjusting ring-assembly.
The numerical model of the valve simply approximates the fluid
forces acting on the valve piston and the valve reaction to these
forces. The model of the fluid forces is based on a
quasi-steady-state form of the impulse momentum principle and the
' valve reaction force is based on Newton’s Second Law of motion.




A qualitative understanéing of the operation of the relief valve
can be gained by referring again to Figures 2.1.5-10, 2.1.5-11,
and 2.1.5-12. If the valve inlet pressure is low the valve is
closed, as shown in Figure 2.1.5-10. As the inlet pressure
increases the valve piston will remain closed until the force of
the upstream pressure on the valve exceeds the setpoint forces.
The setpoint forces are the combined forces of the piston and rod
assembly weight, the' valve spring, the atmospheric pressure
inside the bellows and the downstream back pressure around the
outside of the bellows. Once the setpoint forces are exceeded
the valve piston will begin to lift. Upon opening, the upstream
fiuid will begin to expand through the opening into the valve
ring region. This initial expansion occurs through the angle ag
and the flow changes direction through an average angle 6o as
shown in Figure 2.1.5-10. As the flow accelerates, the momentum
effects of the expansion and change in flow direction exert a
thrust on the valve piston causing the valve to open further. Aas
the valve partially opens the angle of expansion decreases to a3
and the change in flow direc;ion increases to €37 as shown in
Figure 2.1.5-11. This effect in turn further increases the
thrust on the valve piston causing it to fully open as shown in
Figure 2.1.5-12. As these processes occur the valve reaction
forces and fluid momentum forces vary in. such a manner that the
valve will not close until the upstream pressure decreases
significantly below the valve setpoint pressure. In this respect
a hysteresis effect is observed that is characteristic of relief

valves.

The relief valve model consists of a set of equations designed to
approximate the behavior described above. In implementing the
model, the dynamic behavior of the fluid is calculated at each
time step by the RELAP5/MOD2-B&W hydrodynamic solution scheme.
The resultant phasic velocities and thermodynamic properties are
then utilized to solve a quasi-steady equation approximating the
fluid forces on the valve piston. The valve dynamic reaction



forces are then calculated and the new time valve piston speeo\\’/
and p051t10n are estlmated.

The relief valve model is formulated by applymg D'Alembert'
principle in which the forces acting on the face of the valve
. piston are_balanced, for which the valve reaction forces can be

written as

(Reaction Forces) = Fp = m + B (vv % housing) + K.x ,
2.1.5-28

where

P

my = mass of the valve mechanism that is in motion .
(i.e., the valve piston and rod assembly comblned with
the spring and bellows), -

ay,x =evalve,assembly acceleration in the'x-direction,

B = damping coefficient,
Vy,x = velocity of the vaive mechanism in the x-direction, ~—/
Vhousing = 0 = velocity of the valve housing,
Kg = spring constant, and

x = piston position (i.e., x-coordinate).

The poéitive x-direction is‘assumed to be in the direction of
fluid flow at the valve inlet. The fluid forces can be
formulated by summlng ‘the forces acting over the surfaces of the
fluid flow channel such that

(Fluiq'Forces) é,FF (P s2p) %

= (PyRga)y = (PoRpy) = (BAy), = Fp . 2.1.5-29
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where

FR = reaction forces,
Pj = valve inlet pressure,

Ap = valve piston face area exposed to the inlet flow
stgeam,

P, = atmospheric pressure inside the bellows,
Apy = valve piston area inside the bellows,

Po = valve back pressure outside the bellows,
Apo = valve piston area outside the bellows,
Ag = valve ring exit area, and

Pe = valve ring exit pressure.

The subscript x denotes that the force component is in the x-
direction. Since the fluid is flowing through a channel that
poth expands and changes direction, the fluid undergoes a change
in momentum expressed by the impulse momentum principle as

) 2.1.5=30

Fo = a(mv) = ng (ve,x - vi,x

where

h., = mass flow rate of the fluid through the valve,

ve,x = fluid velocity exiting through the rings, and

it

vi,x = fluid velocity entering the valve inlet.
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Figure 2.1.5-10. Schematic of a Typical Relief.Valve in the
Closed Position. NG
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Figures 2.1.5-11. and 2.1.5-12. Schematic of a Typical Relief
valve in the Partially and Fully
k\/ Oopen Positions, respectively.
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Hence balancing the forces by combining Equations 2.1.5-28,\__/

m a + BV + st = =(P (P

a Ba) c BO)

- (PeAe) cosé - mp (vecose - vi) + PiAD . 2.1.5-31

The valve acceleration can be expressed in terms of the valve

velocity as

='—'-""x -
By x +q, : | | 2.1.5-32

where g is the acceleration of gravity;»

Combining Equations 2.1.5-31 and 2.1.5-32, treating'the velocity
" damping term and spring force posxtxon terms imp11c1tly an¢

i

integrating over the time step gives . _ 2 N/
n+l n n+l n+l - n .
m, (vv,x' vv,x) + va,x at + Ks X dt + mvgdt = [(PiAD)

- (PAg,) ~ (Pg Na

G o n n .n '
Bo) (PeAe) cose, - mF (vecoseé - vi)]dt '

2.1.5-33

where the supersCripts n and n+l represent the old and new time
terms, respectively.

The position term, x"*1  can be written in terms of the valve

velocity by considering that

dx
vv dt . 2.1.5-34

N
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If Equation 2.1.5-34 is integrated over the time step then

xn+1 - xn + vn+1 dt

v,x - 2.1-5"'35

“If the valve setpoint pressure is eguated to Kgxgp then combining
' Equations 2.1.5-33 and 2.1.5-35 and both adding and subtracting

the term Kgxp gives the numerical form of the relief valve model,
for which

+1

n -
X + Ks(x xo) + mvg] dt

n+l n n
m, (Vo = Vy,) *L(BF K@) vy

_ n _ _ (phy - - ¢pn n
- stodt + [(PiAD) (PaABa) (POABO) (PeAe)cosee

. n n n ,
o (vecosee vi)] dat . 2.1.5-36

The size of the gravity term, g, is dependent on the valve
orientation. For example, if the valve is oriented upward (i.e.,
+x is upward) then the gravity term is expressed as g = -lg].

In the numerical scheme, Equation 2.1.5-36 is solved for the
new time valve piston velocity, v2+1, in terms of the current
time terms with superscript, n. The terms required to model the
valve geometry and the valve damping, spring, and back pressure

forces are input by the user.

The characteristic relief valve hysteresis effects are inherent
in the formulation of Equation 2.1.5-36. For example, if the
valve is closed then all velocity terms are zero and x = Xo.
Therefore, acceleration of the valve piSton in the positive x
direction cannot occur until the upstream force PjAp exceeds the
spring set point and valve ﬁeighﬁ. Once the valve opens and the
fluid accelerates, the forces due to the change in fluid momentum
aid in holding the valve open. Therefore, the valve cannot close
until the combined fluid pressure and momentum terms decrease
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below the set point forces. Hence; the desired hysteresis is\\,/
incorporated in the model.

2.1.5.4. Accumulator Mecde

An accumulator model is included in RELAP5/MOD2-B&W that features
mechanistic relationships for the hydrocdynamics, heat transfer
from the tank wall and water, _surface, condensation in the vapor
dome, and vaporlzatlon from the water surface to the vapor dome.

Hydrodynamic Model

An accumulator is mcdeled in RELAPS as a lumped-parameter
component. ThlS modellng was chosen-for two reasons; the spatial
gradients in the accumulator tank are expected to be small, and
special treatment of the equation of state can be utilized.

The accumulator model and associated notat1ons are shown ln
Flgure 2.1.5- 13. The basic model assumptlons are: W,

1. Heat transfer from the accumulator walls and heat
‘and mass transfer from the liquid are modeled using
natural convection correlatlons assumlng simllarlty
between heat and mass transfer from the 1liquid

“surface.

2. The gas in the gas dome is modeled as a closed
expanding system composed of an. ideal gas with
constant specific heat. ~ The steam in’ the dome

exists at a very low partial pressure and hence its
effect on the nltrogen state is neglected. However,
~energy transport to the gas dome as a result of
vaporlzatlon/condensatlon is included.

3.  _.Because of the high heet‘capacity'and,large4mess of
water below the interface, the water is modeled at

an isothermal system.
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4. The model for 1liquid flow includes inertia, wall
‘friction, form loss and gravity effects.

Using these assumptions, the basic equations governing the
thermal-hydraulics of the tank and discharge . line for
conservation of mass (nitrogen) can be written-as
M = constant = p_V A 2.1.5-37
n n n

where

Mn and Pp = gas mass and density, respectively, and
Vn = gas dome volume

for conservation of energy.

Nitrogen
ou av, .
nFE bge P
where

u_ = nitrogen internal energy

n
PD = vapor dome pressure, and
QD = heat transfer rate to the gas dome.
Wall
aT .
M__15 Cy —wall _ 5 1 2.1.5-39
wall Jt wa
Rev. 2
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where - | ’ ' . : "/

i

Myall = metal mass in the tank wall,

o

v metal specific heat,’
wall

Tywall = mean metal temperature, and

Qwall = heat transfer rate to the wall.
For momentum?

PA (Li!

e
st T2V

vy + FPv = - A 22 4 APZ:,

ax 2;1.5-?0

where

A = flow channel cross-sectional area,
v = velocity,
F = frictional loss coefficient, and

AP, = elevation pressure differential.
For the gas state relationships

PV, =MRT | 2.1.5-41

and
2.1.5-42

SEquation 2.1.5-40 is the combined tank and discharge line
momentum equations. The wall drag coefficient, F, is given as
1/2pyf Ly/D Apv, where D = surge line diameter.

\_/
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Using Egquations 2.1.5-41 and 2.1.5-45, the nitrogen energy
equation (Equation 2.1.5-40), can be rewritten as

aT
M c =—R=-p

n S ac D VAL + QD . 2.1.5-43

Differentiating Equation 2.1.5-41, eliminating the constant term
MpRp and substituting the result into Equation 2.1.5-43 vields

R dv, dpP R
_nj| _v D __n_ ¢ -
n n

Equations 2.1.5-40, 2.1.5-43, and 2.1.5-44 comprise the system of
three differential equations used in the accumulator hydrodynamic
model. They are used to numerically advance Tp, Vy, and Pp in

time.

Heat Transfer to the Gas Dome

In the accumulator, energy transport by heat transfer is modeled
to the gas dome using a typical connective transport equation of

the form

where

thermal transport interface,

subscript i

convective transpbrt coefficient,

o
-
0

Aj = interface surface area, and

interface to gas dome temperature
difference.

-3
”
1
s
e/
i

- 2.1-169



-~

r Steam and nitrogen vapor
o o o
° Volume Vp
Temperature Tp
Wall heat Qp1—e=— Pressure  Pp
" )
o
o (o] (o]
4 Liquid water
Volume Vw
: Temperature Ty,
h
\ J

Cross sectional area AL

\ ' o 1 v-exhaust
' . line
velocily

e P-system
pressure

N

Figure 2.1.5-13. Typical Accumulator.
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It should be noted that heat and mass transfer in the accumulator

surge line are neglected.

Two turbulent natural convection heat transfer models are used
and combined by superposition. First, heat transfer with the
cylindrical walls of the tank is considered using a turbulent
natural convection correlation®6 for heat transfer within a
vertical cylinder with closed ends for which

X4 L
1 1 ;
2°TK
and

\__/ - where

h; = gas dome to cylinder heat transfer coefficient,

L = gas dome cylinder length,
§ = gas dome characteristic diameter,
X3 = gas thermal conductivity,

1/2 Dpx = integration interval normal to the surface of
the cylinder,
Gr = gas dome Grashof number, and
Pr = gas dome Prandtl number.

Second, heat transfer with the disk shaped ends of the cylinder
is considered, where the top disk is the metal top of the tank
and the bottom disk is the liguid-gas interface. For this model
a turbulent natural convection correlation®® is used for heat
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" transfer between two horizontal disks separated vertically where, \
for each disk, - ' ’

Xg 3L
and
2
=D
A2 - —Zﬂ . 2.1-5"49

In the correlations given by Equations 2.1.5-46 and 2.1.5-49 the
product of the Grashof and Prandtl numbers represents the
convective thermal circulation in the gas dome, where the Grashof
number represents the circulation and the Prandtl number
represents the thermal diffusion. Only the Grashof number is a
function of the gas dome dimensions and temperature difference

"fér which \\_/

_ 98y | T, =~ T4l 6

Gr 2.1.5-50

where

g = acceleration due to gravity,
Bq = gas isobaric«coefficieht of thermal expansion,

T; - Tq = magnitude of the interface, gas dome temperature
- difference,

'v{ = gas kinematic viscosity, and

§ = characteristic overall diameter of the gas dome.

N
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If the Prandtl number is written in terms of the gas dome thermal
diffusivity then .

. p .
Pr = d ’ 2-1.5-51

where

pq = gas density and

ag = thermal diffusivity.

The characteristic diameter is defined in terms of the typical
volume to surface area ratio as

5§ = d . 2,1.5-52

where

Aj = combined gas dome cylinder, disk top, and bottom
surface areas.

Mass Transfer to the Gas Dome

When the accumulator is in its stagnant initial condition the gas
dome and liquid are in thermal equilibrium and the gas dome is at
essentially 100% humidity. However,  as the accumulator blows
down, the gas dome expands and cools while the liquid remains
essentially isothermal. As a result there is simultaneous
vaporization at the liquid-gas interface and condensation in the
gas dome.

At the liguid-gas interface as vaporization occurs the vapor
diffuses across the temperature gradient into the gas dome.

Assuming that the process can be approximaﬁed by a quasi-steady
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formulation, then for diffusion in a stagnant gas the mass\\d/
transfer for the process can be written as

. _ ‘d_c _
vap = fAi dx r ) 2.1-5 .53
where
vap = rate of vapor diffusion,
¢ = diffusion coefficient,

Aj = surface area of the liquid-gas interface, and

== = vapor concentration gradient.

The concentration can be expressed in terms of partial pressure
such that

p \_/
A -
C—Pdpg, 2.1.5-54
where
- € = vapor concentration,
Py = local vapor partial pressure, and
pg = vapor density (saturated vapor at Py).
Hence at the dome pressure, the concentration gradient can be
written as '
dc _ 1_ EE!&Q_ 2.1.5-55
x Py dx * : Tt
~/
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Combining Equations 2.1.5-53 and 2.1.5-55 and integrating gives

cA x=La x=Ld
Y =‘o—‘-—'i— : 7 » -
Mvap Ld Pd Pv] dpg + p I de ¢ 2.1.5-56
x=0 x=0

where the integration is performed by parts.

Both of the differential terms dog and dpPy can be written in
terms of temperature differentials if 100% relative humidity is

assumed, so that
s
P, = P (T .
where

PS(Tg) = saturation pressure at the temperature Tqg,

Hence the density differential can be expanded as

dp dp ap
_ g g g -
9 P '
where
ap .
gl - -
[ap] = rgpg 2nd 2.1.5-58
9l
ap
Pal . . -
[a'r ]P == BgPg - 2.1.5-59
g
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substituting Clapeyron’s equation for the dPs/dT'term“gives
- he |
d_ =p_ | |—2L|-5_| ar, 2.1.5-60
g g | ISy g
g fg

where Clapeyron’s equation is

h

aps = [,-r—%q—] ar , . 2.1.5-61
g fg '

and where the term (hfg/Tgig) is treated as a constant.
Combining Equations 2.1.5-56, 2.1.5-60, and 2.1.5-61 the
diffusion equation can be rewritten as

- e 2 - Reg - |Pq -
Moap = Ly Py Pyfg |*g TqV¢g T Bgl. T rg TqVe ATg = Ty -

’ 2.1.5-62

The dome average terms are evaluated at the dome average
temperature, Tg = Tq, and Ty is the tank top wall temperature.

Equation 2.1.5-62 can be made analogous to a convective equation
by expressing the mass transfer coefficient as

h, = & 2.1.5-63

‘where

hzg = mass transfer coefficient in a stagnant gas.
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Then, by applying Reynold’s analeogy a turbulent natural
convection mass. transfer coefficient can be derived in terms of
the heat transfer coefficient, hy, from Equation 2.1.5-48 such
that

: ay, 1/3
o d
th = h2 (kD) (f ) . 2.1.5-64

Equation 2.1.5-64 can then -be substituted in place of (¢/L) in
Equation 2.1.5-63 such that

1
< - A' h
Y - oy (43 | ) 3 —fa | _
Mva'p hz(kd) ¥ ) [Pd] {Pg & [kg [Tdvfg] ﬂg]

h
- [ rea |1
+ 5. (T, - T.) 2.1.5-65
g [Tgvfg] £ W

which gives the rate at which water vapor is transported into the
accumulator gas dome by turbulent diffusion.

Since the energy transported to the gas dome by the vaporization
process must come from the liquid and since the energy per unit
mass required for vaporization is hgg, then the rate of energy
transport to the gas dome by vaporization is

vap ~ l‘V<'=sp(hfc.:)1‘f B Mvap(hg)Tf '

2.1.5-66

where Tyap is the rate of vaporization at the liquid gas
interface. ~

In the gas dome, as the accumulator blows down, the gas cools and
condensation by turbulent diffusion occurs. The rate of

condensation may be approximated by assuming that the gas dome
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remains -at 100% humidity and =~ considering . simple humidity\\aj
relationships. The humidity ratio can be written as

M N_P
w=z3= 2.1.5-67
M N P/ R
n n'D

where

Mg, Mp = vapor, gas masses, respectively,
Ng, Nn = vapor, gas molecular weighﬁs, respectively, and

Pg = vapor partial pressure.
Taking the derivative of Equation 2.1.5-67 gives

daM N_ dp ap, - ?
=1 |y-3_9_y B, S 2.1.5-68

dt P n N dt g dt

From Gibb’s equation, the relationship between the vapor and
liquid condensate in the dome is

o ap , v daP. :
Vg I - Sq =v, EEQ - S, . 2.1.5-69
Py Tp D PgrTp Py, Tp D Py Tp
Substituting the relationship
dp _ 4P dT -
at aT dt 2.1.5-70
into Equation 2.1.5-69 and rearranging gives
. .V h - h, ,
£, { g £ ]-
qu _ PD'TD,dPD ) P 'TD "Pni Th dTy : 0 .1.571
dt v dt T, V dt * e
9p T D gp ,q_
g’’D g’'"D N



Combining Equations 2.1.5-68 and 2.1.5-71 with Equations
2.1.5-43 and 2.1.5-44 gives

v
£
o) N P.,T . R R
g .1l |y S-nx _-D''D1 | B _p {1+ 8| av
dt P aN v V. D C D C 1
D a dp T v v \'
g’'"D
4 - 9 |—3— (Qn = PpB V) 2.1.5-72
PN T, V C D D7l
D "a D 9p .o v
g’"D -
and the rate of condensate formation is given as
aM
VS —- v -
MC at + Mvap . 2.1.5-73

The energy transported by the condensate to the interface can be

expressed as

Qﬁ = hf . ' 2.1.5-74

Also, since the condensation is taking place in the gas dome, the
energy given up by the condensation process is'given up. to the

gas dome at the rate expressed as

0y =M

h . 2.1.5-75
c c ng

D

Finally, since it is assumed that the condensate is transported
to the interface at the condensation rate

m, = M, . 2.1.5-76
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and the net energy given up to the gas dome by the copdensationk\“/
process can be expressed as

; : 0 =m_(h ~h, ) . 2.1.5-77
c c A T

Energy Transported to the Gas Dome by Combined Heat and Mass
Transfer ~ ,

The total energy tfansported to the gas dome can be rewritten by
combining Equations 2.1.5-45, 2.1.5-46, 2.1.5-48, 2.1.5-66, and
2.1.5-77 and summing to give

QD = (hlAl + thz) (Tw - Td) + h2A2 ('I‘f - Td) + Mvap hgT
£

+m_lh - h . - 2.1.5-78
c fg f
A [ Ty Td}

Numerical Implementation

The numerical scheme used for the accumulator model includes
épecial features for coupling the solution scheme to the main
code in such a way that it is time step independent. This

scheme, as in RELAPS5, is semi-implicit and special considerations
| are employed to preserve the nitrogen energy and mass.

The numerical scheme uses finite difference techniques to solve
the differential equations. The momentum equation is formulated
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, by integrating Equation 2.1.5-40 over space and writing the time
variation in difference form as

AL ) t
: s 'l n+l
I[Pf (LfL + LfTKHATK + FfAt + pg L + Lng) + FgAt] va

- -{p"*l- “*1) At + AP At + [pf +Lf x)(
+ L ( - CONVF - CONVG 2.1.5-79
where
n+l

P = pressure downstream from the accumulator junction.

The inertia term is represented by

A | AL

L] L
pA L, + L ' +plL.  + 1L , , 2.1.5-80
f{ S (Awﬁ 9( 9 91k ' Arx '

where L, , L, , L_, and L are the lengths of the liquid and
£ Ttk 9L Irk
gas in the surge 1ine and tank, respectively. These terms are

computed at each time step and hence vary exp11c1tly with time
having the effect that as the accumulator blows down the 1nert1a
term changes from a ligquid dominant to a vapor dominant term. The
liquid and gas friction terms, respectively, are formulated as

p L¢ Le
Fe = 52 A B‘L + Kp E—L )v? 2.1.5-81
L L L

Rev. 2
2.1-181 8/92




for the liquid, and

L
p ( g g }
g —L ~Li,n
F_= A -+ v 2.1.5-82
g 2 b, *'n Iy Ve, '

for the vapor. Friction is neglected in the tank and the line
friction factor is assumed to be the constant turbulent-turbulent
Darcy friction factor given as

= [1.74 - 2 Log %i ] . 2.1.5-83

The loss factor term, KL, is assumed to be dlstributed over the

surge line length, LL' The term DL is the surge line hydraulic
diameter and € is the surge line wall roughness. The elevation

head term, AP 2 is formulated as

gAzTK (prfTK t 2 pg gTK) gAzL (prfL + péLQL
APz = - - L ’
Lk L
- 2+1.5-84
where AZTK and AzL are the tank and surge line elevation changes,

respectively, and g is the gravitational "acceleration. "The
liquid and vaporv momentum flux terms, ~CONVF and CONVG,
respectively are formulated as

convF =3 5 [1 - (—L- ) ] At v 2vB*l ) 2.1.5-85
2 Pe £ £
I, VTt L
if there is liquid in the tank,
CONVF = 0.0 2.1.5-86
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\__/ when there is no liquid in the tank,

2
A
- L n ( ntl_ o0 =
CORVG 2 pg [(P ]J > ') ] At ng zlng ng 2.1.5-87

if there is vapor in the surge line, and
CONVG = 0.0 2.1.5-88

where there is no vapor in the surge line. By formulation in
this manner the momentum equation is solved over the pressure
gradient from the centroid of the gas dome to the accumulator
junction. However, the momentum of the fluid downstream from the
accumulator junction is not included. Alsc since fluxing of the
gas through the junction is not allowed, we have

" - vS; ntl v?; n+l 2.1.5-89
until the accumulator empties of 1liquid. The effect of this
formulation is that as the accumulator blowsdown the liquid-gas
interface moves out of the accumulator tank and surge 1line.
Thus, the centroid of the gas dome moves towards the centroid of
the combined tank and surge line.

The pressure solution is  obtained by combining Egquations
2.1.5-38 and 2.1.5-42 and multiplying by R_/C, . which results
X n

in

R P av R
dar _ _ _—nD v n_ _
Vn vn

k/ Rev. 2
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where Qp is given‘by Equation 2,1.5-78. Equations 2.1.5-41 and
2.1.5-90 are then combined resulting in

‘ R.) av dP. R - :
ol Ty p_"n. ¢ .
Vn Vn

— = - % = v, 4  2.1.5-92

and substitutiohk in Equation _2.1.5—91' and 'expandihg in
nonconservative finite difference form gives - '

R © S R
n ‘n n+l n+l _ on) _ _n_ 'n -
o\t o | Arat vE, vv{po PD] o 9p ot - 2.1.5-93
n n

The energy equation may then bé solved directly for the new time
gas temperature by combining Equatlons 2 1.5-41, 2.1. 5-44, 2.1.5-
91, and 1ntegrat1ng, whlch gives '

n ©*n
Rn VV Q
° 1ln 1 + At —B.
v vh phiyh
n+l n n v D'v
- =1l | . 2.1.5-94
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