FAQ LOG DRAFT 08/19/026717/02
Temp | PI Question/Response Status Plant/ Co.
No.
26.12 Appendix D 11/15 Discussed | Oconee

Question. The Oconee Nuclear Station has a unique source of emergency AC power. In lieu of Emergency Diesel 12/13 On hold

Generators, Oconee emergency power is provided by one of two identical Keowee Hydro units located within the Oconee 2/2§ NBC

Owner Controlled Area. These extremely reliable units are each capable of supplying ample power for the plant loads forall | Teviewing

three Oconee units. Additionally, they are also used for commercial generation using an overhead line to the Oconee 4/25 Tentative

switchyard. : Approval

5/22 On Hold

Train sepamtmn at Oconee is initially established at the three (3) 4160 volt load buses in each umt These buses are all fed

from one of two main feeder buses in each unit, that are both in turn supplied from a single underground power cable from a
d(eoweeum&.iﬂrsgndergrodn? ath is payer g : ee d
Saf:guards srgnal If\the Keowee ynit gligned to e un erground path trips, the, ONS loads will be a

o the remaining a ace it Keowee mit. e m. in feeder buses canialso be fed from th
Keowee overhead p wen\line via the O¢

The PRA calculatlo s md cate the is significar i anh than the Overhaad P,
_puscepti iscol ’ e PRA reXults) it is recommended ¢ system
na ground path. PRA caltulations fupport

lhe f

Underground Path Unavarlablhty T 20% ‘ '4.0%"” ©10.0%
Overhead Path Unavallablllty 16 9% 100.0% N/A.

The Green/Whne threshold value is consistent with the Maintenance Rule limit for unavarlability of the Underground Path.

" Also, hlstonc'rl uniavailability of the Underground Path would place ONS mid-way in the gréén band, which is consistent
with average industry performance for the MSO1 indicator. The White/Yellow threshold of 4 0% provides an appropriate
white band as compared to the threshold of 5.0% indicated in NEI 99-02 for a system with two trains of Emergency AC
equrpment The Yellow/Red threshold of 10% is conservative and is consistent with NEI 99-02 for a system with two trains
of Emergéricy AC equipment, Momtonng thé underground path only, are 2. 0%, 4 0% and 10.0%, acceptable threshold B
values for the ONS Emergency Power ‘performance indicator? ' .
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Response:
Yes.,
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FAQ LOG DRAFT 08/19/020F4742
Temp | PI Question/Response Status Plant/ Co.
No.
27.3 IE02 | Question: 1/25 Introduced LaSalle

Should a reactor scram due to high reactor water level, where the fecdwater pumps tnpped due to the high reactor water 2/28 NRC to

level, count as a scram with a loss of normal heat removal discuss with

Background Information: resident

On April 6, 2001 LaSalle Unit 2 (BWR), during maintenance on a motor driven feedwater pump regulating valve, 4/25 Discussed

experienced a reactor automatic reactor scram on high reactor water level. During the recovery, both turbine driven reactor 5/22 On hold

feedwater pumps (TDRFPs) tripped due to high reactor water level The motor driven reactor feedwater pump was not 6/12 Discussed

‘available duc to the maintenance being performed. The reactor operators choose to restore reactor water level through the Related FAQ308

-

10 “Control RPV water level
: C N 5 Rl_m.”

[and[no diagnostic sleps are requirgd).

use of the Reactor Core Isolation Cooling (RCIC) System, due to the fine flow control capability of this system, rather than
restore the TDRFPs. Feedwater could have been restored by resetting a TDRFP as soon as the control board high reactor

water level alarm cleared Procedure LGA—()OI “RPV Control” (Reactor Pressure Vessel control) requires the unit operator

d 59. 5 in. usmg any of the sy.

llsted below

1¢ following contyol 1 om resporjse agtions,’ from tan doperaung pr
OPFFW-04, “Startyp of\the TDRFP” 3

eri y the following'
RFP M/A XFER/(Manual/Aut
o TDRFP trip si

ine RESET

piess TDRFP T )
urb ' IllummglesJ ?
gh Pressure and Low Pressure Stop Valves

PUSH M/A increase pushbution on the Manual/Automatic Controller station
Should this be consxdered a scram with the loss of normal heat removal?

rans

=

Proposed Answer:

No, the scram would not count as a scram with a loss of normal heat removal. The actions required to restore TDRFPs are
not considered to bea dlagn051s The operators are fully trained (classroom and simulator training) to recognize that the
TDRFPs trip on high reactor water lcvel and are trained to take 'the appropriate steps to restore the feedwater pumps as soon
as the high reactor, level alarm clears This evolution'is a basic - operator knowledge i item and not a diagnostic for purposes of
this indicator. 'Iherefore this event would not be considered a'scram with a loss of normal heat removal, because, the
indicator excludes events in which the heat removal path through the main condenser is easily recoverable without the need
for diagnosis or repair.
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28.2

MS
01

Question:

In August 2001, Our plant had just completed the monthly EDG load-run surveillance and had passed the plant’s load and
duration test specification. The EDG was being secured from the test in accordance with the surveillance. Generator real
load (kW) was initially reduced, when it was discovered that generator reactive load (KVAR) would not respond to remote
or local control inputs. Operations then tripped the generator output breaker and secured the EDG and declared it out of |
service. Initial trouble shooting of the voltage regulator was performed and the engme was run the next day with similar
response to load control. At this point the engine was removed from service for repair of the generator. The'root cause
evaluation determined that the generator had two shorted coils.. The cause of the shorted coils was degradation of winding
laminations over time due to poor winding processes at a repair vendor’s facility for work performed in 1993. This .
degradation ultimately resulted in contact between a generator winding and uninsulated wedge block bolting internal to the
generator while the engine was being seeured following successfully satisfying the monthly surveillance.

2/28 Introduced
3/21 Discussed
4/25 Licensee to
provide additional
information

5/22 Discussed
6/12 Discussed.

Point
Beach

~Nn ap plying fa H osure hohlsm this

uring the survelllance, NEI 99:02| Revision 1, page 38\line 30 criterion fpr suctessful start and load-run was met. Bexause
the failure occurred du Yg the unlgad and shutdo po ion of the survejlldnce (the failure’s time of occurr i
fault|exposure is not applicable. The time that the ¢n was out of service fqr the initial voltage regulator trouble|shooting
the second attempt to run the engine and hours assocjated with the gengr pair are counted as unpl
hours. . . Al

vt

Havc we correctlyl terp eled NEI[99-0 s 'dah & that fault expos

L

Suggdested Respo gé '
S undetected falle co dmon Intl 551 nation, the
iile th ine wa g secured durirg the'wnlogd and |

Correct, Fault expos ehours are fhe t
failure’s ti Joegrrence i n.

shutdown portion of the surveillance after the engine passed its load run test and passed the plant’s load and duration test
specification, This is a discovered condition which must be assessed in the ROP inspection process. (Unavailable hours
should be'counted from the time of discovery forward.) '

Alternate Response:, , . .

While the diesel had oﬂicmlly passed the surveillance test, the plant was still getting information from the surveillance test
during the diesel shutdown, T/2 fault exposure should be taken from the last successful test of the dlesel ie., the last

monthly test beforé this occurrence. ,

- WAy - ‘. Y . : 3

-
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| FAQ LOG DRAFT 08/19/0207417/03

Temp | PI Question/Response Status Plant/ Co.
No.
28.3 1E02 Question: 3/21 Discussed Perry

This event was intiated because a feedwater summer card failled low. The failure caused the feedwater circuitry to sense a 4/25 Discussed

lower level than actual. This invalid low level signal caused the Reactor Recirculation pumps to shuft to slow speed while 5/22 Modificd to

also causing the feedwater system to feed the Reactor Pressure Vessel (RPV) until a high level scram (Reactor Vessel Water | reflect discussion

Level ~ High, Level 8) was imtated. of 4/25, On Hold

6/12 Discussed.

Within the first three minutes of the transient, the plant had gone from Level 8, which initiated the scram, to Level 2 (Reactor | Related FAQ 30.8
Vessel Water Level — Low Low, Level 2), initiating High Pressure Core Spray (HPCS) and Reactor Core Isolation Cooling
(RCIC) injection, and again back to Level 8. The operators had observed the downshift of the Recirculation pumps nearly
coincident with the scram, and it was not immediately apparent what had caused the trip due to the rapid sequence of events,

I:_As_desjgned%lrc;r; the reactog&am_lwd_ma.ch\ i bipe driven feed pumps tripped. The
on i its restart fee othrthe turbine driven pumps,and motor drive pu i f N

evel 8 signal is r¢set\(On a trip of ong or both turbine feed pumps, the wquld automatically st
eefeed pumps (both} turbjne driven pumpg i th MFP) were physic lly vailable to be

e Jse the cafxse of the erlxm wa 10 iinrnedl tely, apparent to the opg a here was imitially some mj
, MFP. (Becapse the card failure resulted leve], the combinatio. ]
ump downshift, the regctor sc initiati CIC at Level 2 proyided several inditations to suspect
auscd the scmm) As result of the injti icAtipns of a plam problem (the downshift pf the recirculation
— tors behe&d_P—_s}} ) : p§ Th‘iswap documented ﬁ
in severa personnel statements and a narrative log entry. Contributing to this initial misunderstanding was a MFP control

power available light bulb that did not illununate unti 1t was touched. In fact, the MFP had functioned as 1t was supposed to,
and aside from the indication on the control panel, there were no 1mpedunems to restarting any of the feedwater pumps from
the conrrol room. No attempt was made to manually start the MFP prior to resetting the Level 8 feedwater tnp signal.

-
-
-
-

Regardless of the issue with the MFP however both turbine driven feed pumps were avallable once the high reactor water
level cleared, and could have been started from the control room without diagnosis or repalr Proeedures are 1n place to
accomphsh this restart, and operators are trained in the evolution. Since RCIC was already n operaﬂon, operators elected to
use it as the source of inventory, as provnded for in the plant emergency instructions, until plant conditions stabilized.

Should this event be counted as a Scram with a Loss of Normal Heat Removal?

Response:

No. As stated in NEI 99-02 Rev 2, page 16, lines 15-16 (and FAQ 249), the determining factor for this indicator is whether
or not the normal heat removal path is available to the operators, not whether the operators choose to use that or some other
path. The indicator excludes events 1n which the normal heat removal path through the maimn condenser 1s easily recoverable
without the need for dragnosis or repair. In thus event, since the turbine driven feed pumps remained available throughout the
event and procedures were in place for their recovery. from the control room, the normal heat removal path through the main
condenser was easily recoverable without the nced for dmg;nosm or Iepalr

¢ v
« 4 . H . 1
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Temp | PI Question/Response Status Plant/ Co.
No.
28.5 MSO01 | Question: 2/28 Introduced Prairie

Treatment of Planned Overhaul Maintenance in the Clarifying Notes section of the Mitigating Systems Cornerstone, Safety 4/25 Discussed Island
System Unavailability, states that plants that perform on-line planned overhaul maintenance (i.e., within approved Technical | 6/12 Discussed
Specification allowed Outage Time) do not have to include planned overhaul hours in the unavailable hours for this
performance indicator under the conditions noted. This section further states that the planned overhaul maintenance may be
applied once per train per operating cycle. EDG(s) at Prairic Island are on an 18 month overhaul frequency per

T.S.4.6 A.3.a, while the plant operating cycles are typically a month or two longer. Thus, the EDG 18 month overhaul will
occur twice in some cycles. If major overhauls, performed in accordance with the plant’s technical specification frequency,
result in more than one major overhaul being performed within the same operating cycle, can both of these overhauls be
excluded from counting as planned unavailable hours?

Response
[-T‘__Yes,_as_long.asgl%toverhaul i i leted within an established, preventive maint ce pro
verhautisto: d within T ecif] »ed'm:lmicil ecification frequen%iunavailable ho 0 notmtm‘b\ [ N \ ’
\Eounted. mp\ e\ \ . : ‘ ﬁ -
28.6 | ORO1 | Question: /2/28/02 \it_.\Lug_ie
hile in a high radiation\area (HRA) r¢moving scaffol Introduged -
ush rig and created conditions thadt réquired posting’ 3/21 Discussed
inytes later when they moved to i locati to the hot spot, th 4/25 Tentatiye
pon receiving the 4l , they injmedjately leR tha area and the al Approval, Apswer
erifying that they Had npt receive i discussipn being
1¢ homentary alaym was not unexpected since i drafted
ed workers attemptéd to log out of the RCA at {he ascegs/control(point, Health Physics\(HP) discoyered that all three
—ndividuat /ewcffm "Dose : i i

)

mvestigation, and approximately within the same time period (within minutes), a HP technician found radiation levels in
excess of 1 rem per hour when performing a routine survey to support removal of the hot spot flush rig. The HP technician
established proper controls and posting for the area and discovered that local shielding around the flush rig had been.
disturbed. Does this count against the technical specification high radiation area occurrence PI?

Response: . 1, o : .
Yes. (answer. being drafted) ot . o L ) ——
2810 | MSO1 | Question - - - - L L T L o : L 2/28 Introduced PSEG

-04 The guidance in the unavailability portion of NEI 99-02 states that operator actions to recover from an equipment ' 3/21 Tobe

malfunction or an operating error can be credited if the function can be promptly restored from the control room by a rewritten

qualified operator taking an uncomplicated action (a single action or a few simple actions) without diagnosis or repair (i.e. .. | 4/25

the restoration actions are virtually certain to be successful during accident conditions). In this context, what does the word Discussed6/12

"diagnosis" mean? - - Y . : : : . , Discussed




| FAQ LOG DRAFT 08/19/0207°H7402

Temp | PI Question/Response Status Plant/ Co.
No.

Response:

Diagnosis is the investigation or analysis of the cause or nature of a condition. In the context of the unavailability PI,

diagnosis refers to activities that are required to determine what actions need to be taken to mitigate the condition. It

includes activities such as troubleshooting and research into design documentation. Responding to alarms and following

wntten procedures where success is a virtual cenainty 1s not considered to be diagnosis. If the licensee and the resident

spectors do not agree if the activity in question is considered to be diagnosis, an FAQ should be submutted.

Altemnate Response:

Diagnosis: An investigation or analysis of the cause of a condition, situation or problem. For purposes of the performance

indicators, the following guidelines apply:

1. . A control room operator’s use of information available to her/hun in the control room does not constitute diagnosis 1f the
first attempt (a single action or a few sxmple actions) to correct the condition, situation or problem from the control room

is successful. Identificati and determunation of the appsopnate corrective
L] . .
A ata p : xtensive data collecfion\s required, becal RN
idered|di ’
2. ’s first ition, sitdation)\or problem is unsug y
?sis f
3. |a list of alferpative acti aken 1p an\attempt to correct the|condition, situation
pr problem does not ecessarily mean is di jturé, However, if in [following such a
i G uld constitute diagnosis. leewgimf
ctians should be taken, this woyld
—{/The1 ery actions whengthe conditios, pﬁuaﬁon or-preblem can be —

-of this p IH low credit for op '
quickly identificd from indications in the control room and the necessary corrective actions can be promptly (or easily, as
applicable) pcrformcd in the control room. Actwvities such as troubleshooting and extensive research into design
documentation are considered to be diagnostic. If the licensee and the resident inspectors do not agree if the activity in
question is considered to be diagnosis, an FAQ should be submitted. .

5
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Temp | PI Question/Response Status Plant/ Co.
No.
29.4 MSO01 | Appendix D Question ” 3/21 Introduced GGNS
-04 This questlon seeks an exemption from countmg planned overhaul maintenance hours for a support system outage at the 4/25 Discussed
Grand Gulf Nuclear Station (GGNS) . . 6/12 Tentative
Approval

At GGNS, the Safety System Water (SSW) system provides Ultimate Heat Smk supply for the ECCS systems, through three
divisions: - \ ;

LR SSW,A supplies Division 1 Emergertcy ADiesel, Residual Heat Removal (RHR) A and Low Pressure Core Spray.
= SSW B supplies RHR B, RHR C and Division 2 Emergency Diesel.
= SSW C supplies High Pressure Core Spray (HPCS) and Division 3 Emergency Diesel.

ncy Diesels, Mtug'ttmg Systems and are monitored systems

1 ONE

teriorated ]
m of the pump| casing,

mpatjble-matefial ,
stem 'Ihle[%ij:teners
Hesigned and fabricated.

: | LY - v o RN
’stabllshe 2009 } 03 fpr the SSW C

oot cause deterfni
en the pump shaft and the fastene
replaced on linfe in 1995 with! ltke

1

t -Year Busi anrung pro ess
! —repla t—WorK'planning @@k_uilrés_wjmsid ations deferfni pump$ wotlld-be replaced in —
} January and February 2002. Work planning also detefmined that the pumps could to be replaced on fine wrthm the Tech

Spec LCO time (72 hours) Work duration was esttmated to be 40 hours for each pump C e e \y o

, . —_ ' “ et
A quantltatrve nsk analysrs was performed Due to the complex1ty and umqueness of the work the SSW outages were
planned separately from the system outages they support, That is, no parallel Emergency Diesel or RHR outage work was to —
be scheduled with the SSW outages. The analysis showed that the planned configuration was acceptable from a Regulatory .:
Guide 1.177 and 1.174 standpoint. For example, the incremental conditional core damage probability, ICCDP, is less than
1E-7, and the delta CDF (core damage frequency) is less than 2E-7/yr for this maintenance . . v -
SSW A and B pumps were changed in the ﬁrst quaxter 2002 Approxrmately 63 unavarlable hours were mcurred m the ,
work. As a result of pump change-out, the reliability of the SSW system will be improved as the upgrade in pump material
. will reduce the amount of fastener deterioration to a negligible level. The new pumps are expected to last the life of the plant | . - ...,
I R - and should reduce any future out of service time and inspection requirements due to the improved materials compatibility:

Bdsed upon the above description, should the planned overhaul maintenance hours for the SSW system pump A and B- -
replacements be counted in determining the PI values for Emergency Diesels, RHR and HPCS? |

- - v . ~

Response . ,. .,
This activity qualifies as a umque plant specrﬁc srtuatlon as descrtbed in NEI 99-02 sectron for the Tre'ttment of Plarmed
Overhaul Maintenance. For this plant specific situation, the planned overhaul hours for the SSW system pump A and B
replacements may be excluded from the computation of monitored system unavailabilities - - — -

f » \
1 i \
I - B 7
N I




lost
pres
hows

after the power

e to high
gtrumpntalzon this

condition was not delected prior to restoring the power. As a result of this additional loss of a circulating water pump and

the resultant decrease in condenser vacuum, Salem Unit 1 licensed control room operators intiated a manual trip in
accordance with the guidance provided in the abnormal operating procedure at.2351, on September 24. This event was
similar to previous loss of station power transformer events that occurred in June and July of 2001._In all three of the
events each umt lost three circulators, and one of the two umts lost all sx Iravelmg screens (in “June and July Unit 2 lost the
traveling screens), their controls, indications, and the screen wash pumps. In addition, all three events resulted in a power
reduction for both umits. In both the June and July events, it took longer (1.75 to 6.25 hours) to restore power to the
circulators than it did in the September event. The June and July events did not result in the loss of an additional circulator
after power was restored because the detritus levels were lower (in the 400’s). Therefore, a plant scram was avoided.

Salem Unit 2 circulating water traveling screens were unaffected by the loss of the 2 SPT, therefore the power reduction was
suffictent to maintain main condenser vacuum. Does this event meet the criterion tn NEI 99-02 that states “Off-normal
conditions that begin with one or more power reductions and end with an unplanned reactor trip are counted in the
unplanned reactor scram indicator only.” Or are the causes of the downpower and the scram sufficiently different that an
unplanned power change and an unplanned scram must both be counted.

Response:

Thus should be treated as onc conlmuous cvent, The loss of the stauon power transformer resulted both in the loss of three of
the circulating water pumps and in the loss of power to the traveling screens, which led to the loss of the additional
circulaung water pump. Therefore, the cause of both the power reduction and the scram was the electrical fault. Only the

=

FAQ LOG DRAFT 08/19/0207H7402
Temp | P1 Question/Response ) Status Plant/ Co.
-No.- - -

29.5 EPO1 | Question: | 3/21 Introduced NRC
During an EP dnll/exerc1se scenario, a licensee will implement their procedure(s) and develop appropriate protective action | 4/25 On Hold
recommendahons (PARs) when valid dose assessment reports indicate EPA protective action gnidelines (PAGs) are 6/12 Response
exceeded. A question arises when a scenano idenufies that the PAGs will be exceeded beyond the 10 mile emergency being rewnitten
planning zone (EPZ) boundary. Should the licensee count the development of the PAR(s) [or the lack thereof] beyond the 10
mile EPZ as an EP DnlV/Exercise Performance (DEP) PI opportunity, due to their “ad hoc” nature?

Response:
See response at end of this document.

29.8 IE 03 | Question: 4/25 Introduced Salem
At approximately 2243 hours on September 24, 2001 the number 2 Station Power Transformer mn the Salem Switchyard | 5/22 Discussed
experienced an electrical fault on one of its associated surge arresters. The failure of this surge arrester resulted in the loss | 6/12 Being

nsformers and station po lransformers 12 rewniten
ch S RN

scram should be counted in the performance indicators.




FAQ LOG DRAFT 08/19/02071702
Temp | PI Question/Response Status Plant/ Co.
No.
299 IE03 | NEI 99-02, Rev 2, states that anticipated power changes greater than 20% in response to expected problems (such as 4/25/02 Salem

accumulation of marine debris and biological contaminants in certain seasons) which are proceduralized but cannot be Introduced

predicted greater than 72 hours in advance may not need to be counted if they are not reactive to the sudden discovery of off- | 5/22 Discussed

normal conditions. The circumstances of each situation are different and should be identified to the NRC ina FAQ so thata | 6/12 Being

determination can be made concerning whether the power change should be counted. rewritten

At Salem, this type of problem is caused by high river grass concentrations biofouling the heat exchanges, coolers, and

condensers. Salem Generating Station has a number of methods to determine the possibility of high biofouling, in order to

prevent an unplanned shutdown. These methods include regular sampling to determine river grass concentration, visual

confirmation of excess river debris, an excessive Service Water Traveling Screen carryover, and high dP across heat

_exchangers and/or pumps.” In the event of high river grass trlggered by these methods, proceduml mstructlons (SC.OP- -

" , Component g:gfnulmg) are in i ¢ past few

detritus hasfreque: i ZZ=0003( N

ling, resulting in inc

ntrations and the
iofquling of necessary equipment|cani) :

T

mulation of manne debris and|biol

mp had been put
i Pumps 1 Aand

again%ﬂ-s'rli(i-i?el;nlary

: tionS this year begap-to-tncrease-in e 4 crea
In normal years, the high season was only sprmg, whicl was caused by ice thawmg in the marshes.. That type of nver grass
is commonly local marsh grass. The type of river grass seen this year, sertularia argentea “Garland Hydroid” and garveia
franciscana “Rope Grass”, are common to the Chesapeake Bay but have not previously been this abundant in the Delaware
Bay. According to Dr. Dale Calder, author of Hydroids and Hydromedusae of Southern Chesapeake Bay, the type of ’
-hydroids the Delaware Bay is e“(pen'encing are common in high salinity water (ca. 13-30 o/00) and is active from late
,September to early June.: The observance of high salinity in the Delaware vaer this year may be attributed to the drought -
condmons observed over the past few months, .

N PO ot * NP ' "t
The followmg table mdlcates the river grass sample conccntrahon expressed in Kg/nullxon cubic meters for the time period
'in the question. The rapidly increasing levels contributed to the biofouling, which required the downpower.

. . ey o - T B [N R v e oot

2182002 328 . . . ... .
2/21/2002 624 . . nT
2/22/2002 . 488 . . . ... ) p

. 2/24/2002 399

2/26/2002 1149~ T - -

. 2/28/2002° 1809 - , ' .
3/2/2002 2326 Lo :
3/4/2002° 5133 ‘ SR

‘Do these two examples need to bc.repo'ﬂed as Uﬁpiiinned Power Changes?

fal

7

I

I

’3 ké ,j :x“ :% 1
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Response:

No. : These two examples represent power changes 1n response to expected accumulation of manne debris that cannot be
predicted in advance, The response 1s proceduralized, and the operators followed their procedures. The environmental
conditions cannot be predicted, but were appropriately monitored and the operator response was in accordance with
expectations.

29.10

IE 03

Question:

NEI 99-02, Rev 2, states that anticipated power changes greater than 20% in response to expected problems (such as
accumulation of marine debris and biological contaminants in certain scasons) which are proceduralized but cannot be
predicted greater than 72 hours in advance may not need to be counted if they are not reactive to the sudden discovery of off-
normal conditions. The circumstances of each situation are different and should be identified to the NRC in a FAQ so that a
degegxlﬁnation can be made conceming whether the power, change should be counted.

4/25 Introduced
6/12 Discussed
To be rewritten

Salem

v

EI 9902 R ex% cs not dlseus whether the-powe changes associated yith\these FAQs shm[n
wamng dxsp051 n. s it satisfactpry tp statc in the comment ficld that a FAQ has been submitted, %d npt to include the
oWer changes in the Phcalculation?

ou:ged In eitherf cqse,
H L]

esponse: . b . ) /

es.| The comment field $hould b mm ) itted. The licensee thdt e should work
xpefitiously and coppergtively, shartn UL quesuons and dafa/in ordenthat\the issue can bq resq

owgver, If the 1ssug byith Y due he lisensee has a regson
hat {his exclusion applies, it 1s nofnecd ke subitted data {Con)

1censee does not have reasonab ext 7 pplzes the unp annd power change(s) should be

hali LCax ackartainchide-them-in-tha-RI
se& S LK1y 0 P J \J'lll\vl.‘_“\tm lll ul iv i1

— —

30.1

EPO2

Question; . .

NEI 99-02 states in the clanfymg noles for the ERO PI, "When the functions of key ERO members include classification,
notification, or PAR development opportunitics, the success rate of these opportunities must contribute to Dnll/Exercise
Performance (DEP) statistics for participation of those key ERO mcmbcrs to contribute to ERO Drill PammanmL " Must the
key ERO members individually perform an opportunity of classxﬁcatlon, notification, or PAR developmem in order to
receive ERO Dnill Participation credit?

-Response: .
No. The evaluation of the DEP opponumues isacrew evaluatxon for the enure Emergency Response Orgammuon Key
ERO members may regeive credit for the drill if their participation is a meaningful opportunity to gain proficiency in their

5/22 Introduced
6/12 Discussed

assigned position
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30.2 MSO01 | Appendix D Question: 5722 Introduced Surry

NEI 99-02, Revision 1, in the Clarifying Notes for the Mitigating Systems Comnerstone, allows a hicensee to not count 6/12 Discussed

planned unavailable hours under certain conditions when testing a monitored system.

At our two-unit PWR station, three EDGs provide emergency AC power. There is one dedicated diesel for each unit and one
swing diesel available for either unit. During the monthly surveillance testing required by Technical Specifications, there is
an approximate four-hour period when the EDG is run for the operational portion of the test and is inoperable but available.
In 2001, surveillance-testing procedures were revised to take credit for restoration actions that would enable not counting the
hours as unavailable,

The restoration actions for the two dedicated diesels during the approximate four-hour period consist of implementing a
“contingency actions” attachment to the test procedure, This process verifies system alignment and places the EDG on its
emergency bus. The steps allow the dedicated control room operator to change the emergency generator auto-exercise

exarmse to auto
rine

|
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Temp | PI Question/Response Status Plant/ Co.
No.

Licensee Response:

“Yes, credit can be taken for restoration actions in both cases above and unavailable hours arc not counted.

Although NEI 99-02, revision 2, does not specifically apply to these questions, the exceptions to allow credit for operator
compensatory actions Wwith monitored systems, listed in Appendix D, are addressed to provide a rationale for the answer.
(Item numbers below cogrespond to items 1n Appendix D.)

1. Not applicable.

2. High
3. Aloss of off-site power, 1s recognizable from alarms and 1nstalled instrumentation at the EDG control panel in the
control room.,

4. A dedicated operator 1s assigned during EDG testing who will conduct the compensatory actions if needed, All licensed
operalors were trained on the compensatory actions thdt are part of the opcralors continuing training. Operators 1n

A

vere able to perf ingencies and omplete recovery getions within 3-5 minutes

i able si eratgr 1n the control roord conducts the compensatory a
n equipment.

en} to the test procgd hie any
tory actions that Are p

pre-job brief eag

y installe

o ec} in an atta
inet on the ¢ c
ussed\us

omp
idyAllx ahd cullectively. Operatg
ionspvithin\345 minutes.
the actiogs |

d to coniplete\th
Bnduc d"t deteryuine th

arc always availa

the coltiiigencics

For lhc'dq.dicalcd EDGS, the probability of guccess is 99.75%. For the swing EDG, the probability of success is
99.5%.. . ‘ , .
¢ The dedicated opcrator is casily able to maint ngDG frequency/voltage witlun required specifications by making

manual adjustments during the time loads are sequenced onto the EDG. Once loads are sequenced on, adjustments

would only be necessary when loads are removed per Emergency Operatmg Procedures.

\’5 Nb /71//‘-0(00"‘"9 WW
,/ Ov/x/w ﬂtW,ﬂLV Jmﬁ
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Temp | PI Question/Response Status Plant/ Co.
No.
30.3 EPO1 { Question: : 5/22 Introduced OPPD

Should the follow up PAR change notifications be counted as four inaccurate notifications for the situation desctibed below? | 6/12 Discussed
| On-January-22;-2002;-Aa drill was conducted which included opportunities for Classification, Notification and PARs. The
initial Notification for the General Emergency and the associated PAR contained the accurate Time Event Declared of the

classification. On follow up PAR change notifications (4), the Time Event Declared block was completed with the time of
the PAR data mstead of the time the GE was declared The mmal GE Event nonﬁcatron contamed the proper time. the

hi ified
m—ﬂ&e—enﬂque—follewmgth&dﬁll- There were four PAR changes made. The PAR, MET and other requlred 1nformat10n was
accurate. Each PAR developed was accurate. The time the PAR was developed was accurate on the form.
Once a General Emergency was accurately declared, and the INITIAL notification was made in a timely and accurate
manner, changing of the time in the Tlme Event Declared block on the follow up notrﬁcauons had no influence on the event
initiation nor did it result inyn ime ] Che-states-and-conmties
Cvere provided-thes 0 _— oF ;
timein follow up\PAR change non
rccufate time of event declaration
at the GE classificatjon. [This issu
Declared block on the form was comm
A,,mn--glﬂ orance-was-notrup-to-oy

11He-PpeH
hfla 6-gve

.
eambis-fullyv-capab .. wroviding
ean

151Uy O Siamsiad 5

Response: . ;- 41,

A R BN . wr % nen ’ et
No. lgineefthelleFé’ nétiﬁc—m:ic;r was-made-in-4 timely- hte-manner.-ch c.m.\,":ng ofthe-time-jn-thb-Time Event .
[—[Declared-block on-the-follow pp-notifications-had-ho a@n nit initigtiorl-nor-lid;t rimpuct the-sesponse of the —
states-and-counties—The-states-and-counties-were provided-the-aecurate time-of-event-declaration-n-the-mtial- notrﬁcatron
Therefore;-they-can- becoumed as-SUCCESSFUL-as-long- -a5-the-other-elements- reqrnred—fomeeumeywerecorrecﬁy e L

>

~ communicated-to-the stafes in-a-timely-manner Based on the example above, the 4 of 5 notifications should be counted as , ,
successful Since it was the same error in 4 foIIow-up notifications, 1t should only be counted once since it was in the same -
exercise. Note: if the same crew made the same mistake in a subsequent exercise, it would be counted as a separate mtssed —
opportunity.. e RV e e i -
304 MSO1 | Question:- L ' " | 5/22 Introduced St. Lucie

The St. Lucre Statxon programmancally maintains and manages risk assocrated w1th overhaul mamtenance performed wnhm 6/12 Discussed ,
Technical Specrﬁcatlon Allowed Outage Times (AOTs). The program 1mplements Regulatory Guide 1.177 and/or . . . |
NUMARC 93-01 reqmrements for risk management during the maintenance activities. All work to be accomplished during a
planned overhaul is scheduled in advance and includes maintenance activities that are required to improve equipment
reliability and availability. St. Lucie considers overhaul maintenance as those overhaul activities associated with the major
component as well as pre-planned corrective and preventrve maintenance on critical subcomponents. For example, the EDG
preventive maintenance program requires hydrostatic testing of the lube oil cooler every 12 years and the subsequent repair
or replacement of the cooler as necessary. The purpose of the hydrostatic test is to pre-emptively reveal defects to preclude a
run-time failure by applying far more pressure to the lube oil cooler than would be experienced during normal operation.
This test was a scheduled item during a planned EDG overhaul, and the lube o1l cooler did not pass the hydrostanc test. The
lube o1l cooler replacement was not included as a scheduled contingency item, nor was a replacement cooler on-site,
However, replacement coolers of this type were Known to be readily obtainable. The original overhaul duration was extended
by the time needed for procurement and installation of a replacement lube oil cooler. Do the additional hours count as
- - planned overhaul maintenance hours? - S e e . - - - -

. - P .
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Temp | PI Question/Response Status Plant/ Co.
No. -

Response:

As described, the condition above 1s consndercd planned overhaul maintenance hours. In accordance with NEI 99-02,
ovcrlmul Imainienance comprises thosc activities that are undcnaken voluntarily and performed in accordance with an
cstablished prcvcmxvc maintenance progmm o improve equipment reliability and availability. The EDG lube oil hydrostatic
test meets this requirement.

Additional guidance states that overhauls mcludc disassembly and reasscmbly of major components and may include
replacement of parts as necessary, cleaning, adjustment, and lubrication as nccessary. NEI 99-02 provides a list of typical
major components such as diesel engine or generator, pumps, pump motor or turbine driver, or heat exchangers. However,
these guidelines do not preclude critical subcomponent planned maintenance, testing, or inspection activities from meeting
the requirement for overhaul maintenance as long as these actwvities are preplanned and performed as part of the - approved
prcvexmve mauuenancc program f for the major componenL

:W hydrostati m within the EDG, ovcrhaul ,
~Nhep t enance p

LA

. atute of the survgillance. Replace

- was eadxly available. Fyrthermore

parts need to be expicitl schedulj
rocurement and replacerent are

WA

onsi ability PIL.

30.5 MS01 Queg tion: _ ( .
The pverhaul of the EDG/fuel prinjing |
pver \aul activites fpr th¢ EDG. Past mai
aver 1aul did not regult optxmal perfo

pump fronllt:ucﬁu ndg)ts required safety function, the dict
—[’The tework resulted in extending the o\}cfhapl pashuts ori

planned overhaul maintenance?

Response: .

As describe, the condition abovc is consxdcrcd planncd overhaul unavailability hours. The planncd corrcctwc mamtcnzmcc
for the EDG fucl oil priming pump was an activity | undertaken volunhmly and performed in accordance with the established
preventive maintcnance program to improve cqu1pmcnt reliability and availability. NEI 99-02 states that additional time
needed to repair eqmpment problems discovered during the planned overhaul count as non-overhaul hours only if the
problem would have prevented the fulfillment ofa safety ‘function.

The concern that was identified on the fuel oil pnming pump during the post mamtcnzmce test would not have prevemed the
fulfillment of a safety function. Therefore, the additional hours spent on fuel priming pump rework are considered planned
overhaul hours for the purposes of the safety system unavajlablllty PL

5/22 Introduged St. Lucie
pverall 6/12 Discussed

=
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Question/Response

Status

Plant/ Co.

30.6 MS05

s NUREG-1022 also : . i ng

Question:

Review of the Safety System Functional Failure Performance Indicator (PI) by the NRC Resident Inspector questioned
whether Indian Point 2 LER 2000-006 should have been counted as a functional failure.

Regardless of whether this LER constitutes a functional failure or not, there would be no PI threshold change

LER 2000-006 was submitted to the NRC on September 5, 2000. The LER is entitled “Source Range Detector High Flux
Trip Circuitry Outside of Plant Design Basis Due To Revised Local Cabinet Temperature Uncertainty.” This LER was
coded as 10 CFR 50.73(a)(2)(ii). The LER determined the cause of the plant being outside the design basis was the
temperature errors associated with the maximum control room design temperature were not explicitly accounted for when the
setpoint was changed in 1973, There were no safety consequences associated with this LER since:

. The IP-2 Tech Specs do NOT include any reactor trip set point limits for the NIS source range detectors,

. The source range high flux trip is NOT credited in any UFSAR Chapter 14 accident analysis, and

5/22 Introduced
6/12 Discussed

IP2

-« The intermediate an ips would be available to prgvide for terminatjon-of-a-powe

The rang
not reli

i), (4
dete

unctions listed in the

" technical specifications.’

the intent to additionally incorporate the guidance in NUREG-1022, section 3.2.7 that the failure of any component-'.
addressed in the plant’s Technical Specxﬁcatlon constltutes a safety system ﬁmctlonal failure whether credlted or not inthe
‘UFSAR chapter 14 analyses? , , ,

to include-

Is i: the intent of NEI 99-02 to solely report safety system functlonal failures as described or relied on in the UFSAR or is it \

Response:

Since only SSCs credited in the UFSAR are intended or expected by the NRC PI program to meet the four reporting criteria
(A)-(D) listed at page 67 of NEI 99-02 and page 52 of NUREG-1022, the phrase, ‘or required by the regulations,” at page 54
“of NUREG-1022 is an unintended apphcatlon of NUREG 1022 to the NRC PI and should be dlsregarded for purposes of the

NRC PI, safety system functional failures.”

AT
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-
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No.

Pl

Question/Response

Status

Plant/ Co.

30.7

MS02
,03,04

]

Question;

As part of plant tour by an on-shift scnior reactor operator, two covers were found to be missing for a picce of “guard” pipe
used as a barrier over the main stecam supply line to a Turbine Driven Auxiliary Feedwater pump. This “guard” pipe was
designed to be used as a secondary barricr to prevent the spread of stcam 1n the event of a steam supply line break to ensure
environmental quahfication of other plant equipment in the area The covers provide access for inspection of the inner pipe
and supports and are only needed for the postulated design basis rupture of that specific section of steam pipe.

The deficiency was easily corrected by replacement of the covers The time of occurrence is associated with onginal plant
construction and accordingly the deficiency has existed for a number of years.

Engincering reviews are still being performed and the impact on equipment qualification is still indeterminate.

Approval

5/22 Introduced
6/12 Tentative

Watts Bar

_Cm_llm_[auhﬁ;#surc pcnodﬁmmﬂmgmwmcatwn deficiency, as gdescribed above, .
Nime am be identified by n rverllance tests be addres ed the same faslu a desigmdeficiency
hours described 99-02, Revision 2, Page 33) Lings 8 through 23? ER

Response: ) )

Yes.| While not speificaily the reﬁult of a design deficigncy, this ¢ tion\caused equipment failure v ix;fztzg bable
being discovered dufing 1\ormal supveillance t surg periods thus meeting)the sam 'thia asan
exclyded design def nenr& Its sxgmﬁ 1s more menable to evalfiatio, ught the
NRQO’s mspectmn p oces and thug sho 1d also e excluded from th ity indicators. - 0\

1~

308

1E02

Questio

Many plam designg trip/the main fc'ed ter pumps on\higl ), d high stcam gencrator water level

ons

uld a tnp of the 1

JCOIISI

pr certain other to tic trips (PV Under what condli
crcd—:i{u

in{ecdwater pump be considered/not
with loss pfno)m l ieat-removal? Ll

5/22 Introdu
6/12 Discus.

ced

r_J

Generic
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Question/Response

Status

Plant/ Co.

Response:
For loss of all main feedwater due to high water level, or other design trips, the following guidance applies'

1. Ifall of the main feedwater pumps are not recoverable due to a problem in the feedwater system that requires repair
actions, the condition is a scram with loss of normal heat removal.

2. If all main feedwater pumps are not available, and repair actions are required to restore at least one normal main
feedwater pump, the condition is a scram with loss of normal heat removal.

3. If the main feedwater pumps are not needed but procedures call for the pumps to be started if needed and it is
determined that at least one pump would have restored feedwater flow, the condition is NOT a scram with loss of
| normal heat removal.

1e condition s a|

f the main ter pumps gre ng

scram with los§ of hormal heat remni

eded and np main feedwater pumpé are able to restore flow, then

e ng le able|to restore flow, it |

ormal-hea

ing proceduyds to

,' st

OT to be‘ajd_elr?m with-lpss of normal fepdwater;
being recovered without the need for repair and diagnosis., The main feedwater pumps must be able to be restarted from the ‘
control room with normal monitoring/startup actions by an auxrlrary operator dispaiched locally. ’ L. r

a

—

311 MS

01

Question:
Florida Power Corporatmns (FPC) Crystal River Unit 3 (CR-3) secks to apply the NEI 99-02, Revision 2, Safety System
'Unavailability (SSU) T/2 Fault Exposure Hour treatment for T/2 Fault Exposure Hours incurred pnor to January 1, 2002 '

Specrﬁcally, FPC seeks approval to remove 345.T/2 Fault Exposure Hours incurred in a smgle increment against Emergency
Diesel Generator EGDG-1B from the calculation of Emergency AC SSU PI. These hours DID NOT result in the associated
SSU Performance Indicator (PI) exceedmg the green-white threshold. In accordance with the guidance of NEI 99-02
Revision 2, these hours would be reported inthe “Comment” section of the PI data ﬁle

Contmumg to carry these Emergency AC SSU T/2 Fault Exposure Hours untll the Fault Exposure Hour reset criteria are met
is inconsistent with the current philosophy for treatment of T/2 Fault Exposure Hours. This situation will result in the SSU
PIs for various plants being non-comparable depending on when any T/2 Fault Exposure Hours were discovered. This could
easily occur at a multi-unit site. Further, if a plant discovered different events which contributed T/2 Fault Exposure Hours
_attributable to a period before January 1, 2002, and another after, the PI would be mtemally inconsistent,

6/12 Tentative
Approval

Response: | - e -
This situation does not meet the requrrements for resettmg fault exposure hours m that the green whrte threshold was not
exceeded. )

Crystal
River 3-

P35

3
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Temp | PI Question/Response Status Plant/ Co.

No.

313 IE03 | Question; 7/2 Introduced Southem
NEI 99-02 states that unplanned power changes include runbacks and power oscillations greater than 20% of full power. Nuclear

Under what circumstances docs a power oscillation that results in an unplanned power decrease of greater than 20% followed
by an unplanned power increase of 20% count as one Pl event versus two PI events?

Response:

A power oscillation resulting from equipment failure without operator influence 1s considered one event in the PI. A power
oscillation resulting from a maintenance acuvny or operating error where the initiating condition 1s immediately restored to
1t's pre-event condition is considered one event in the PI.

However, if a power reduction occurs from any failure or éclivily and the plant stabilizes such that personnel discuss a
restoration method, and durmg the restoration, power subsequently i increases uncxpectedly by greater than 20% of full

>!<am'plc ‘Du ng maintenan ~c'ac Fﬁpp,xes power to the}
culation pump\con oller. Recircula an 20% of fjll power.
m, rlns ts the byeaker

ater

Forc
recirg
T'hc

AT

314 | PPO3 Due< 7/2 Intrqduced Beaver
The ¢ i pr dcm&c‘lude any Valley
report: ere is also\an example provided that indidales that a

|—"The1

rand successful.

rther clarify treatmient qf-sitﬁation\sasspciated with

random testing:
Example - A licensee supervisor is sclected for a random drug test but refuses and resigns prior to providing a specimen All
actions taken upon discovery are in accordance with Part 26 and the program functions as intended. The subject supervxsor
prior to the event, was expected to be cffccuvely pracucmg the behavioral observation techmques (for which supelvlsors are
required to be trained per 10 CFR 26.22) in his role as a supervisor. Would this example count as a PI data element? *

— =

Response:
No. The program functioned as intended and the requirements of Part 26 were met.
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Temp | PI Question/Response Status Plant/ Co.
No.
315 | MS04 | Question Appendix D 8/22 Introduced Sequoyah

Sequoyah Nuclear Plant (SON) has two units. Each Unit has three trains of AFW, two motor driven trains (A train and B
train), and one turbine driven train (Terry Turbine train, A or B train power). All three trains have Level Control Valves
(LCVs) that are the steam generator injection valves. The LCVs are normally closed, air operated valves that auto open
when AFW recewves a start signal. The valves fail open when air is removed from them. SON uses Control Air as the normal
air supply to the LCVs. Control Air is not a seismically qualified, 1E system. Auxiliary Air is the LCV'’s standby, safety
related air supply. A train Auxiliary Air feeds two Terry Turbine train LCVs and the two motor driven A train LCVs. B train
Auxiliary Air feeds the other two Terry Turbine train LCVs and the two motor driven B train LCVs. Auxiliary Air ,

, automatically starts whenever the Control Air pressure drops below its setpoint. The Terry Turbine train LCVs also have
,accumulator, tanks and high pressure air cylinders to control them during a loss of all power. The Terry Turbine train LCVs
can be ‘controlled from the ‘main control room for one hour after the loss of all air usmg the accumulator tanks

’L"“ or allstenarios J2) ¢ rupture the farI opén AC Vs are conserJamre ast AFW lo TN
b | Heliver the requir ; 1 L ted from ihe Sfaulted =
teant generator will have to be taken\o ;
solate the corresponding motor drivenAFW train from/the faultea' stea 1 /geny oceduralized n -
« ++| Emergency Proceduyes and Abnor, aI i . y i ile B

et e 0 uxi'iarijiristake out fservic.

- . | Bince the PSA mode s th AF W sy em 4 ] rle Auleary Ie it for themanual\isolation of
, otadr driven AFW Irains) and the mant uraI Zd and tramedgq is\it correct to pe consider the affected
. rain(s) of AFW as still available duri j igry Air is taken out ]

s A

! 4 ' . ) ' .

Response to295 o Z'A' . S I

Essential to understand/ng that a PAR opportumty exists,. rs the need to realrze that it is a regulatory requrrement for a licensee to develop and
communicate a PAR when EPA PAG doses may be exceeded beyond the 10-mile plume exposure pathway EPZ. The following d/scussmn clanf es
the regulatory requirement.. This requirement is addressed in 10 CFR.Part 50 as follows:, o Ce C C e

1
Cove s SRR .

Section 50. 54(q) of 10 CFR Part 50 states that a l/censee authonzed to possess and operate a nuc/ear power reactor shall foIIow and malntam m effect
emergency plans which meet the standards in 10 CFR 50.47(b) and the requirements rn Appendix E to 10 CFR Part 50

Section 10 CFR 5047(b)(10) states.m;‘ - - e

s ey RIS
u‘,‘u [ “

.A range of pmtect/ve act/ons has been developed for the plume exposure pathwa y EPZ for emergency workers and the pub//c In develop/ng
this range of actions, consideration has been given to evacuation, sheltering, and, as a supplement to these, the prophylactic use of potassium
iodide (KI), as appropriate. Guidelines for the choice of protective actions during an emergency, consistent with Federal guidance, are
developed andin place and protectrve actions for the ingestion exposure pathway EPZ appropriate to the locale have been developed.,

PRt -
raose

Sect/on IV.B, Assessment Act/ons m Appendlx E to 10 CFR Part 50 states S . Cape
Lo 19
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The means to be used for determining the magnitude of and for continually assessing the impact of the release of radioactive materals shall be
described, including emergency action levels that are to be used as criteria for determining the need for notification and participation of local
and State agencies, the Commission, and other Federal agencies, and the emergency action levels that are to be used for determining when
and what type of protective measures Should be considered within and outsrde the site boundary to protect health and safety

In the statement of considerations for the ﬁnal emergency preparedness rule published in the Federal Register (456 FR 55406) on Tuesday, Auguéf i‘9,
1980, the Commission explained that response bases for the emergency planning zones (EPZs) are intended to facilitate the development of
capabilities sufficient to respond outside the EPZ should such a response be needed:

The Commission notes that the regulatory basis for adoption of the Emergency Planning Zone (EPZ) concept is the Commission’s decision to
~.have a conservatlve emergency plannmg pollcy in add/tlon to the conservatlsm inherent in the defense-in-depth ph/losophy This policy was
m/ssmn in tpubllshed on Octoher 23, 1979 (44 i jon-stated that two'
. Emergancy, la_niﬂ Zones (E
_.. ... radius of about 10 miles; the EPZ fcrcc

-« needed\for the EPZs.. ‘the xact size an
; s at each site. \Thebe distances
planning zone should this ever be needed:

Thus, the Comnission intended the response b
emergency response capabilitigs; NS}
actually occurred.

Based upon the above,-the staff position has been, and will continue to be, that the requirement for a licensee to provide predetermined protective
actions plans for the 10-mile plume exposure pathway EPZ provides the response base for licensee activities beyond the EPZ should it ever be
needed. Therefore, even though predetermined protective actions plans are not required for activities beyond the EPZ, licensees are required to
develop and communicate protective actions when EPA PAGs may be.exceeded beyond the 10-mile plume exposure pathway EPZ.

" Accordingly, if a scenanio identifies that dose assessments support the need for PAR development beyond the 10 mile plume exposure EPZ, then the

licensee shall develop and communicate such PAR. Itis expected that this PAR development.and communication has been contemplated by the
scenario with an expectation for success and cniteria provided. With all that in place, this constitutes a Pl opportunity as defined in NEI 99-02. it
should be noted that the licensee has the latitude to'identify Pl opportunities prior to the exercise and may choose to not include a PAR beyond the
plume'EPZ as a Pl opportunity due to its.ad hoc nature. Also, separate from the identification of the PAR development, is a Pl opportunity associated
with the timeliness of the communication of the PAR. Again, the licensee has the latitude to identify the timeliness of the communication as a Pl
opportunity or not.. However whether a Pl opportunity is identified or not, it does not relinquish the evaluation by the NRC and the licensee of the PAR
development and its timely communication. Further, the NRC will evaluate the subsequent ability of the licensee to identify and critique unacceptable
exercise performance with regard to PAR development and communication.

20




QOO0 Ot i W =

21

22
23
24
25
26
27
28
29
30
31
32
33
34

35
36
37
38
39
40
41

DRAFT NEI 99-02 MSPI 8/20/20028/9/2002 3

ot
!

Al T A \ n

meamm%mwmmmwmmmw
mmevﬁ&é%hewmppe%meh%&em&gewa&pew&%&%m&%m&é&d&

&

Seme-aspects-of-mitigating-system-performance-eannot-be-adequately-reflected-or-are
smwmmammmmmeem@m

speaﬁw&em#heweﬁ%eﬁk%m&fmvﬂkb%d&e%&h&eum
inspection-program:

OMitisatine Sys Porf Tndex
ESafety-SystemTunetional-Failures

IMITIGATING SYSTEM PERFORMANCE INDEX

Purpose

The purpose of the mitigating system performance index is to monitor the sisk-impact-of-changes
in-performance of selected systems_based on their ability to perform nisk-significant functions as
defined here-in.- It is comprised of two elements - system unavailability and system
unreliability. For single demand failures and accumulated unavailability, the index is used to
determine the significance of performance issues. Due to the limitations of the index, the
following conditions will rely upon the inspection process for evaluating performance issues:

Multiple concurrent failures of components within-a-monitored-system

Common cause failures
Conditions not capable of being discovered during normal surveillance tests
Failures of non-active components

PN~

Indicator Definition

Mitigating System Performance Index (MSPI) is the sum of changes in a simplified core damage
frequency evaluation resulting from changes in unavailability and unreliability relative to
baseline values.

Lrain Unnavailability is the ratio of the hours the train was unavailable to perform its risk-
significant functions due to planned and unplanned maintenance or test on active and non-active
components during the previous 12 quarters while critical to the number of critical hours during




C OO0 O WM -

DRAFT NEI 99-02 MSPI §/20/20028/5/2002 I

the previous 12 quarters. (Fault exposure hours are not included; unavailable hours are counted
only for the time required to recover the train’s risk-significant functions.)

TrainuUnreliability is the probability that the train-system would not perform its risk-significant |
functions when called upon during the previous 12 quarters.

Baseline values are the values for unavailability and unreliability against which current changes
in unavailability and unreliability are measured. See Appendix F for further details.

The MSPI is calculated separately for each of the following five systems for each reactor type.

BWRs

e emergency AC power system

e high pressure injection systems (high pressure coolant injection, high pressure core spray, or
feedwater coolant injection)

e heat removal systems (reactor core isolation cooling)
residual heat removal system_(or their equivalent function as described in the Additional
Guidance for Specific Systems section.)

e cooling water support system (includes risk significant direct cooling functions provided by
service water and component cooling water or their cooling water equivalents for the above
four monitored systems)

PWRs

emergency AC power system

high pressure safety injection system

auxiliary feedwater system

residual heat removal system_(or their equivalent function as described in the Additional

Guidance for Specific Systems section.)

¢ cooling water support system (includes risk significant direct cooling functions provided by
service water and component cooling water or their cooling water equivalents for the above
four monitored systems)

Data Reporting Elements

The following data elements are reported for each system

e Unavailability Index (UAI) due to unavailability for each monitored system
e Unreliability Index (URI) due to unreliability for each monitored system

During the pilot, the additional data elements necessary to calculate UAI and URI will be
reported monthly for each system on an Excel spreadsheet. See Appendix F.
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Calculation

The MSPI for each system is the sum of the UAI due to unavailability for the system plus URI
due to unreliability for the system during the previous twelve quarters.

MSPI =UAI + URL

See Appendix F for the calculational methodology for UAI due to system unavailability and URI
due to system unreliability.

Definition of Terms

A train consists of a group of components that together provide the risk significant functions of
the system as explained in the additional guidance for specific mitigating systems. Fulfilling the
risk-significant function of the system may require one or more trains of a system to operate
simultaneously. The number of trains in a system is generally determined as follows:

e for systems that provide cooling of fluids, the number of trains is determined by the number
of parallel heat exchangers, or the number of parallel pumps, or the minimum number of
parallel flow paths, whichever is fewer.

e for emergency AC power systems the number of trains is the number of class 1E emergency
(diesel, gas turbine, or hydroelectric) generators at the station that are installed to power
shutdown loads in the event of a loss of off-site power. (This does not include the diesel
generator dedicated to the BWR HPCS system, which is included in the scope of the HPCS
system.)

Risk Significant Functions: those at power functions of risk-significant SSCs as modeled in the
plant-specific PRA. Risk metrics for identifying risk-significant functions are:

Risk Achievement Worth > 2.0, or
Risk Reduction Worth >0.005, or
PRA cutsets that account for 90% of core damage frequency930%-of-core-damage

frequeney-accounted-for:

Risk-Significant Mission Times: The mission time modeled in the PRA for satisfying the risk-
significant function of reaching a stable plant condition where normal shutdown cooling is
sufficient. Note that PRA models typically analyze an event for 24 hours, which may exceed the
time needed for the risk-significant function captured in the MSPI. However, other intervals as
justified by analyses and modeled in the PRA may be used.

Success criteria are the plant specific values of parameters the train/system is required to achieve
to perform its risk-significant function. Default values of those parameters are the plant’s design
bases values unless other values are modeled in the PRA.
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Clarifying Notes

Documentation

Each licensee will have the system boundaries, active components, risk-significant functions and
success criteria readily available for NRC inspection on site. Additionally, plant-specific
information used in Appendix F should also be readily available for inspection.

Success Criteria

Fhe-success-criteria-are-based-on-train/system-mission-times:not-on-component-mission-times:
Individual component capability must be evaluated against train/system level success criteria
(e g., a valve stroke time may exceed an ASME requirement, but if the valve still strokes in time

to meet the PRA success criteria for the train/system. the component has not failed for the

purposes of this indicator because the risk-significant train/system function is still satisfied).

Important plant specific performance factors that can be used to identify the required capability
of the train/system to meet the risk-significant functions include, but are not limited to:

Actuation

o Time

o Auto/manual

o Multiple or sequential

Success requirements

o Numbers of components or trains
Flows

Pressures

Heat exchange rates

Temperatures

Tank water level

Other mission requirements

o Runtime

o State/configuration changes during mission
Accident environment from internal events
o Pressure, temperature, humidity
Operational factors

o Procedures

o Human actions

o Training

o Available externalities (e.g., power supplies, special equipment, etc.)

00 0O0O0

System/Component Interface Boundaries

For active components that are supported by other components from both monitored and
unmonitored systems, the following general rules apply:




O OIO0 O WN =

DRAFT NEI 99-02 MSPI 8/20/20028/9/2002

e For control and motive power, only the last relay, breaker or contactor necessary to
power or control the component is included in the active component boundary. For
example, if an ESFAS signal actuates a MOV, only the relay that receives the ESFAS
signal in the control circuitry for the MOV is in the MOV boundary. No other portions
of the ESFAS are included.

e For water connections from systems that provide cooling water to an active component,
only the final active connecting valve is included in the boundary. For example, for
service water that provides cooling to support an AFW pump, only the final active valve
in the service water system that supplies the cooling water to the AFW system is
included in the AFW system scope. This same valve is not included in the cooling water
support system scope.

Water Sources and Inventory

Water tanks are not considered to be active components. As such, they do not contribute to URI.
However, periods of insufficient water inventory contribute to UAI if they result in loss of the
risk-significant train function for the required mission time. Water inventory can include
operator recovery actions for water make-up provided the actions can be taken in time to meet
the mission times and are modeled in the PRA. If alternate-additional water sources are required
to-provide-make-up-to satisfy train mission times, only the connecting active valve from the
alternate-systemadditional water source is considered as an active component for calculating
URI._If there are valves in the primary water source that must change state to permit use of the
additional water source. these valves are considered active and should be included in URI for the

system.

Monitored Systems

Systems have been generically selected for this indicator based on their importance in preventing
reactor core damage. The systems include the principal systems needed for maintaining reactor
coolant inventory following a loss of coolant accident, for decay heat removal following a
reactor trip or loss of main feedwater, and for providing emergency AC power following a loss
of plant off-site power. One risk-significant support function (cooling water support system) is
also monitored. The cooling water support system monitors the risk significant cooling functions
provided by service water and component cooling water, or their direct cooling water
equivalents, for the four front-line monitored systems. No support systems are to be cascaded
onto the monitored systems, e.g., HVAC room coolers, DC power, instrument air, etc.

Diverse Systems

Except as specifically stated in the indicator definition and reporting guidance, no credit is given
for the achievement of a risk-significant function by an unmonitored system in determining
unavailability or unreliability of the monitored systems.

Common Components
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Some components in a system may be common to more than one train or system, in which case
the unavailability/unreliability of a common component is included in all affected trains or |
systems. ) Un

Short Duration Unavailability

Trains are generally considered to be available during periodic system or equipment

realignments to swap components or flow paths as part of normal operations. Evolutions or
surveillance tests that result in less than 15 minutes of unavailable hours per train at a time need
not be counted as unavailable hours. Licensees should compile a list of surveillances/evolutions
that meet this criterion and have it available for inspector review. In addition, equipment
misalignment or mispositioning which is corrected in less than 15 minutes need not be counted

as unavailable hours. The intent is to minimize unnecessary burden of data collection,
documentation, and verification_because these short durations have insignificant risk impact. I

If a licensee is required to take a component out of service for evaluation and corrective actions
for greater than 15 minutes (for example, related to a Part 21 Notification), the unavailable hours
must be included.

H-a-degraded-condition-results-in-the-failure-to-meet-an-established-suceess-eriterion-unavailable
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Treatment of Demand /Run Failures and Degraded Conditions

1. Treatment of Demand and Run Failures
Failures of active components (see Appendix F) on demand or failures to run, either
actual or test, while critical. are included in unreliability. Failures on demand or failures
to run while non-critical must be evaluated to determine if the failure would have resulted
in the train not being able to perform its risk-significant at power functions, and must
therefore be included in unreliability. Unavailable hours are included only for the time
required to recover the train’s risk-significant functions and only when the reactor is
critical.

2. Treatment of Deeraded Conditions

a) Capable of Being Discovered By Normal Surveillance Tests
Normal surveillance tests are those tests that are performed at a frequency of a
refueling cycle or more frequently.

Degraded conditions. where no actual demand existed, that render an active
component incapable of performing its risk-significant functions are included in
unreliability as a demand and a failure. The appropriate failure mode must be
accounted for. For example, for valves, a demand and a demand failure would be
assumed and included in URIL. For pumps and diesels, if the degraded condition
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b)

would have prevented a successful start demand, a demand and a failure is

included in URI, but there would be no run time hours or run failures. If it was
determined that the pump/diesel would start but not run for the risk-significant
mission time, the evaluated failure time would be included in run hours and a run
failure would be assumed. A start demand and start failure would not be
included. Unavailable hours are included for the time required to recover the risk-
significant function(s).

Degraded conditions of non-active components that render a train incapable of
performing its risk-significant functions are only included in unavailability for the
time required to recover the risk-significant function(s).

Loss of risk significant function(s) is assumed to have occurred if the established
success criteria has not been met. If subsequent analysis identifies additional
matgin for the success criterion, future impacts on URI or UAI for degraded
conditions may be determined based on the new criterion. However, URI and
UAI must be based on the success criteria of record at the time the degraded
condition is discovered. If the desraded condition is not addressed by any of the
pre-defined success criteria, an engineering evaluation to determine the impact of
the degraded condition on the risk-significant function(s) should be completed
and documented. The use of component failure analysis, circuit analysis, or event
investigations is acceptable. Engineering judgment may be used in conjunction
with analytical technigues to determine the impact of the degraded condition on
the risk-significant function. The engineering evaluation should be completed as
soon as practicable. If it cannot be completed in time to support submission of the

PI report for the current quarter, the comment field shall note that an evaluation is
pending. The evaluation must be completed in time to accurately account for
unavailability/unreliability in the next quarterly report. Exceptions to this
cuidance are expected to be rare and will be treated on a case-by-case basis.
Licensees should identify these situations to the resident inspector.

Not Capable of Being Discovered by Normal Surveillance Tests

These failures or conditions are usually of longer exposure time. Since these
failure modes have not been tested on a regular basis, it is inappropriate to include
them in the performance index statistics. These failures or conditions are subject
to evaluation through the inspection process. Examples of this type are failures
due to pressure locking/thermal binding of isolation valves, blockages in lines not
regularly tested, or inadequate component sizing/settings under accident
conditions (not under normal test conditions). While not included in the
calculation of the index, they should be reported in the comment field of the PI
data submittal.

Credit for Operator Recovery Actions to Restore the Risk-Significant Function

1. During testing or operational alignment:
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Unavailability of a risk-significant function during testing or operational alignment need not
be included if the test configuration is automatically overridden by a valid starting signal, or
the function can be promptly restored ma—te—mee%—%h&%bx-ﬂslesﬂeeess—eﬂwﬁa—enher by
an operator in the control room or by a designated operator’ stationed locally for that
purpose. Restoration actions must be contained in a written procedure must be
uncomplicated (a single action or a few simple actions), must be capable of being restored in
time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a
designated local operator can be taken only if (s)he is positioned at the proper location
throughout the duration of the test for the purpose of restoration of the train should a valid
demand occur. The intent of this paragraph is to allow licensees to take credit for restoration
actions that are virtually certain to be successful (i.e., probability nearly equal to 1) during
accident conditions.

The individual performing the restoration function can be the person conducting the test and
must be in communication with the control room. Credit can also be taken for an operator in
the main control room provided (s)he is in close proximity to restore the equipment when
needed. Normal staffing for the test may satisfy the requirement for a dedicated operator,
depending on work assignments. In all cases, the staffing must be considered in advance and
an operator identified to perform the restoration actions independent of other control room
actions that may be required.

Under stressful, chaotic conditions, otherwise simple multiple actions may not be
accomplished with the virtual certainty called for by the guidance (e.g., lifting test leads and
landing wires; or clearing tags). In addition, some manual operations of systems designed to
operate automatically, such as manually controlling HPCI turbine to establish and control
injection flow, are not virtually certain to be successful. These situations should be resolved
on a case-by-case basis through the FAQ process.

2. During Maintenance
Unavailability of a risk-significant function during maintenance need not be included if the
risk-significant function can be promptly restored in-tirne-to-meet-the- PRA-success-eriteria
either by an operator in the control room or by a designated operator’ statloned locally for
that purpose. Restoration actions must be contained in a written procedure’, must be
uncomplicated (a single action or a few simple actions), must be capable of being restored in
time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a
designated local operator can be taken only if (s)he is positioned at a proper location
throughout the duration of the maintenance activity for the purpose of restoration of the train

! Operator in this circumstance refers to any plant personnel qualified and designated to perform
the restoration function.

? Including restoration steps in an approved test procedure.

* Operator in this circumstance refers to any plant personnel qualified and designated to perform the
restoration function.

* Including restoration steps in an approved test procedure.



OOtk W

DRAFT NEI 99-02 MSPI 8/20/20028/9/2002 |

should a valid demand occur. The intent of this paragraph is to allow licensees to take credit
for restoration of risk-significant functions that are virtually certain to be successful (i.e.,
probability nearly equal to 1). The individual performing the restoration function can be the
person performing the maintenance and must be in communication with the control room.
Credit can also be taken for an operator in the main control room provided (s)he is in close
proximity to restore the equipment when needed. Under stressful chaotic conditions
otherwise simple multiple actions may not be accomplished with the virtual certainty called
for by the guidance (e.g., lifting test leads and landing wires, or clearing tags). These
situations should be resolved on a case-by-case basis through the FAQ process.

3. Satisfying Risk-Significant Mission Times
Risk significant operator actions to satisfy pre-determined train/system risk-significant
mission times can only be credited if they are modeled in the PRA.

Swing trains and components shared between units |

Swing trains/components are trains/components that can be aligned to any unit. To be credited
as such, their swing capability should be modeled in the PRA to provide an appropriate Fussel-
Vessely value.

Unit Cross Tie Capability |

Components that cross tie monitored systems between units should be considered active
components if they are modeled in the PRA and meet the active component criteria in Appendix
F. Such active components are counted in each unit’s performance indicators.

Maintenance Trains and Installed Spares

Some power plants have systems with extra trains to allow preventive maintenance to be carried
out with the unit at power without impacting the risk-significant function of the system. That is,
one of the remaining trains may fail, but the system can still perform its risk significant function.
To be a maintenance train, a train must not be needed to perform the system’s risk significant
function.

An "installed spare” is a component (or set of components) that is used as a replacement for other
equipment to allow for the removal of equipment from service for preventive or corrective
maintenance without impacting the risk-significant function of the system. To be an "installed
spare,” a component must not be needed for the system to perform the risk significant function.

For unreliability, spare active components are included if they are modeled in the PRA.
Unavailability of the spare component/train is only counted in the index if the spare is substituted
for a primary train/component. Unavailability is not monitored for a component/train when that
component/train has been replaced by an installed spare or maintenance train.

10
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Use of Plant-Specific PRA aiid SPAR Models

The MSPI is an approximation using some information from a plant’s actual PRA and is
intended as an indicator of system performance. Plant-specific PRAs and SPAR models cannot
be used to question the outcome of the PIs computed in accordance with this guideline.

Maintenance Rule Performance Monitoring

It is the intent that NUMARC 93-01 be revised to require consistent unavailability and
unreliability data gathering as required by this guideline.

ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS

This guidance provides typical system scopes. Individual plants should apply-include those
systems employed at their plant that are necessary to satisfy the specific risk--significant
functions described below and reflected in their PRAs.

Emergency AC Power Systems

Scope

The function monitored for the emergency AC power system is the ability of the emergency
generators to provide AC power to the class 1E buses upon a loss of off-site power while the
reactor is critical, including post-accident conditions. The emergency AC power system is
typically comprised of two or more independent emergency generators that provide AC power to
class 1E buses following a loss of off-site power. The emergency generator dedicated to
providing AC power to the high pressure core spray system in BWRs is not within the scope of
emergency AC power.

The electrical circuit breaker(s) that connect(s) an emergency generator to the class 1E buses that
are normally served by that emergency generator are considered to be part of the emergency

generator train.

Emergency generators that are not safety grade, or that serve a backup role only (e.g., an
alternate AC power source), are not included in the performance reporting.

Train Determination

The number of emergency AC power system trains for a unit is equal to the number of class 1E
emergency generators that are available to power safe-shutdown loads in the event of a loss of
off-site power for that unit. There are three typical configurations for EDGs at a multi-unit
station:

1. EDGs dedicated to only one unit.
2. One or more EDGs are available to “swing” to either unit
3. All EDGs can supply all units

11
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For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to
the unit. For configuration 2, the number of trains for a unit is equal to the number of dedicated
EDGs for that unit plus the number of “swing” EDGs available to that unit (i.e., The “swing”
EDGs are included in the train count for each unit). For configuration 3, the number of trains is
equal to the number of EDGs.

Clarifving Notes

The emergency diesel generators are not considered to be available during the following portions
of periodic surveillance tests unless recovery from the test configuration during accident
conditions is virtually certain, as described in “Credit for operator recovery actions during
testing,” can be satisfied; or the duration of the condition is less than fifteen minutes per train at
one time:

e Load-run testing
e Barring

An EDG is not considered to have failed due to any of the following events:

e  spurious operation of a trip that would be bypassed in a loss of offsite power event

* malfunction of equipment that is not required to operate during a loss of offsite power event
(e.g., circuitry used to synchronize the EDG with off-site power sources)

» failure to start because a redundant portion of the starting system was intentionally disabled
for test purposes, if followed by a successful start with the starting system in its normal
alignment

Air compressors are not part of the EDG boundary. However, air receivers that provide starting
air for the diesel are included in the EDG boundary.

If an EDG has a dedicated battery independent of the station’s normal DC distribution system,
the dedicated battery is included in the EDG system boundary.

If the EDG day tank is not sufficient to meet the EDG mission time, the fuel transfer function
should be modeled in the PRA. However, the fuel transfer pumps are not considered to be an
active component in the EDG system because they are considered to be a support system.

BWR High Pressure Injection Systems

(High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coolant
Injection)

12
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Scope

These systems function at high pressure to maintain reactor coolant inventory and to remove
decay heat following a small-break Loss of Coolant Accident (LOCA) event or a loss of main
feedwater event. ‘

The function monitored for the indicator is the ability of the monitored system to take suction
from the suppression pool (and from the condensate storage tank, if credited in the plant’s
accident analysis) and inject -into the reactor vessel.

Plants should monitor either the high-pressure coolant injection (HPCI), the high-pressure core
spray (HPCS), or the feedwater coolant injection (FWCI) system, whichever is installed. The
turbine and -governor (or motor-driven FWCI pumps), and associated piping and valves for
turbine steam supply and exhaust are within the scope of these systems. Valves in the feedwater
line are not considered within the scope of these systems. The emergency generator dedicated to
providing AC power to the high-pressure core spray system is included in the scope of the
HPCS. The HPCS system typically includes a "water leg" pump to prevent water hammer in the
HPCS piping to the reactor vessel. The "water leg" pump and valves in the "water leg" pump
flow path are ancillary components and are not included in the scope of the HPCS system.
Unavailability is not included while critical but-if the system is below steam pressure specified
in technical specifications at which the system can be operated.

Train Determination

The HPCI and HPCS systems are considered single-train systems. The booster pump and other
small pumps are ancillary components not used in determining the number of trains. The effect
of these pumps on system performance is included in the system indicator to the extent their
failure detracts from the ability of the system to perform its risk-significant function. For the
FWCI system, the number of trains is determined by the number of feedwater pumps. The
number of condensate and feedwater booster pumps are not used to determine the number of
trains.

BWR Heat Removal Systems
(Reactor Core Isolation Cooling or check:Isolation Condenser)

Scope

This system functions at high pressure to remove decay heat following a loss of main feedwater
event. The RCIC system also functions to maintain reactor coolant inventory following a very
small LOCA event.

The function monitored for the indicator is the ability of the RCIC system to cool the reactor
vessel core and provide makeup water by taking a suction from either the condensate storage
tank or the suppression pool and injecting at rated pressure and flow into the reactor vessel.

The Reactor Core Isolation Cooling (RCIC) system turbine, governor, and associated piping and

valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the

13
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feedwater line are not considered within the scope of the RCIC system. The Isolation Condenser
and inlet valves are within the scope of Isolation Condenser system. Unavailability is not
included while critical but-if the system is below steam pressure specified in technical
specifications at which the system can be operated.

“Train Determination

The RCIC system is considered a single-train system. The condensate and vacuum pumps are
ancillary components not used in determining the number of trains. The effect of these pumps on
RCIC performance is included in the system indicator to the extent that a component failure
results in an inability of the system to perform its risk significant function

BWR Residual Heat Removal Systems

Scope

The functions monitored for the BWR residual heat removal (RHR) system is-are the ability of
the RHR system to remove heat from the suppression pool, provide low pressure coolant
injection, and provide post-accident decay heat removal.shutdewn-eoeoling-. The pumps, heat
exchangers, and associated piping and valves for those functions are included in the scope of the
RHR system.

Train Determination

The number of trains in the RHR system is determined by the number of parallel RHR heat
exchangers.

PWR High Pressure Safety Injection Systems

Scope

These systems are used primarily to maintain reactor coolant inventory at high pressures
following a loss of reactor coolant. HPSI system operation following a small-break LOCA
involves transferring an initial supply of water from the refueling water storage tank (RWST) to
cold leg piping of the reactor coolant system. Once the RWST inventory is depleted,
recirculation of water from the reactor building emergency sump is required. The function
monitored for HPSI is the ability of a HPSI train to take a suction from the primary water source
(typically, a borated water tank), or from the containment emergency sump, and inject into the
reactor coolant system at rated flow and pressure.

The scope includes the pumps and associated piping and valves from both the refueling water

storage tank and from the containment sump to the pumps, and from the pumps into the reactor
coolant system piping. For plants where the high-pressure injection pump takes suction from the

14
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residual heat removal pumps, the residual heat removal pump discharge header isolation valve to
the HPSI pump suction is included in the scope of HPSI system. Some components may be
included in the scope of more than one train. For example, cold-leg injection lines may be fed
from a common header that is supplied by both HPSI trains. In these cases, the effects of testing
or component failures in an injection line should be reported in both trains.

Train Determination

In general, the number of HPSI system trains is defined by the number of high head injection
paths that provide cold-leg and/or hot-leg injection capability, as applicable.

For Babcock and Wilcox (B&W) reactors, the design features centrifugal pumps used for high
pressure injection (about 2,500 psig) and no hot-leg injection path. Recirculation from the
containment sump requires operation of pumps in the residual heat removal system. They are
typically a two-train system, with an installed spare pump (depending on plant-specific design)
that can be aligned to either train.

For two-loop Westinghouse plants, the pumps operate at a lower pressure (about 1600 psig) and
there may be a hot-leg injection path in addition to a cold-leg injection path (both are included as
a part of the train).

For Combustion Engineering (CE) plants, the design features three centrifugal pumps that
operate at intermediate pressure (about 1300 psig) and provide flow to two cold-leg injection
paths or two hot-leg injection paths. In most designs, the HPSI pumps take suction directly from
the containment sump for recirculation. In these cases, the sump suction valves are included
within the scope of the HPSI system. This is a two-train system (two trains of combined cold-leg
and hot-leg injection capability). One of the three pumps is typically an installed spare that can
be aligned to either train or only to one of the trains (depending on plant-specific design).

For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at
high pressure (about 2500 psig), a cold-leg injection path through the BIT (with two trains of
redundant valves), an alternate cold-leg injection path, and two hot-leg injection paths. One of
the pumps is considered an installed spare. Recirculation is provided by taking suction from the
RHR pump discharges. A train consists of a pump, the pump suction valves and boron injection
tank (BIT) injection line valves electrically associated with the pump, and the associated hot-leg
injection path. The alternate cold-leg injection path is required for recirculation, and should be
included in the train with which its isolation valve is electrically associated. This represents a
two-train HPSI system.

For Four-loop Westinghouse plants, the design features two centrifugal pumps that operate at
high pressure (about 2500 psig), two centrifugal pumps that operate at an intermediate pressare
(about 1600 psig), a BIT injection path (with two trains of injection valves), a cold-leg safety
injection path, and two hot-leg injection paths. Recirculation is provided by taking suction from
the RHR pump discharges. Each of two high pressure trains is comprised of a high pressure
centrifugal pump, the pump suction valves and BIT valves that are electrically associated with
the pump. Each of two intermediate pressure trains is comprised of the safety injection pump, the

15
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suction valves and the hot-leg injection valves electrically associated with the pump. The cold-
leg safety injection path can be fed with either safety injection pump, thus it should be associated
with both intermediate pressure trains. This HPSI system is considered a four-train system for
monitoring purposes.

PWR Auxiliary Feedwater Systems
Scope

The AFW system provides decay heat removal via the steam generators to cool down and
depressurize the reactor coolant system following a reactor trip. The AFW system is assumed to
be required for an extended period of operation during which the initial supply of water from the
condensate storage tank is depleted and water from an alternative water source (e.g., the service
water system) is required. Therefore components in the flow paths from both of these water
sources are included; however, the alternative water source (e.g., service water system) is not
included.

The function monitored for the indicator is the ability of the AFW system to take a suction from
the primary water source (typically, the condensate storage tank) or, if required, from an
emergency source (typically, a lake or river via the service water system) and inject into at least
one steam generator at rated flow and pressure.

The scope of the auxiliary feedwater (AFW) or emergency feedwater (EFW) systems includes
the pumps and the components in the flow paths from the condensate storage tank and, if
required, the valve(s) that connect the alternative water source to the auxiliary feedwater system.
Startup feedwater pumps are not included in the scope of this indicator.

Train Determination

The number of trains is determined primarily by the number of parallel pumps. For example, a
system with three pumps is defined as a three-train system, whether it feeds two, three, or four
injection lines, and regardless of the flow capacity of the pumps. Some components may be
included in the scope of more than one train. For example, one set of flow regulating valves and
isolation valves in a three-pump, two-steam generator system are included in the motor-driven
pump train with which they are electrically associated, but they are also included (along with the
redundant set of valves) in the turbine-driven pump train. In these instances, the effects of testing
or failure of the valves should be reported in both affected trains. Similarly, when two trains
provide flow to a common header, the effect of isolation or flow regulating valve failures in
paths connected to the header should be considered in both trains.
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PWR Residual Heat Removal System
Scope

The functions monitored for the PWR residual heat removal (RHR) system are those that are
required to be available when the reactor is critical. These typically include the low-pressure
injection function (if risk-significant) and the post-accident recirculation mode used to cool and
recirculate water from the containment sump following depletion of RWST inventory to satisfy
prowdc %hepost-accxdent mﬁﬁen—amesdecay heat rcmov'tl ﬂwseﬂmes—are—éeﬁﬂed—a‘;—reaehma

Meum—Hewwe&%heHmewam%aﬂe%m&}y%&aﬂémedekdﬁﬁhePR&maﬁe
used—The pumps, heat exchangers, and associated piping and valves for those functions are
included in the scope of the RHR system. Containment spray function should be included if it is
identified in the PRA as a risk-significant post accident decay heat removal function.
Containment spray systems that only provide containment pressure control are not included.

Train Determination

The number of trains in the RHR system is determined by the number of parallel RHR heat
exchangers. Some components are used to provide more than one function of RHR. If a
component cannot perform as designed, rendering its associated train incapable of meeting one
of the risk-significant functions, then the train is considered to be failed. Unavailable hours
would be reported as a result of the component failure.

Cooling Water Support System

Scope

The function of the cooling water support system is to provide for direct cooling of the
components in the other monitored systems. It does not include indirect cooling provided by
room coolers or other HVAC features.

Systems that provide this function typically include service water and component cooling water
or their cooling water equivalents. Pumps, valves, heat exchangers and line segments that are
necessary to provide cooling to the other monitored systems are included in the system scope up
to, but not including, the last valve that connects the cooling water support system to the other
monitored systems. This last valve is included in the other monitored system boundary.

Valves in the cooling water support system that must close to ensure sufficient cooling to the
other monitored system components to meet risk significant functions are included in the system
boundary.

Train Determination
The number of trains in the Cooling Water Support System will vary considerably from plant to
plant. The way these functions are modeled in the plant-specific PRA will determine a logical
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approach for train determination. For example, if the PRA modeled separate pump and line
segments, then the number of pumps and line segments would be the number of trains.

Clarifying Notes

Service water pump strainers and traveling screens are not considered to be active components
and are therefore not part of URL. However, clogging of strainers and screens due to expected or
routinely predictable environmental conditions that render the train unavailable to perform its
risk significant cooling function (which includes the risk-significant mission times)are included
in UAL

Unpredictable extreme environmental conditions that render the train unavailable to perform its
risk significant cooling function should be addressed through the FAQ process to determine if
resulting unavailability should be included in UAL
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