
0D8/19/0207t--TnI FAQ LOG

Temp PI Question/Response Status Plant/ Co.  

No.12 Appendix D 11/15 Discussed Oconee 

Question. The Oconee Nuclear Station has a unique source of emergency AC power. In lieu of Emergency Diesel 12/13 On hold 

Generators, Oconee emergency power is provided by one of two identical Keowee Hydro units located within the Oconee 2/28 NRC 

Owner Controlled Area. These extremely reliable units are each capable of supplying ample power for the plant loads for all reviewing 

three Oconee units. Additionally, they are also used for commercial generation using an overhead line to the Oconee 4/25 Tentative 

switchyard. Approval 
5/22 On Hold 

Train separation at Oconee is initially established at the three (3)'4160' volt load buses in each unit. These buses are all fed 
from one of two main feeder buses in each unit, th~at are both in turn supplie rom a single under round ower cable from a 

___ eo•eeani~tT.' undergro'nd-phj isprefer, ~is preferentially selecejeonia lossofoffsie-pwer nd-an-E eerd 

uards signal, I he Keowee 1nit ligned to e un erground path tri s th ONS loads will be a n atically trai ed 
to the remaining a *ace t Keowee nit. As an addi iona source of powe, mi n feeder buses can also e fed from th • e o e e o v e r h e a d p l w e lin e v ia t e 0 o n e e s w it cy a r./ \I_ 

u l 

eu:~ RA c uatioi s md d cate th e ]n d r - - is signific anl reimr p e lst hant h Over adP vhc i 

uc p bl toe e ilev nsa d ee oec n e s o ne Fr ePR re ut itis recommel de ats systeme 

A c lu 

S } n a v i l a b i l i t y r e p o r • n f[ f r t h e M : 1 p r f o r mna h &ei r i c a t o r b e b a s c • r th - n e g r o n d p a th . P i c a :u l a t i o n u~p p o r tI 

th e f llowing thres (l d [c / ased up t hf delt a C C F fok unavailabil ~ of the U nder ou nt Path.  

Gree~~ u fte w '1 / 

U Lnderground Path Unavailability :"'"' 2.0% 4.0%" 10.0% 

Overhead Path Unavailability 
16 9% 

100.0% 
N/A 

The Green/White threshiold value is consistent with the Maintenance Rule limit for unavailability of the Underground Path.  

SAlso, histo -ical unavailability if the Underground Patlh would place ONS mid-way in the gr~en band, which is consistent 

with average' industuy performance for the MS01 indicator. The WhitefYellow' threshold of 4 0% provides an appropriate 

white band as compared to the threshold of 5.0% indicated in NET 99-02 for a system with two trains of Emergency AC 

eqluipmaent. The Yellow/Red threshold of 10% is conservative and is consistent with NET 99-02 for a system with two trains 

of Emergen icy AC equipment. Monitoring th'n ego n pa oly r 2.0%, 4.0% an di 10.0%, acceptable threshold 

Svalues for the ONS Emergency Power'perfoiimance 
indicator? 

Response: 

Yes .. ., . •, .. 
•L 

Icu

I
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Temp PI Question/Response Status Plant/ Co.  
No.  
27.3 IE02 Question: 1/25 Introduced LaSalle 

Should a reactor scram due to high reactor water level, where the feedwater pumps tripped due to the high reactor water 2/28 NRC to 
level, count as a scram with a loss of nornal heat removal discuss with 
Background Information: resident 
On April 6, 2001 LaSalle Unit 2 (BWR), during maintenance on a motor driven feedwater pump regulating valve, 4/25 Discussed 
experienced a reactor automatic reactor scram on high reactor water level. During die recovery, both turbine driven reactor 5/22 On hold 
feedwater pumps (TDRFPs) tripped due to high reactor water level The motor driven reactor feedwater pump was not 6/12 Discussed 
available due to the maintenance being performed. The reactor operators choose to restore reactor water level through the Related FAQ 30 8 
use of tie Reactor Core Isolation Cooling (RCIC) System, due to the fine flow control capability of this system, rather than 
restore the TDRFPs. Feedwater could have been restored by resetting a TDRFP as soon as the control board high reactor 
"water level "alarm' cleared. Procedure LGA-001 "RPV Control" (Reactor Pressure Vessel control) requires the unit operator 
to"onrl x/LRPV water level 59.5 in. using any of the sy listed below: Condensate/feIdwer- RCIC, 

ilie ollowing con ol r om respo se a tions, from tan d operating r ure 
-OP FW-04, "Start p o the TD " re required o re et a TDRFP.' o act ns e required outsid of ehe con o roo 
and no diagnostic s eps a•e requir ).  

er •y the foll owin : " 
17DI FP M/A XFE (M. ual/Aut mati Control er) tationis reset 
4o 'DRFP trip si als re present 
lepi ess TDRFP Tur.ife RESET t usht utton and bse fol ing 

u---� W glitlllumi te 

TDRFP High Pressure and Low p Valves E 
PUSH WA increase pushbutton on the Manual/Automatic Controller station 
Should this be' considered a scram with the loss of normal heat removal? 

Proposed Answer: 
No, the scram would not count as a scram with a loss of 'normal heat removal. The actions required to restore TDRFPs are 
not considered to be a'diagnosis. The operators are fully trained (classroom amd simulator training) to recognize that the 
TDRFPs trip on high reactor water level and are trained to take the appropriate steps to restore the feedwater pumps as soon 
as die high reactor level alarm clears.' This evolution is a basic operator knowledge item and not a diagnostic for purposes of 
this indicato ,r. Therefore, this event would not be considered a'scram with a loss of noimal heat removal, because, the 
indicator excludes events in which the heat removal path through die main condenser is easily recoverable without the need 
for diagnosis or repair.

2
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Temp PI Question/Response Status Plant/ Co.  
No.28.2 MS Question: 

2/28 Introduced Point 
01 In August 2001, Our plant had just completed the monthly EDG load-run surveillance and had passed the plant's load and 3/21 Discussed Beach 

duration test specification. The EDG was being secured from the test in accordance with the surveillance. Generator real 4/25 Licensee to 
load (kW) was initially reduced, when it was discovered that generator reactive load (KVAR) would not respond to remote provide additional 
or local control inputs. Operations then tripped the generator output breaker and secured the EDG and declared it out of information 
service. Initial trouble shooting of the voltage regulator was performed and the engine was run the next day with similar 5/22 Discussed 
response to load control. At this point the engine was removed from service for repair of the generator. The'root cause 6/12 Discussed.  
evaluation determined that the generator had two shorted coils. T1he cause of the shorted coils was degradation of winding 
laminations over time due to poor winding processes at a repair vendor's facility for work performed in 1993. This 
degradation ultimately resulted in contact between a generator winding and uninsulated wedge block bolting internal to the 
generator while the engine was being secured following successfully satisfying the monthly surveillance.  

- -a- p ly in g -f iu 1t te . e su re h o th is c e `e iev e th at b y m eetin th p lan t's lo ad an i d ourani stsp ec i ati 
luri, ig the survei nc" NEI 99-02 Revision 1, pa e 3 30 criterion f r suc essful start and load -run vas met. Be u e 
he i ul u r e o c c u r r e d u i g t h e u n ha d ad s h u t d oo fwt h e s r v�Ipo i o o e sl i e f a i l u r e ' s t i m e o f 3 c c u r le n c e i m o 

ault exposure IS no I app cab le. Te ti e that the n was out of se re r th int tal voltage rel lat ,r troub e shoo g he s .cond attem pt t , fin th e engi r e an l h ourh .•s 6 oc' a ed w ith th e gen r ltor re lair .•e cou n ted as u n la ted_ up ~v a lab le

•av, wve correctly te I eted NI IE 99 4 2'gdan e' th t fliult expos V • hnot be reported ir this situatio• " : orr ct. Fault ei xosu e hours a c e ti me that a ange) in undetected, faile co dition. In i s si nation, the.  
f- )ailu ' _ti of c rrence i n e 'ilr c rr ie the ngie wa gsc d •lu g the nlit~ d and ' 
shutdown portion of the eiae a he engine passed wts load run test and passed the plant's load and duration test 
specification. This is a discovered condition which must be assessed in the ROP inspection process. (Unavailable" hours" 
should be'counted from the time of discovery forward.) 
While the diesel had officially passed thle surveillance test, the plant was still getting information from the surveillance test ,, 

during the diesel shutdown. T/2 fault exiposure'should be taken from the last successful test of tie diesel, i e., the last monthly test beford this occurrence. ..... ...
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Temp PI Question/Response Status Plant/ Co.  
No. I I I I _

28.3 IE02

4

Question: 
This event was imtiated because a feedwater summer card failed low. The failure caused the feedwater circuitry to sense a 
lower level than actual. Thus invalid low level signal caused the Reactor Recirculation pumps to shift to slow speed while 
also causing the feedwater system to feed the Reactor Pressure Vessel WRPV) until a high level scram (Reactor Vessel Water 
Level - High, Level 8) was initiated.  

Within the first three minutes of the transient, tie plant had gone from Level 8, which initiated the scram, to Level 2 (Reactor 
Vessel Water Level - Low Low, Level 2), initiating High Pressure Core Spray (HPCS) and Reactor Core Isolation Cooling 
(RCIC) injection, and again back to Level 8. The operators had observed the downshift of the Recirculation pumps nearly 
coincident with the scram, and it was not immediately apparent what had caused the trip due to the rapid sequence of events.  

A gaWiwhen the reacto ed Level 8, the operating t i ie driven feed pu~pi".ipd. 1Lh 
-ont lUgicpAi ibts restart feeu ot Je turbine driven p p and motor driveirfe Ipuu - )ntilh 
Levl 8 signal is, se . (On a tripo one or both tume ced pumps, the w uld automatically ste, e cept when t ip 
.s du e to Level 8.) 1 ec feedw ater ,umps (botl turb ne driven pump th MFP) were physic lly ivallable,_ o beI 
;tart d from the con ool oin, once the Level 8 trilwasjreset. Procedu are in p ace for the operat rs tc start til P L 
he t bine driven fe wa er pump; ih./ th \ -s •.i n 

3ea use the cause o the cram wa not inuned te apparent to the re as imtially soi ie in sundet iding 
-egaý ding the status f th MFP. (I eca ise the c d f/ilure resulted ow~lev 1, the conibin ition of the irculation 
uIn downshift, 0 rector scrum and the 'nitoa 'on fH S an CIC at Level pro ided several indi -ations to suspect 
ow rater level se the scranm) As ,result o .e ti di isof a plait pr lei (the down! hift f the recirculation 

'pumps 1 0., rttors beliete-tew "o I ves~tir n th of the ýurbie dive Iuin . `11s-wap documented 
in severa personnel sttements aa narrative log e Contr uig to this i im uis erstii was a control 
power available light bulb that did not illuiunate until it was touched. In fact,'tlie MFP had functioned as it was supposed to, 
and aside from the indication on the control panel, there were no impediments to restarting any of the feedwater pumps from 
the control room. No attempt was made to mnanually start the MFP prior to resetting the Level 8 feedwater tnp signal.  

Regardless of the issue with the MF'P; however, both turbine driven feed pumps were available once the high reactor water 
level cleared, and could have been started from the control room without diagnosis or repair. Procedures are m place to 
accomplish this restart, and operators are trained in the evolution. Since RCIC was already m operati6n,operators elected to 
use it as the source of inventory, as provide4 for in dte plant emergency instructions, until plant conditions stabilized.  
Should this event be counted as a Scram with a Loss of Normal Heat Removal? 
Response: 
No. As stated in NEI 99-02 Rev 2, page 16, lines 15-16 (and FAQ 249), the determining factor for this indicator is whether 
or not the normal heat removal path is available to the operators, not whether the operators choose to use that or some other 
path. The indicator excludes events in which the normal heat removal path through the main condenser is easily recoverable 
without the need for diagnosis or repair. In thus event, since the turbine driven feed pumps remained available throughout the 
event and procedures were in place for their recovery.from the control room, the normal heat removal path through die main 
condenser was easily recoverable without the need for diagnosis or repair

Perry3/21 Discussed 
4/25 Discussed 
5/22 Modified to 
reflect discussion 
of 4/25, On Hold 
6/12 Discussed.  
Related FAQ 30.8
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Temp P1 Question/Response Status Plant/Co.  
N28.5 MS 0 Question: 

2/28 Introduced Prairie 
Treatment of Planned Overhaul Maintenance in the Clarifying Notes section of the Mitigating Systems Cornerstone, Safety 4/25 Discussed Island 
System Unavailability, states that plants that perform on-line planned overhaul maintenance (i.e., within approved Technical 6/12 Discussed 
Specification allowed Outage Time) do not have to include planned overhaul hours in the unavailable hours for this 
performance indicator under the conditions noted. This section further states that the planned overhaul maintenance may be 
applied once per train per operating cycle. EDG(s) at Prairie Island are on an 18 month overhaul frequency per 
T.S.4.6 A.3.a, while the plant operating cycles are typically a month or two longer. Thus, the EDG 18 month overhaul will 
occur twice in some cycles. If major overhauls, performed in accordance with the plant's technical specification frequency, 
result in more than one major overhaul being performed within the same operating cycle, can both of these overhauls be 
excluded from counting as planned unavailable hours? 
Response 

•Yes, at l hng-as-fie overhaul intenance i ed within an establishe deventive mainte nlance-progr m and the 
er m d within ecif al ecif ication frequen , navailabe hohr- not um 

28.6 OR01 ue tion: v2ie 
hi e in a high ra tion ei ) r movihgsc ol , wvorkers inad ent di odged lead shiel ng ound, tsp Introdued 

lusl rig and create con itions th t re uird p n locked HRA (d rate in e cess of I rem per ho_ e l 3/21 Di cussd 
nin t tes later when tey oved to i loc to the hot spot, th ee sc old orkers received do, -ala ms. 4/25 Te tative 
Jpo receiving the 1I , they i nme ately le th area and the al Aft r reading their dosimeters d Approv i. A iswer 

,eriing tha they d n t receive an unexpec ed ose, they discyse e aa r wi their supe risor d con ded that discussi n b ing 
•e nom entary al a n w s not une. pect d since gner l ar g " dose fes in th e H R A •oul • have cause • th e ala r ms. W hen th e draf ted t re • w orkers at i mpI to log out oft te RCA at he a ce s con tol ,point, H ealth Ph sics (H P) disco ,ere c th at all three [- -•mdiv u ttnlve c a "Dose al ar r ntheir lectron• .ic slimet es. Indepe l ft from t e "nin ex p se investigation, and approximately within the same time period (within minutes), a HP technician found radiation levels in excess of 1 rem per hour when performing a routine survey to support removal of the hot spot flush rig. The HP technician established proper controls and posting for the area and discovered that local shielding around the flush n~g had been disturbed. Does this count against the tec hnical specification hig ,:h radiation area occurrence PT? ..  Response: . . ••, , " ,,- 

•., 

Yes. (answer being drafted) 

.. .  

28 0 MS 01 Q lUeeStion -

2/28 Introduced PSEG 
-04 Tegiace in the unavailability portion of NET 9 9-02 states that operator actions to recover from an equipment . 3/21 To be 

S100 

malfunction or an operating error can be credited if the function can be promptly restored from the control room by a rewritten 
qualified operator taking an uncomplicated action (a single action or a few simple actions) without diagnosis or repair (i.e. 4/25 

tve restoration actions are-virtually certain to be successful during accident conditions). In this context, what does the word Discussed6/12 
"diagnosis mean? , 

Discussed

•RA•T



Temp PI Question/Response Status Plant/ Co.  
No. I I I

Response: 
Diagnosis is the investigation or analysis of tie cause or nature of a condition. In tie context of the unavailability PI, 
diagnosis refers to activities that are required to determine what actions need to be taken to mitigate the condition. It 
includes activities such as troubleshooting and research into design documentation. Responding to alarms and following 
written procedures where success is a virtual certainty is not considered to be diagnosis. If the licensee and the resident 
inspectors do not agree if the activity in question is considered to be diagnosis, an FAQ should be subnutted.  
Alternate Response: 
Diagnosis: An investigation or analysis of the cause of a condition, situation or problem. For purposes of the performance 
indicators, the following guidelines apply:, 
1.. A control room operator's use of information available to her/him in tie control room does not constitute diagnosis if the 

first attempt (a single action or a few simple actions) to correct the condition, situation or problem from the control room 
i Identitica t he cndition and deternunation of the ap opriate corrective " qun--oUtig only a • ata .tt or °rxtensive data collecI ons required, beca co for 

, •Eiample, thi o d be consi red diagnosis 
2. the control om•tperatorsd irst attempt to c rrec•i e condition, L oonioor problem is unsu ces ful, any fiirthe

afive actions to 
ocedure is diag 
:ssfiil, further a 
i which one of/lj

tempt to correc 
However, if in 
,stitute diagnos 
iqns should be i

-'Te intent-oft fi"ipragrapli ito-allow bredil for o cratd- e!ry a____• i s wheqt •'conditi pitua1tion oY-prolem can be 
quickly identified from indicatiosin the control room and the necessary corrective actions can b e easily, as 
applicable) performed in the control room. Activities such as troubleshooting and extensive research into design 
documentation are considered to be diagnostic. If the licensee and the resident inspectors do not agree if the activity in 
question is considered to be diagnosis, an FAQ should be submitted.

6
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Temp PI I Question/Response Status Plant/ Co.  
No. I I I
29.4 3/21 Introduced 

4/25 Discussed 
6/12 Tentative 
Approval

GGNS

7

MS01 
-04

Appendix DQuestion 
This question seeks an exemption from counting planned overhaul maintenance hours for a support system outage at the 
Grand Gulf Nuclear Station (GGNS).  

At GGNS, the Safety System Water (SSW) system provides Ultimate Heat Sink supply for the ECCS systems, through three 
divisions:,,.,,.  

- SSWA supplies Division I Emergency Diesel, Residual Heat Removal (RHR) A and Low Pressure Core Spray.  
" SSW B supplies RHR B, RHR C and Division 2 Emergency Diesel.  
* SSW C supplies High Pressure Core Spray (HPCS) and Division 3 Emergency Diesel.  

Themd ergencv Diesels, CSareallMitigating Systems and are onitored systems as-defined in NEI 99-0 SW __y e ,s in Is an monitored to the atit affectst, itor i g b 
n I 94, periodicte ting f the SS p mps iden ed at shaft colu f ste ers ad washers that h d d teriorat to th 
oint that the deep aft p col mmn Id o gth, allowing impe ler t rub on the botto of the casing.  
[e ot cause dete me that the was ier teriorated due to g v ic co osi set up bý, inco: npa• ble-r te 'a 
Ietw en the pump s d the fa tene s wwhic wa compounded b 0 r ality in the sy;tem Thes f steners 

er replaced'on Ii ein 995'with likevfor-like pla ement of old i' ne pumps were Jesi ed ann bricated.  

I~ -Year Busi~ ss anning processestablishe 00 SW and B pump rep censand 203 f r the SSW C 
-)relke nt.-Wt lanning usin -nsid tions ee rnet t SSW, d SS t pum woild-be1 replaced in 

an Feb 2002. or panning also'dete ned at e pumps cou to e repaced on line within the Tech 
Spec LCO time (72 hours). Work duration was estimated to be 40 hours for each'pump.  

Squantitative risk analysis was performed. Due to the complexity and uniqueness 6f the work, the SSW outages were 
planned separately from the system outages they support. That is, no parallel Emergency Diesel or RHR outage work was to 
be scheduled with the SSW outages., The analysis showed that the planned configuration was acceptable from a Regulatory, 
Guide 1.177 and 1.174 standpoint. For example, the incremental conditional core damage probability, ICCDP, is less than 
1E-7, and the delta CDF (core damage frequency) is less than 2E-7/yr for this maintenance , 

SSW A and B pumps were changed in the first quarter 2002. Approximately 63 unavailable hours were incurred in the 
work. As a result of pump change-out, the reliability of the SSW system will be improved as the upgrade in pump material 
will reduce the amount of fastener deterioration to a negligible level. The new pumps are expected to last the life of the plant 
and should reduce any future out of service time and inspection requirements due to the improved materials compatibility.  

Based upon the above description, should the planned overhaul maintenance hours for the SSW system pump A and B 
replacements be 'cunted in determining the PI values for Emergency Diesels, RHR and HPCS? 

Response , , , . . , , ,, .  
This activity qualifies as a unique plant specific situation as described in NEI 99-02 section for the Treatment of Planned 
Overhaul Maintenance. For this plant specific situation, the planned overhaul hours for the SSW system pump A and B 
replacements may be excluded from the computation of monitored system unavailabilities -. ...
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Temp P1 Question/Response Status Plant/ Co.  
-No.
29.5 EPO 1 Question: 3/21 Introduced NRC 

During an EP drill/exercise scenario, a licensee will implement their procedure(s) and develop appropriate protective action 4/25 On Hold 
recommendations (PARs) when valid dose assessment reports indicate EPA protective action guidelines (PAGs) are 6/12 Response 
exceeded. A question arises when a scenario identifies that the PAGs will be exceeded beyond the 10 mile emergency being rewritten 
planning zone (EPZ) boundary. Should the licensee count the development of the PAR(s) [or the lack thereof] beyond tie 10 
mile EPZ as an EP Drill/Exercise Performance (DEP) PI opportunity, due to their "ad hoe" nature? 
Response: 
Set response at end of this document.  

29.8 IE 03 Question: 4/25 Introduced Salem 
At approximately 2243 hours on September 24, 2001 the number 2 Station Power Transformer in the Salem Switchyard 5/22 Discussed 
experienced an electrical fault on one of its associated surge arresters. The failure of this surge arres'ter resulted in the lo.s 6/12 Being 

ber 2 and 4 m , nsformers and station po transformers 12 1 t, r'e l r 
-qfhIl,6 "-,o heie- a~T'me's e ch Sen;~v~ os, rqe (Unit)I lost 1171 ý, I 3B)) of the six co ens1r ýcircu 
Purn p. Addition6(y, alem Unit lost ower to it iri lating water travy ng creens, as well as th se sing 
nstr inentationfo the ifferentia pre sure across he t aveling screens on ss ofpower'to the ensr the!s en a 

.,ni .,in ,he ont I Room's oýw screen del ap being'!n the a P le ngeregqrdlesscfactialse•, ej, deft 
Vitlh only three cfsi cir lating ater um er•ting per unit, bot alem itts educed electric ba I .am am main 
"onc enser vacuum. off ing the coni, "I epower reduction alem U tl ersonnel restor del ,ctrqlp 9wer to 
he Nnit I circulatin wa r bus at, d th, circula ng vater traveling oc, rred approxi atel I hour, ter the lec ircal fault. Bec use fthe los ofp ,wer to the tr eingscree s, e us I up I etritus level wer betwe 1400 and 

S00 Kg/I 0E6 cubic in ers) cause d a / igh diffeni preti ure o the rema nin screens. S, tortl after the power 
vas testored to e tr eling scree, 7s, o 7e (13A) the rh rem i ing circulating ' ter umps tripv ed tie to high 

di erenti re e across itt ociat veltn s cause e loss iver t e nis ntation, this 
condition was not detected prior to restoring the power. As a result of this additional loss of a circulating water pump and 
the resultant decrease in condenser vacuum, Salem Unit I licensed control room operators initiated a manual trip in 
accordance with the guidance provided in the abnormal operating procedure at 2351, on September 24. This event was 
similar to previous loss of station power transformer events that occurred in June andJuly. of .200. In all three of the 
events, each unit lost three circulators, and one of the two units lost all six traveling screens (in'June and July Unit 2 lost the 
traveling screens), their controls, indications, and the screen wash pumps. In addition, all three events resulted in a power 
reduction for both units. In both the June and July events, it took longer (1.75 to 6.25 hours) to restore power to the 
circulators than it did in the September event. The June and July events did not result in the loss of an additional circulator 
after power was restored because the detritus levels were lower (in the 400's). Therefore, a plant scram was avoided.  

Salem Unit 2 circulating water traveling screens were unaffected by the loss of the 2 SPT, therefore the power reduction was 
sufficient to maintain main condenser vacuum. Does this event meet the criterion in NEI 99-02 that states "Off-normal 
conditions that begin with one or more power reductions and end with an unplanned reactor trip are counted in the 
unplanned reactor scram indicator only." Or are the causes of the downpower and the scram sufficiently different that an 
unplanned power change and an unplanned scram must both be counted 
Response: 
This should be treated as one continuous event. The loss of the station power transformer resulted both in the loss of three of 
the circulating water pumps and in the loss of power to the traveling screens, which led to the loss of the additional 
circulating water pump. Therefore, the cause of both the power reduction and the scram was the electrical fault. Only the 
scram should be counted in tie performance indicators.

i ,
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Temp PI Question/Response Status Plant/ Co.  

No. I I I_ _

29.9

Do these two examples need to be reported as Unplanned Power Changes?

IE03 Salem

I-

NEI 99-02, Rev 2, states that anticipated power changes greater than 20% in response to expected problems (such as 
accumulation of marine debris and biological contaminants in certain seasons) which are proceduralized but cannot be 
predicted greater than 72 hours in advance may not need to be counted if they are not reactive to the sudden discovery of off
normal conditions. The circumstances of each situation are different and should be identified to the NRC in a FAQ so that a 
determination can be made concerning whether the power change should be counted.  

At Salem, this type of problem is caused by high river grass concentrations biofouling the heat exchanges, coolers, and 
condensers. Salem Generating Station has a number of methods to determine the possibility of high biofouling, in order to 
prevent an unplanned shutdown. These methods include regular sampling to determine river grass concentration, visual 
confirmation of excess river debris, an excessive Service Water Traveling Screen carryover, and high dP across heat 
exchangers and/or pumps. In the event of high river grass triggered by these methods, procedural instructions (SC.OP

S0 , Compone n ent lapce to initiate preventativ ctions to reduce b lcpastJew 
o tritus lasfquej bo the Action Level I te described in Se 7 B. 7. .. I F 
o onent Bio lin resulting i inc teased prev nta ye actions. Unfo t nat y, high river grass c nce trations andhe 

)iofduling of nece ary quipment cant ot be predi ed.  

Dn February26,an agai on Feb 28, Sal 1euced power to 1 an th 13 Condenser Wat r bo du_ o e 
iccu ulation of ma ne d bris and biol gi n inats on the 13 ircula g ater Pump Tmr elinm - en. The 13B 

irc• llating Water tmp d been ut servicfo *ntenance in r upcoming grssin seaso . A.  

ow power is proc uray requir d in ituation lik this when th ang irculating Water ?umps I A and 
3B inaCondensrS 11 . . e 

Condntra i ear begatoncre se-i earl cto , 0 reas arly De er, reaagan-inn-id-February.  
In norm years, the high season was only spring, whic ihwas cause y ice thawing in e mars. That type of riVer grass 
is commonly local marsh grass. The type of river grass seen this year, sertularia'argentea "Garland Hydroid"'and garveia 
franciscana "Rope Grass", are common to the Chesapeake Bay but have not previously been this abundant in the Delaware 
Bay. According to Dr. Dale Calder, author of Hydroids and Hydromedusae of Southern Chesapeake Bay, the type of' 
.hdroids the Delaware Bay is experiencing are common in high salinity water (ca. 13-30 o/oo) and is active from late 
September to early June.- The observance of high salinity in the Delaware River this year may be attributed to the drought 
conditions observed ovei the past few months.. .  

The following table indicates the river grass sample concentration, expressed in Kg/million cubic meters, for the time period 
'in the question. The rapidly increasing levels contributed to the biofouling, which required the downpower.

2/18/2002 
2/22/2002 
2/22/2002 
2/24/2002 
2/26/2002 
2/28/2002 
3/2/2002 
3/4/20 02'

328 

624 
488 
399 
1149 .. ..  

'1809 
2326' 
5133

1 .1. -¾
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4/25/02 
Introduced 
5/22 Discussed 
6/12 Being 
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Temp P1 Question/Response Status Plant/ Co.  
No. _________ _ 

Response: 
No. These two examples represent power changes in response to expected accumulation of marine debris that cannot be 
predicted in advance. The response is proceduralized, and the operators followed their procedures. The environmental 
conditions cannot be predicted, but were appropriately monitored and the operator response was in accordance with 
expectations.  

29.10 IE 03 Question: 4/25 Introduced Salem 
NEI 99-02, Rev 2, states that anticipated power changes greater than 20% in response to expected problems (such as 6/12 Discussed 
accumulation of marine debris and biological contaminants in certain seasons) which are proceduralized but cannot be To be rewritten 
predicted greater than 72 hours in advance may not need to be counted if they are not reactive to the sudden discovery of off
normal c6nditions. The circumstances of each situation are different and should be identified to the NRC in a FAQ so that a 
determination can be made concerning whether the power clange should be counted.,, 

1E2 esnot disu whth ZIC w hnesascaed it ithese FAQs sholdd-b co in 
iwai ng disposit it sat act t state in th co ment field that a Q as been submitted, d not to include me 
)ower chan'es in e P calcu latioil? 

Yres. The comment ield houldb n ann tate at a FAQ has sub te .'The licensee a d tie should work 
xpe itiously and co er tively, armi n questions, andda a in orde tha the issue can be res qui 'ly.  
ow ,ver, fthe ssu isntresolved bythe Itme uarterly report e h ensee has a re ison •ble ex ectation 

'hat this exclusion a , it is not nect ssary to cl.e these pow anes in sanitd p r i data on ersely, he 
'icenyee'does not h e reasonabl ýexj ectation at !is eyrlcusio pplies, the unpl ann dpqower cli nge ý) should be 
-ouned. Inethrc IfWthe iee ieve 11 

t eort can bcarende eq ui at at te 
30.1 EP02 Question:, I I " 5/22 Introduced 

NEI 99-02 states in the clarifying notes for the ERO PI, "When tie functions of key ERO members include classification, 6/12 Discussed 
notification, or PAR development opportunities, die success rate of these opportunities must contribute to Drill/Exercise 
Performance (DEP) statistics for participation of those key ERO members to contribute to ERO Drill Participation." Must the 
key ERO members individually perform an opportunity of classification, notification, or PAR development in order to 
receive ERO Drill Participation credit? 

,Response: , I 
No. The evaluation of the DEP opportunities is a crew evaluation for the entire Emergency Response Organization. Key 
ERO members may receive credit for the drill if their participation is a meaningful opportunity to gain proficiency in their 
assigned position

,10
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Temp PI Question/Response Status Plant/ Co.  

No.  
30.2 MSO1 Appendix D Question: 5/22 Introduced Surry 

NEI 99-02, Revision 1, in the Clarifying Notes for the Mitigating Systems Cornerstone, allows a licensee to not count 6/12 Discussed 
planned unavailable hours under certain conditions when testing a monitored system.  
At our two-unit PWR station, three EDGs provide emergency AC power. There is one dedicated diesel for each unit and one 
swing diesel available for either unit. During the monthly surveillance testing required by Technical Specifications, there is 
an approximate four-hour period when the EDG is run for the operational portion of the test and is inoperable but available.  
In 2001, surveillance-testing procedures were revised to take credit for restoration actions that would enable not counting the 
hours as unavailable.  
The restoration actions for the two dedicated diesels during the approximate four-hour period consist of implementing a 
"contingency actions" attachment to the test procedure. This process verifies system alignment and places the EDG on its 
emergency bus. The steps allow the dedicated control room operator to chlge theý emergency generator auto-exercise 
selector from exercise to auto or place e emergency supply switch i nto, depress the ncy generato 
tart reTerbtt• adjust tle-vn- e as necessary. The /r.-ess stepsare, 

Se done a edicated op rat The last ep quires the gove sp d droop control to bad usted to zero.  
-iow ver, the spee dro p adjust nt i ot requir for the EDG to sati s s ety function. This tep s perfo ed t 
elie e the dedicate opeator and oes ot challen e o ration or contr I of e E G., 1_ 
ýue., tion (1); can cr dit taken d rin the res i actions that re * e onl on dedicated contro roo o t r (no 
)the assigned dutie )re lting in 1o cnt unavailable hours rhgthi paron ofthe testin ofc ied 
, D s? The restora n a ions for e •wng dt el Iso consist of ii m nin c tingency actitns" ttach et t to the 
est ,rocedre with few�o~ifr Tere ices.. e a ditional step h/d i-1il e Wh ergency bus [he wing E needs to 

e al gned to'befor pla ing th ing lgDG on ate ergecy bu.. e rest of the .cti •s are identi al tc the dedicated, 
' D explanatio des bed a ove. 
uesi , a edit be t en-f0 rth se-r ttorat. nr a c t ire onlyo dicat optroro•00 tor (no other i -

_-_ assigned unis) resultirig" not counting e unavai a e hours gu is ortion o t e teting of the swin G?
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PI Question/Response

Licensee Response: 
Yes, credit can be taken for restoration actions in both cases above and unavailable hours arc not counted.  
Although NEI 99-02, revision 2, does not specifically apply to these questions, the exceptions to allow credit for operator 
compensatory actions ýitli monitored systems, listed in Appendix D, are addressed to provide a rationale for the answer.  
(Item numbers below c respond to items in Appendix D.) 
1. Not applicable.  
2. High 
3. A loss of off-site powe is recognizable from alarms and i led instrumentation at the EDG control panel in the 

control room.  
4. A dedicated operator is igned during EDG testing wl will conduct the compensatory actions if needed. All licensed 

operators were trained on ie compensatory actions td t are part of the operators continuing training. Operators in 
Sere able to perf ies and omplete recovery Mions within 3-5 

-p .oi n mu n i b qs i s n 1 l e e r r i n t h e c o n t r o l r o o c d u c t s t h e c o m p ,r y a M 
ompensa o eq ipient is n y installe n equipment. ^ 

7. Zompensatory cti are spe ei in an attga e to the test proc an are always availab le diming th l $est.  
3. _I licensed opirato were ine on the c e tory actions tl e art f the operators continu ng trail 'g.t 

2omipensatory A ctio are dis usse N S pre-job brief ea / tim e stii is perform ed ..

.1 ..........

4- 4

cLllt/X

Action ste are imple, i divi tla d & Ilectively. Operthrsiniminlng ere able to perom the cotiigencies and conmPl te refoveiy acl ions vifthin 5 in utes. Li \• ,A dedicatd oreator con u the acti s 
, No diaosor repair is q•ui ed to coii uete roe u e _* uliations wvr nd c d deteh uiaia rob bh f succe c oin o o e y actions For the dedicated EDC , the probability ol uccess is 99.75%. For the swing EDG, the probability of success is 

99.5%.' 
* The dedicated ope rator is easily able to maint1inEDG frequency/voltage wiflun requred specifications by iaking 

manual adjustments during lue time loads are sduenced onto the EDG. Once loads are sequeiced on, adjustments 
would only be necessary when loads are removed per Emergency Operating Procedures.

2
) 
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I IVA n I nr DRAFT 81/2W7)
Question/Response Status

No.J_ 
__ _

Question: 
Should the follow up PAR change notifications be counted as four inaccurate notifications for the situation described below? 
On-Januar-22-2{)02-,Aa drill was conducted which included opportunities for Classification, Notification and PARs. The 
initial Notification for the General Emergency and the associated PAR contained the accurate Time Event Declared of the 
classification. On follow up PAR change notifications (4), the Time Event Declared block was completed with the time of 
the PAR data instead of the time the GE was declared. The initial GE Event notification contained the proper time. The

in the critique followl•gng le dril. There were four PAR changes made. The PAR, MET and other required information was 

accurate. Each PAR developed was accurate. The time the PAR was developed was accurate on the form.  
Once a General Emergency was accurately declared, and the INITIAL notification was made in a timely and accurate 
manner, changing of the time in the Time Event Declared block on the follow up notifications had no influence on the event 
initiation, nor did it result in ly or inaccurate PARs being issued to th-tates and countie 

_1 U. .bi:-hangin of thh 

iime in follow up change not ficat ons did no imp ct their response i ce ie states and countie s we re provided' ,ccu ate time of ev' nt ,claration n th, initial noti icati ,n. No additionp en were declared sino: the llant w alre d Utthi' GE classifical on. nis issue' wa critiqued • d a ions were takei Ib erX~urthe time desired fi~r th• Time •vnt l 3ecli nred block on e fo was cc m ct t responsible foompIing e form.. , d

1a -Uh. *•: -m - #,

eanj is' full eaat tpoiuecurate 1alspa~n In t;.- wi~-m1 ~aacne-n4'11114 u11*S U
1esp 

Vo. o: ince-tie-NJ-T4Ad•,-noti4ieatiom 1wadvmade--ýn tim•--ac9Umle-n er,-enangmngco-tle4ime, mn-"I-ime-Even
- -,--- o A * �-'I V

, .----------*...\_

t -
I- ntjeolrdbtock-tu-M~betroI4&w-*mp-a-f ni-ti- n

:.

st ates-and-counties_-The-states-and--ouanties-were•rovitled r-c-aemte-time-8of-event-delartion-m-*lhe-mi al-noIltcatmin.:

communicated4a-the-Staies-int-a-4imely-mawer Based on the example above, the 4 of 5 notifications should be counted as 
successful. Since it was the same error in 4 follow-up notifications, it should only be counted once since it was in the same 
exercise. Note: ifthe same crew made the same mistbide in a subsequent exercise, it would be counted as a separate missed 
opportunity. ,
Q u e s tio n :- - I .I I , 1 1 1 -11 . . . I I 
.The St. Lucie Station progmmmaiically maintains and manages risk associated with overhaul naintenahce performed within 
Technical Specification Allowed Outage Times (AOTs). The program implements Regulatory Guide 1.177 and/or 
NUMARC 93-01 requirements for risk management during the maintenance activities. All work to be accomplished during a 
planned overhaul is scheduled in advance and includes maintenance activities that are required to improve equipment 
reliability and availability. St. Lucie considers overhaul maintenance as those overhaul activities associated with the major 
component'as well as pre-planned corrective and preventive maintenance on critical subcomponents. For example, the EDG 
preventive maintenance program requires hydrostatic testing of the lube oil cooler every 12 years and the subsequent repair 
or replacement of the cooler as necessary. The purpose of the hydrostaiic test is to pre-emptively reveal defects to preclude a 
run-time failure by applying far more pressure to the lube oil cooler than would be experienced during normal operation.  
This test was a scheduled item during a planned EDG overhaul, and the lube oil cooler did not pass the hydrostatic test. The 
lube bd cooler replacement was not included as a scheduled contingency item, nor was a replacement cooler on-site.  
However, replacement coolers of this type were known to be readily obtainable. The original overhaul duration was extended 
by the time needed for procurement and installatibn of a replacement lube oil cooler. Do the additional hours count as 
planned overhaul maintenance hours?-

5/22 Introduced 
6/12 Discussed

5/22 Introduced 
6/12 Discussed
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Question/Response Status

-I- 4 i
Response: I , 
As described, tie condition above is considered plaimed overhaul maintenance hours. In accordance with NEI 99-02, 
overhaul maintenance comprises those activities that are undertaken voluntarily and performed in accordance with an 
established preventive maintenance progran' to improve equipment reliability and availability. The EDG lube oil hydrostatic test m eets thls require iiient.." 

Additional guidance states that overhauls include disassembly and reassembly of major components and may include 
replacement of parts as necessary, cleaning, adjustment, and lubrication as necessary. NEI 99-02 provides a list of typical 
major components such as diesel eng'me or generator, pumps, pump motor or turbine driver, or heat exchangers. However, 
these guidelines do not preclude critical subcomponent planned maintenance, testing, or inspection activities from meeting 
the requirement for overhaul maintenance as long as these activities are preplanned and performed as part of ihe'approved 
preventive nmaitenance programi for the major component.  

ie lube oil cooler hydrostati tin within tie EDG overhaul hdul, and it wa M erfred is dire 
ae nenance p rT aild- T • atic tesit does not r re, ent anew failuru to dt ticipatd 

itu e of the s ill ce. Replace rien Vof the lube -oil -oler did not repr nt'a majoi rebuild task, cid ereplaceme p 
vas eadily availa e. rthermore, planed overhall Im- tenance does o that all contigene ite s for rpace e t 
,ar need to be exp icidt schedul d items during e o rhaul. Therefo e th iad tional hours spent on 1 be oil o ler 
broc irement and re lace -ent are considered Wa e verimaul hours fr re os s of the safety s; ste unavaila ilitv PI.

4. 4 4-4 .' 4 - .. ' - *4�4 4-4-4
Que! tion: 

PD edd e ei Me )verhaul of the DG ftiel prin ing unip w t 
v p eo correc aintenan an was scheduled as p ut of e verall 

t g 

cl 
h 

11 

gh 

on cl 
ctio, le c 

)ver iaul activities f r th EDG. P(st miinterian te ing rev led ed the fuel oil I rimii ag p uringthe 
g 

ng 

coj ctiv 
g 

P 

v of 

is 1 17 w d pu P tc um1A ing i evealed 
u 

an was sch 

1, 0 sc 

)ver iaul did not re ult optimal 1 ýerfo, -mance. , Itho h P PC nit woul "no e pýeven zd fl ie fuel oil priniing an 
e 

0 
1 

C' 
L woul 

0 
ýe 

- ' - n t 
pumpfromfulfiJIngi rcquiredsiletyfunction, ied ci nw iadce to rework fl, pu p to recov, ,r Pt iiip performance.  

-'nie kework-re- u me. s th e reýý count a]s 
ulte in exten4ing-the oVt.-rhao pas ts on sch d Ired time. s the 

planned overhaul maintenance?
Response: 
As describe, the condition above is considered planned overhaul unavailability hours. The planned corrective maintenance 
for the EDG fuel oil priming pump was an activity undertaken voluntarily and performed in accordance with die established 
preventive maintenance program to improve equipment reliabi!ity, and availability. NEI 99-02 states that additional time 
needed to repair equipment problems discovered during the planned overhaul count as non-overhaul hours only if the 
problem would have prevented the fulfillment of a safety function.  
The concern that was identified on the fuel oil priming pump Ouring the post maintenance test would not have prevented the 
fulfillment of a safety function. Therefore, the additional hours spent on fuel priming pump rework are considered planned 
overhaul hours for the purposes of the safety system unavailability Pl.

5/22 Int odu ed 
6/12 Di cus, ed

30.5 I MSO0
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I rAn ia'- DRAFT......
Question/Response Status

No _ _ _ i
30.6

0N2REG- 02, Revision , se ion 3.2. at ge defi "safety functi6k a those four nc ons listed in the 'report'• c'eria.".asdes ribe' Ior relied oni S and 

REG02l _-_I- - a9soF a" pagf or r ired - ons." Rinlgtioia " ne to include' 
2 technical specifications.' 

Is i, the iitent of NEI 99-02 to solely report safety system functional failures as described or relied on in the UFSAR or is it 
the intent to additionally incorpomte the guidance in NUREG-1022, section 3.2.7 that the failure of any component,, 
addressed in the plant's Technical Specification constitutes a safety system functional failure whether credited or not in the 
UFSAR'chapter 14 analyses? , 1 1
Response: 
Since only SSCs credited in the UFSAR are intended or expected by the NRC PI program to meet the four reporting criteria 
(A)-(D) listed at page 67 of NEI 99-02 and page 52 of NUREG-1022, the phrase, 'or required by the regulations,' at page 54 

•of NUREG-1022 is an unintended application of NUREG-1022 to the NRC PI and should be disregarded for purposes of the 
NRC PI, safety system functional failures.- , , I ....

:51.2 Introaucea 
6/12 Discussed

15

Temp 
No.

PI

MS05

Plant/I o.

11 LQuestion: 
Review of the Safety System Functional Failure Performance Indicator (PI) by the NRC Resident Inspector questioned 
whether Indian Point 2 LER 2000-006 should have been counted as a functional failure.  
Regardless of whether this LER constitutes a functional failure or not, there would be no PI threshold change 
LER 2000-006 was submitted to the NRC on September 5, 2000. The LER is entitled "Source Range Detector High Flux 
Trip Circuitry Outside of Plant Design Basis Due To Revised Local Cabinet Temperature Uncertainty." This LER was 
coded as 10 CFR 50.73(a)(2)(ii). The LER determined the cause of the plant being outside the design basis was the 
temperature errors associated with the maximum control room design temperature were not explicitly accounted for when the 
setpoint was changed in 1973. There were no safety consequences associated with this LER since: 
* The IP-2 Tech Specs do NOT include any reactor trip set point limits for the NIS source range detectors, 
* The source range high flux trip is NOT credited in any UFSAR Chapter 14 accident analysis, and 
.-.--- The-intermediate and-oower-ranue-flux-trins would be available to vrovide for terminatjon-of-a-power excursion-,

EI7

I

0 8/19/0 2071-7102DRAFT



16

FAO LOG

Temp PI Question/Response Status Plant/ Co.  
No.  
30.7 MS02 Question: 5/22 Introduced Watts Bar 

,03,04 As part of plant tour by an on-shift senfior reactor operator, two covers were found to be missing for a piece of "guard" pipe 6/12 Tentative 
used as a barrier over the main steam supply line to a Turbine Driven Auxiliary Feedwater punmp. This "guard" pipe was Approval 
designed to be used as a secondary barrier to prevent the spread of steam in the event of a steam supply line break to ensure 
environmental qualification of other plant equipment in the area The covers provide access for inspection of the inner pipe 
and supports and are only needed for the postulated design basis rupture of that specific section of steam pipe.  

The deficiency was easily corrected by replacement of the covers The time of occurrence is associated with original plant 
construction and accordingly the deficiency has existed for a number of years.  

Engineering reviews are still being performed and the impact on equipment qualification is still indeterminate.  
Cxaosure penodte faumodification deficiency, as scribed above, 

es. While not sp erialy the r ult adesign ic y, ths cons si ad eqpment fai re a non-- abl 

m deiscovered dung omnl sueilnct as a long fault sur pC ds thus meeting the anitia as an 
xcl9ded design defieny. Its si nifia - at o esign defic cy, is m re nenable to eval atio nrrglg the fe[ While'notnspeo pffoces. an ther!ult sofl als desg eiclue from thuis cns icahil eeqipmentors.il ir wa no aal 

d30i8 rE02 ued on:ueo i on' fl anc taloogCa )nr 5/22 Inf odu ed Generic 

Van p•plant design tri ie main f ed ter pum son higl eacto ater level (B d high ste i g nerator water level 6/12 Discus d 
)r c c.n other to tic trips (PN Rs), Under kat c xn i ons v uld a trip of the • in •cedwater pump be considered/not 

F--cons scrm with loss pf-normal hat-Temoo I?
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Temp PI Question/Response Status Plant/ Co.

Response: 
For loss of all main feedwater due to high water level, or other design trips, the following guidance applies

I. If all of the main feedwater pumps are not recoverable due to a problem in the feedwater system that requires repair 
actions, the condition is a scram with loss of normal heat removal.  

2. If all main feedwater pumps are not available, and repair actions are required to restore at least one normal main 
feedwater pump, the condition is a scram with loss of normal heat removal.  

3. If the main feedwater pumps are not needed but procedures call for the pumps to be started if needed and it is 
determined that at least one pump would have restored feedwater flow, the condition is NOT a scram with loss of 
nora ,eat removal.  

. f the main d ter pumps e needed and n ma feedwater pum e ble to restore flow, en Iie condition"a 
cram withilos of ormal heal rerv oval.  

f the main feed tvate pumps re nt eded ttt one main fee ter p p would have been able to2_ret rc flow, it 
sNOT scram with ass ofnornl val.  

5. f the main fee vat pumps are s ured fol owi g a scram in eUd w enrgehcy opera ung 3rocedu s to 
educe the t o donther act r,itisN Ta c wth ofnormalhe re oval.  

1or te-condi b OT to bema-sca iitmissa ornua e ater, east on- n fee th-teup mil" capable of 
eing recovered without the need for repair and diagnosis.,"Te main eedwater pumps must e able to be restarted from the 

control room with normal monitoring/startup actions by an auxiliary operator dispaiched locally. _ _ _ _ _ _ 

31.1 S Question: 6/12 Tentative Crystal 
01 Florida Power Corporation's (FPC) Crystal River Unit 3 (CR-3) seeks to apply the NEI 99-02, Revision 2, Safety System Approval River 3

Unavailability (SSU) T/2 Fault Exposure Hour treatment for T/2 Fault Exposure Hours incurred prior to January 1, 2002. .-..  

Specifically, FPC seeks approval to remove 345,T/2 Fault Exposure Hours incurred in a single increment against Emergency 
Diesel Generator EGDG-IB from the calculation of Emergency AC SSU Pl. These hours DID NOT result in the associated 
SSU Performance Indicator (PI) exceeding the green-white threshold. In accordance with the guidance of NEI 99-02, 
Revision 2, these hours would be reported in the "Comment' section of the PI data file., .  

Continuing to carry these Emergency AC SSU T/2 Fault Exposure Hours until the Fault Exposure Hour reset criteria are met 
is inconsistent with the current philosophy for treatment of T/2 Fault Exposure Hours. This situation will result in the SSU 
PIs for various plants being non-comparable depending on when any T/2 Fault Exposure Hours were discovered. This could 
easily occur at a multi-unit site. Fuither, if a plant discoirered different events which contributed T/2 Fault Exposure Hours 
attributable to a period before January 1, 2002, and another after, the PI would be internally inconsisteht.  
Response:, 
This situation does not meet the requirements for resetting fault exposure hours, in that the green white threshold was not 
exceeded. _____________ _______
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Temp PI Question/Response Status Plant/ Co.  
No. ______ 

31.3 IE03 Question; 7/2 Introduced Southern 
NEI 99-02 states dint unplanned power changes include runbacks and power oscillations greater than 20% of full power. Nuclear 
Under what circumstances does a power oscillation that results in an unplanued power decrease of greater that 20% followed 
by an unplanned power increase of 20% count as one PI event versus two P1 e6vents? 
Response: 
A power oscillation resulting from equipment failure without operator influence is considered one event in the P1. A power 
oscillation resulting from a maintenance activity or operating error where the initiating condition is immediately restored to 
it's pre-event condition is considered one event in the Pl.  

However, if a power reduction occurs from any failure or activity and the plant stabilizes such that personnel discuss a 
restoration method, and during the restoration, power subsequently. increases unexpectedly by greater than 20% of full 

-pnyer top heevent is considre d~ ynsinte Pl.  

,or xaniple: D ng inaintenande ac vity an op• rato mistakenly open e rong breaker which ;upp ies power to ie 
eciru ulation pump on oller. Rec rcul ftion flow d crea es resulting in ier ecrease of greater t han0% of fl po e.  

m | Uge ,perator, he ar udible a mI suspecta l may have be c e y die activity a iid c b l s the ob er 

_ _ _ _ _ _ _re'su l n t i n a p o we r nh c re s e o f • r a te r ia n 2 0 U aS~ w e r. T h is is c i s d r on • e v e nlt in t ie P I. _ _ _ _ _ _ _ _ _ _ _ _ _ _ __ _ _ _ _ _ 

3. PP03 e ution -- 7/2 Intr, dued Beaver 
ep able events tl relt from ie p a gramoa, ratgas inte indesmere isisosanhay ntpleeproviRedyrtedeesst atVa 

[ d, .mtest •d.n fi.rwould no cou t since dli pr .otself•1 successful.  

eZZ ile towmn iple is sor~c~a mot-cmple. n wuh !~jrther cl treatn t gf'-situ ation s-sspciated wvith 
random testing: 
Example - A licensee supervisor is selected for a random drug test but refuses and resigns prior to providing a specimen All 
actions taken uponwdiscovery are in accordance with Part 26 and the program functions as intended. The subject supervisor, 
pnor to dh e event, was expected to be effectively pr-acticing the belvloral observation tecluques (for whoich supervisors are 
required to be trained per 10 CFR 26.22) in ris role as a supervisor. Would this example count as a P t data element? 
Response: 

No. The program functioned as intended and the requirements of Part 26 were met.

IFAO LOG DRAFT 08/19/020An



Response'to 29.5: regulatok, *etf al*" •etodevelop...  

Essential to understanding that a PAR opportunity exists,, is the need to realize that it is a regulatory requirement for a licensee to develop and.7 
communicate a PAR when EPA PAG doses may be exceeded beyond the 10-mile plume exposure pathway EPZ. The following discussion cl-arfies 
the regulatory requirement:, This requirement is addressed in 10 CFRPart 50 as follows:, , 

Section 50.54(q) of 10 CFR Part 50 states that a licensee authorized to possess and operate a nucleaJ power reactor shall follow and maintain in effect 

emergency plans which meet the standards in 10 CFR 50.47(b) and the requirements in Appendix E to 10 CFR Part 50.  

Section 10 CFR 50.47(b)(10) states:_., 

A range of protective actions has been developed for the plume exposure pathway EPZ for emergency workers and the public. In developing 
this range of actions, consideration has been given to evacuation, sheltering, and, as a supplement to these, the prophylactic use of potassium 
iodide (KI), as appropriate. Guidelines for the choice of protective actions during an emergency, consistent with Federal guidance, are 
developed and in place, and protective actions for the ingestion exposure pathway EPZ appropriate to the locale have been developed.,

Section IV.B, Assessment Actionsi in Appendix E to 10 CFR Part 50 states:

, , 19

Temp PI Question/Response Status Plant/ Co.  
No.  
31.5 MS04 Question Appendix D 8/22 Introduced Sequoyah 

Sequoyah Nuclear Plant (SQN) has two units. Each Unit has three trains ofAFW,, two motor driven trains (A train and B 
train), and one turbine driven train (Terry Turbine train, A or B train power). All three trains have Level Control Valves 
(LCVs) that are the steam generator injection valves. The LCVs are normally closed, air operated valves that auto open 
when AFWV receives a start signal. The valves fail open when air is removed from them. SQN uses Control Air as the normal 
air supply to the LCJs. Control Air is not a seismically qualified, 1E system. AuxiliaryAir is the LCV's standby, safety 
related air supply. A train Auxiliary Air feeds two Terry Turbine train LCVs and the two motor driven A train LCVs. B train 
AuxiliaryAirfeeds the other two TerryTurbine train LCVs and the two motor driven B train LCVs. AuxiliaryAir, 
automatically starts whenever the ControlAirpressure drops below its setpoint. The Terry Turbine train LCVs also have 
accumulator tanks and high pressure air cylinders to control them during a loss ofall power. The Terry Turbine train LCVs 
can be"controlledfrom the main control room for one hour after the loss of all air using the accumidltor tanks.  

or hz~enu s eptam on~~ p erpture, the fail op n C Vs are conse atF 
""elivir therequi d ow. During c major seconda sy em pipe rupture, /JV requird to be isol ted rom ihefau d 
tea? 4 generator." th ebs~nce o botoi ControlAit an Auxiha Air, a al *tion at the LCVs iv 71 hcve to be ken o 
sold te the o6rrespo din motor dt ven IAFTV trainjromfhefaulted stea en rat . This action isp oce4turalize n , 
Fn me ,gency Procedu ,s a dAbnor al e r.tt edures. The P so m delt the AFW system as argila uhile 

'o* ,uxi iaryAir is take out fservic 

,incm the PSA mode sth AFWsy emasavaila le ieAuxilary We ives creditfo the anual i olation of 
, otor driven AFWI rais) and the manual action ar ro lural d and trained , i it correct to 5e consider the affected 

.rai (s) of AF ,V st. .available aring the -eri w enuxili Air is taken o et s ice? 
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The means to be used for determining the magnitude of and for continually assessing the impact of the release of radioactive materials shall be 
described, including emergency action levels that are to be used as criteria for determining the need for notification and participation of local 
and State agencies, the Commission, and other Federal agencies, and the emergency action levels that are to be used for determining when 
and what type of protective measures should be considered within and outside the site boundary to protect health and safety.  

In the statement of considerations for the final emerge.ncy preparedness rule published in the Federal Register (45 FR 55406) on Tuesday, August 19, 
1980, the Commission explained that response bases for the emergency planning zones (EPZs) are intended to facilitate the development of 
capabilities sufficient to respond outside the EPZ should such a response be needed: 

The Commission notes that the regulatory basis for adoption of the Emergency Planning Zone (EPZ) concept is the Commission's decision to 
.have a conservative emergency planning policy in addition to the conservatism inherent in the defense-in-dep.th philosophy. This policy was 
"enqymed bj the Caa~mission inrt published on Octob 23, 1979 (44 F) -At ethe Coemission-statqd that two' 
Emerg ncy l••n qqnZoqes (E s ho li aished around ea h I ht-waternuceao -e th EZf at orf• exosre has a 
radius fa out 10 mil ,te EPZ f rc ntaminat f d and water a dius of about 50 rles., prede emn prtctie acti Qlans are 
neede for the EPZs., e xact siz a d shape f ea h EPZ will b •cidby emergen p. nning fffci Ifer they ;onsider th• pecific 
conditi s t each site. The e'dista ce are con id d la. e enqh t r vide a respon.e b se t would ort ao tiw'v outsid' the 
plannini zoneshouldthsev rben ed e.sisadded) 

Thus, the Comn-is .;ion intende thetresponse base for he PZ to be annig It facilitate a va ce pla ing and develop ne t of offsite 
emergency res oon se capabiliti s; e Comimisson nev rin encd th Ilcensee's e e ncy respc nse to be limited to the EPZ an offsite emergency 
actually occurmid.  

Based upon the above,,the staff position has been, and will continue to be, that the requirement for a licensee to provide predetermined protective 
actions plans for the 10-mile plume exposure pathway EPZ provides the response base for licensee activities beyond the EPZ should it ever be 
needed. Therefore, even though predetermined protective actions plans are not required for activities beyond the EPZ, licensees are required to 
develop and communicate protective actions when EPA PAGs may be.exceeded beyond the 10-mile plume exposure pathway EPZ.  
Accordingly, if a scenario identifies that dose assessments support the need for PAR development beyond the 10 mile plume exposure EPZ, then the 
licensee shall develop and communicate such PAR. It is expected that this PAR development, and communication has been contemplated by the 
scenario with an expectation for success and criteria provided. With all that in place, this constitutes a PI opportunity as defined in NEI 99-02. It 
should be noted that the licensee has the latitude to identify P1 opportunities prior to the exercise and may choose to not include a PAR beyond the 
plume'EPZ as a PI opportunity due to itsad hoc nature. Also, separate from the identification of the PAR development, is a PI opportunity associated 
with the timeliness of the communication of the PAR. Again, the licensee has the latitude to identify the timeliness of the communication as a PI 
opportunity or not., However, whether a PI opportunity is identified or not, it does not rehnquish the evaluation by the NRC and the licensee of the PAR 
development and its timely communication. Further, the NRC will evaluate the subsequent ability of the licensee to identify and critique unacceptable 
exercise performance with regard to PAR development and communication.  

20
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1 2.2 ARTI•T ITINC SYSTEMS CORNIERSTONETI

The objective of this cornerstone-is-o monitor- the availabilityreliability, and capnbility-of 
systems that mnitigate the effects of initiating events to prevent core damagge. Licensees r-educe 
the likelihood of r-eactor- accidents by maintaining the availability and r~eliability of mitigating 
syt~stgsystemsysig temgs,--include those systems assoiated-Aith safety irjeein-,deeay-heat 

, erahi- .11A.Uppoer-syste ... -,ueh-as-emergefiey ac power. This corner-stonenelude 
mnitigating systems that respond to both opetating and shutdown events.  

Som asect ofmitgatngsste-pe anee-c-annet be-adequately -refleeted or- a~r-e 
speeifwalay exel-uded . __ __pe . !nc indicator-s iiihims-eomef-&tone---These aspeets-4neud 
performance of structures, systems, and components (SS~s) specifically excluded ftrom the 

nrt-Cr~pnn dintr. nfbr. n-C'rt~f ,rnnnnnnf~I inor n-1-.-rnn,, nfý nnf*nv+ -_ I .. ,t

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14
15 There a6e two sets of indieators in thi, corner-stone: 
16 
17 E==itigating-Systemm-r Pfm-erme-tndex 
18 PfetSys nFmteal Failures 
19 
20 MITIGATING SYSTEM PERFORMANCE INDEX 

21 Purpose 

22 The purpose of the mitigating system performance index is to monitor the - "sk4mpaet-af-eange,, 
23 in-performance of selected systems based on their ability to perform nsk-significant functions as 
24 defined hcre-in.- It is comprised of two elements - system unavailability and system 
25 unreliability. For single demand failures and accumulated unavailability, the index is used to 
26 determine the significance of performance issues. Due to the limitations of the index, the 
27 following conditions will rely upon the inspection process for evaluating performance issues: 
28 
29 1. Multiple concurrent failures of components within a monitored system 
30 2. Common cause failures 
31 3. Conditions not capable of being discovered during normal surveillance tests 
32 4. Failures of non-active components 
33 
34 Indicator Definition 

35 Mitigating System Performance Index (MSPI) is the sum of changes in a simplified core damage 
36 frequency evaluation resulting from changes in unavailability and unreliability relative to 
37 baseline values.  
38 
39 T--in Uffnavailability is the ratio of the hours the train was unavailable to perform its risk
40 significant functions due to planned and unplanned maintenance or test on active and non-active 
41 components during the previous 12 quarters while critical to the number of critical hours during

1

ispefiesystems. Ton aspects of piognsee-mýý-a.e hur
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1 the previous 12 quarters. (Fault exposure hours are not included; unavailable hours are counted 
2 only for the time required to recover the train's risk-significant functions.) 
3 
4 Tiwin Unreliability is the probability that the train-system would not perform its risk-significant 
5 functions when called upon during the previous 12 quarters.  
6 
7 Baseline values are the values for unavailability and unreliability against which current changes 
8 in unavailability and unreliability are measured. See Appendix F for further details.  
9 

10 The MSPI is calculated separately for each of the following five systems for each reactor type.  
11 
12 BWRs 
13 * emergency AC power system 
14 9 high pressure injection systems (high pressure coolant injection, high pressure core spray, or 
15 feedwater coolant injection) 
16 o heat removal systems (reactor core isolation cooling) 
17 & residual heat removal system (or their equivalent function as described in the Additional 
18 Guidance for Specific Systems section.) 
19 9 cooling water support system (includes risk significant direct cooling functions provided by 
20 service water and component cooling water or their cooling water equivalents for the above 
21 four monitored systems) 
22 
23 PWRs 
24 * emergency AC power system 
25 * high pressure safety injection system 
26 * auxiliary feedwater system 
27 e residual heat removal system (or their equivalent function as described in the Additional 
28 Guidance for Specific Systems section.) 
29 * cooling water support system (includes risk significant direct cooling functions provided by 
30 service water and component cooling water or their cooling water equivalents for the above 
31 four monitored systems) 
32 
33 Data Reporting Elements 

34 The following data elements are reported for each system 
35 
36 e Unavailability Index (UAI) due to unavailability for each monitored system 
37 e Unreliability Index (URI) due to unreliability for each monitored system 
38 
39 During the pilot, the additional data elements necessary to calculate UA/I and URI will be 
40 reported monthly for each system on an Excel spreadsheet. See Appendix F.  
41 
42

2
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1 Calculation 

2 The MSPI for each system is the sum of the UAI due to unavailability for the system plus URI 
3 due to unreliability for the system during the previous twelve quarters.  
4 
5 MSPI = UAI + URI.  
6 
7 See Appendix F for the calculational methodology for UAI due to system unavailability and URI 
8 due to system unreliability.  
9 

10 Definition of Terms 

11 A train consists of a group of components that together provide the risk significant functions of 
12 the system as explained in the additional guidance for specific mitigating systems. Fulfilling the 
13 risk-significant function of the system may require one or more trains of a system to operate 
14 simultaneously. The number of trains in a system is generally determined as follows: 
15 
16 * for systems that provide cooling of fluids, the number of trains is determined by the number 
17 of parallel heat exchangers, or the number of parallel pumps, or the minimum number of 
18 parallel flow paths, whichever is fewer.  
19 
20 e for emergency AC power systems the number of trains is the number of class lE emergency 
21 (diesel, gas turbine, or hydroelectric) generators at the station that are installed to power 
22 shutdown loads in the event of a loss of off-site power. (This does not include the diesel 
23 generator dedicated to the BWR HPCS system, which is included in the scope of the HPCS 
24 system.) 
25 
26 Risk Significant Functions: those at power functions of risk-significant SSCs as modeled in the 
27 plant-specific PRA. Risk metrics for identifying risk-significant functions are: 
28 
29 Risk Achievement Worth > 2.0. or 
30 Risk Reduction Worth >0.005, or 
31 PRA cutsets that account for 90% of core damage frequency9O%-ef-e•, -- damage 
32 frequency accounted for.  
33 
34 Risk-Significant Mission Times: The mission time modeled in the PRA for satisfying the risk
35 significant function of reaching a stable plant condition where normal shutdown cooling is 
36 sufficient. Note that PRA models typically analyze an event for 24 hours, which may exceed the 
37 time needed for the risk-significant function captured in the MSPI. However, other intervals as 
38 justified by analyses and modeled in the PRA may be used.  
39 
40 Success criteria are the plant specific values of parameters the train/system is required to achieve 
41 to perform its risk-significant function. Default values of those parameters are the plant's design 
42 bases values unless other values are modeled in the PRA.  
43

3
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1 Clarifying Notes 

2 Documentation 
3 
4 Each licensee will have the system boundaries, active components, risk-significant functions and 
5 success criteria readily available for NRC inspection on site. Additionally, plant-specific 
6 information used in Appendix F should also be readily available for inspection.  
7 
8 Success Criteria 
9 

10 Theccess-erte -are based en-trainsystem mission- times, not on cempenent missen-time.  
11 Individual component capability must be evaluated against train/system level success criteria 
12 (e g., a valve stroke time may exceed an ASME requirement, but if the valve still strokes in time 
13 to meet the PRA success criteria for the train/system, the component has not failed for the 
14 purposes of this indicator because the risk-significant train/system function is still satisfied).  
15 Important plant specific performance factors that can be used to identify the required capability 
16 of the train/system to meet the risk-significant functions include, but are not limited to: 
17 * Actuation 
18 o Time 
19 o Auto/manual 
20 o Multiple or sequential 
21 a Success requirements 
22 o Numbers of components or trains 
23 o Flows 
24 o Pressures 
25 o Heat exchange rates 
26 o Temperatures 
27 o Tank water level 
28 * Other mission requirements 
29 o Run time 
30 o State/configuration changes during mission 
31 9 Accident environment from internal events 
32 o Pressure, temperature, humidity 
33 e Operational factors 
34 o Procedures 
35 o Human actions 
36 o Training 
37 o Available externalities (e.g., power supplies, special equipment, etc.) 
38 
39 
40 
41 System/Component Interface Boundaries 
42 
43 For active components that are supported by other components from both monitored and 
44 unmonitored systems, the following general rules apply: 
45

4
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1 0 For control and motive power, only the last relay, breaker or contactor necessary to 
2 power or control the component is included in the active component boundary. For 
3 example, if an ESFAS signal actuates a MOV, only the relay that receives the ESFAS 
4 signal in the control circuitry for the MOV is in the MOV boundary. No other portions 
5 of the ESFAS are included.  
6 
7 For water connections from systems that provide cooling water to an active component, 
8 only the final active connecting valve is included in the boundary. For example, for 
9 service water that provides cooling to support an AFW pump, only the final active valve 

10 in the service water system that supplies the cooling water to the AFW system is 
11 included in the AFW system scope. This same valve is not included in the cooling water 
12 support system scope.  
13 
14 Water Sources and Inventory 
15 
16 Water tanks are not considered to be active components. As such, they do not contribute to URI.  
17 However, periods of insufficient water inventory contribute to UAI if they result in loss of the 
18 risk-significant train function for the required mission time. Water inventory can include 
19 operator recovery actions for water make-up provided the actions can be taken in time to meet 
20 the mission times and are modeled in the PRA. If l-temie additional water sources are required 
21 to-pN4ide-make-up-to satisfy train mission times, only the connecting active valve from the 
22 alternate .yste additional water source is considered as an active component for calculating 
23 URI. If there are valves in the primary water source that must change state to permit use of the 
24 additional water source, these valves are considered active and should be included in URI for the 
25 system.  
26 
27 Monitored Systems 
28 
29 Systems have been generically selected for this indicator based on their importance in preventing 
30 reactor core damage. The systems include the principal systems needed for maintaining reactor 
31 coolant inventory following a loss of coolant accident, for decay heat removal following a 
32 reactor trip or loss of main feedwater, and for providing emergency AC power following a loss 
33 of plant off-site power. One risk-significant support function (cooling water support system) is 
34 also monitored. The cooling water support system monitors the risk significant cooling functions 
35 provided by service water and component cooling water, or their direct cooling water 
36 equivalents, for the four front-line monitored systems. No support systems are to be cascaded 
37 onto the monitored systems, e.g., HVAC room coolers, DC power, instrument air, etc.  
38 
39 Diverse Systems 
40 
41 Except as specifically stated in the indicator definition and reporting guidance, no credit is given 
42 for the achievement of a risk-significant function by an unmonitored system in determining 
43 unavailability or unreliability of the monitored systems.  
44 
45 Common Components 
46
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Some components in a system may be common to more than one train or system, in which case 
the unavailability/unreliability of a common component is included in all affected trains or 
systems. LA ) 

Short Duration Unavailability 

Trains are generally considered to be available during periodic system or equipment 
realignments to swap components or flow paths as part of normal operations. Evolutions or 
surveillance tests that result in less than 15 minutes of unavailable hours per train at a time need 
not be counted as unavailable hours. Licensees should compile a list of surveillances/evolutions 
that meet this criterion and have it available for inspector review. In addition, equipment 
misalignment or mispositioning which is corrected in less than 15 minutes need not be counted 
as unavailable hours. The intent is to minimize unnecessary burden of data collection, 
documentation, and verification because these short durations have insignificant risk impact.  

If a licensee is required to take a component out of service for evaluation and corrective actions 
for greater than 15 minutes (for example, related to a Part 21 Notification), the unavailable hours 
must be included.  

TrFeatment of-D-egraded Conditions 

if a degraded-eendifio ..resuts in the failure to meet.an-e-s... tabished-suec-ss criterion, unavailable 
hout s must be included foi the time required to reeover the train's risk sirgnifian fucin(s). I 

siggn-ifetneo a demnan da and faiemn reiare-also counted.if subsequent analysis 
ident~iffie-s additional 1t-ergin4ar--4e -- e----s - iter-ionuture unav-ailab' ottfs for- degraded 
conditions may be determnined based on the new cr-iter-ion. However-, unavailability must be 
based on the success crteria of r-ecord at the time the degraded condition is discovered. If the 
degrade-,•- e,-• ies . noaddressed by an), of the pre defined-essee§._iteria-e9.nn,,,eh,,;, 
evaluatio-n•o-detefm*i .-geimaet-o f the degraded condition-on the risk sic)ueionW) 
should be completed-and documnented. The use of component failure analysis, circuit analysis,--of 
event investigations is acceptable. Engineering judggment may be used in conjunction with 

funetion.The enggineefi-ne-valuation should be eempeted das soon as practic-able. If it eaniiot-be
completed in timne to suipport submission of the PI r-epoft for the current quarter, the coimuent 
field shall note that an evaluiation is pending. The evaluation must be completed in time to 
aeeurately aeeount for unav~ailability/utnreliability, in the next quarterly report. Exceeptio 0-4elhi 
guidanee-arc expected to be rare and will be treated on a case by ease basis. Licenseessek 
identify, these situations to the resident inspector.  

Faik*fes-en-emffmd 

Failures of active components (see Appendix F) on demand, eithier actual or test, w.hile ef~itiea1, 
are included in urtreliability. Failures on demand while non critical must be evaluatedt 
detennine if the failure would have resulted in the train not being able to perform its r-isk 
significant at power functions, and must therefor-e be incsluded in unreliability. Unavailable hours

I
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conditions (not under normal test conditions). While not included in the calculation of the index; 
they should be r-epo~ted in the comment field of the P! data submittal.  
Treatment of Demand /Run Failures and Degraded Conditions 

I. Treatment of Demand and Run Failures 
Failures of active components (see Appendix F) on demand or failures to run, either 
actual or test, while critical. are included in unreliability. Failures on demand or failures 
to run while non-critical must be evaluated to determine if the failure would have resulted 
in the train not being able to perform its risk-significant at power functions, and must 
therefore be included in unreliability. Unavailable hours are included only for the time 
required to recover the train's risk-significant functions and only when the reactor is 
critical.  

2. Treatment of Degraded Conditions

a) Capable of Being Discovered By Normal Surveillance Tests 
Normal surveillance tests are those tests that are performed at a frequency of a 
refueling cycle or more frequently.  

Degraded conditions, where no actual demand existed, that render an active 
component incapable of performing its risk-significant functions are included in 
unreliability as a demand and a failure. The appropriate failure mode must be 
accounted for. For example, for valves, a demand and a demand failure would be 
assumed and included in URI. For pumps and diesels, if the degraded condition

7

are included only for- he timie required to r~ec-ver th -an's risk significant funetiens and only 
when the r-eaetor- ise-eitkieah 

Nofmal s-eilhanee4ests are those tests that are perfO~med a! a frequeney of a refueling eyele-er 
maere frequently. Discovered conditions that render: an active eomponent incapable of per-forminge 
its risk sir-,nfieant functions, are included in unr-eliability as a demand and a failur-e (unless 
corrected in less than 15-mi*1utes). U-navfilahle hours are counted otrly-fer the fimeareqwlr44 
r-eceavei: he train's risk significant-funetions-and-nly when the reactor- is critical. The ROP 
inspection pf ocess would be used to deter-rine the significance of discover-ed conditions that 
rendered a train incapablc of peiforming it-, risk siniianMfntion, but were not activ 

sur''ieillanceetest-s 

These-faikur-es.-or conditions are usually of longer expesure tine~. Siee these failiwe modes havre 
not been tested on a regular- basis, iti is inapprprate to include thern in the per-fonnanco index 
statistics. These failures or- conditions are subject to evaluation through the inspection process.  

Eirples of this 4ype-ae--atufes,-due4e-pres.,,sure loeking/thef-mal-bindingefiseate-lve
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1 would have prevented a successful start demand, a demand and a failure is 
2 included in URI, but there would be no run time hours or run failures. If it was 
3 determined that the pump/diesel would start but not run for the risk-significant 
4 mission time, the evaluated failure time would be included in run hours and a run 
5 failure would be assumed. A start demand and start failure would not be 
6 included. Unavailable hours are included for the time required to recover the risk
7 significant function(s).  
8 
9 Degraded conditions of non-active components that render a train incapable of 

10 performing its risk-significant functions are only included in unavailability for the 
11 time required to recover the risk-significant function(s).  
12 
13 Loss of risk significant function(s) is assumed to have occurred if the established 
14 success criteria has not been met. If subsequent analysis identifies additional 
15 margin for the success criterion, future impacts on URI or UAI for degraded 
16 conditions may be determined based on the new criterion. However, URI and 
17 UAI must be based on the success criteria of record at the time the degraded 
18 condition is discovered. If the degraded condition is not addressed by any of the 
19 pre-defined success criteria, an engineering evaluation to determine the impact of 
20 the degraded condition on the risk-significant function(s) should be completed 
21 and documented. The use of component failure anmiysis, circuit analysis, or event 
22 investigations is acceptable. Engineering judgment may be used in conjunction 
23 with analytical techniques to determine the impact of the degraded condition on 
24 the risk-significant function. The engineering evaluation should be completed as 
25 soon as practicable. If it cannot be completed in time to support submission of the 
26 PI report for the current quarter, the comment field shall note that an evaluation is 
27 pending. The evaluation must be completed in time to accurately account for 
28 unavailability/unreliability in the next quarterly report. Exceptions to this 
29 guidance are expected to be rare and will be treated on a case-by-case basis.  
30 Licensees should identify these situations to the resident inspector.  
31 
32 b) Not Capable of Being Discovered by Normal Surveillance Tests 
33 These failures or conditions are usually of longer exposure time. Since these 
34 failure modes have not been tested on a regular basis, it is inappropriate to include 
35 them in the performance index statistics. These failures or conditions are subject 
36 to evaluation through the inspection process. Examples of this type are failures 
37 due to pressure locking/therrmal binding of isolation valves, blockages in lines not 
38 regularly tested, or inadequate component sizing/settings under accident 
39 conditions (not under normal test conditions). While not included in the 
40 calculation of the index, they should be reported in the comment field of the PI 
41 data submittal.  
42 
43 
44 Credit for Operator Recovery Actions to Restore the Risk-Significant Function 
45 
46 1. During testing or operational alignment:

8
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1 Unavailability of a risk-significant function during testing 6o operational alignment need not 
2 be included if the test configuration is automatically overridden by a valid starting signal, or 
3 the function can be promptly restored in time to meet the PRA Fisk success, criteiia ither by 
4 an operator in the control room or by a designated operator1 stationed locally for that 

2 5 purpose. Restoration actions must be contained in a written procedure , must be 
6 uncomplicated (a single action or afew simple actions), must be capable of being restored in 
7 time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a 
8 designated local operator can be taken only if (s)he is positioned at the proper location 
9 throughout the duration of the test for the purpose of restoration of the train should a valid 

10 demand occur. The intent of this paragraph is to allow licensees to take credit for restoration 
11 actions that are virtually certain to be successful (i.e., probability nearly equal to 1) during 
12 accident conditions.  
13 
14 The individual performing the restoration function can be the person conducting the test and 
15 must be in communication with the control room. Credit can also be taken for an operator in 
16 the main control room provided (s)he is in close proximity to restore the equipment when 
17 needed. Normal staffing for the test may satisfy the requirement for a dedicated operator, 
18 depending on work assignments. In all cases, the staffing must be considered in advance and 
19 an operator identified to perform the restoration actions independent of other control room 
20 actions that may be required.  
21 
22 Under stressful, chaotic conditions, otherwise simple multiple actions may not be 
23 accomplished with the virtual certainty called for by the guidance (e.g., lifting test leads and 
24 landing wires; or clearing tags). In addition, some manual operations of systems designed to 
25 operate automatically, such as manually controlling HPCI turbine to establish and control 
26 injection flow, are not virtually certain to be successful. These situations should be resolved 
27 on a case-by-case basis through the FAQ process.  
28 
29 2. During Maintenance 
30 Unavailability of a risk-significant function during maintenance need not be included if the 
31 risk-significant function can be promptly restored in time to m.eet the PRA su.e..s -,,"•tia 
32 either by an operator in the control room or by a designated operator3 stationed locally for 
33 that purpose. Restoration actions must be contained in a written procedure4 , must be 
34 uncomplicated (a single action or afew simple actions), must be capable of being restored in 
35 time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a 
36 designated local operator can be taken only if (s)he is positioned at a proper location 
37 throughout the duration of the maintenance activity for the purpose of restoration of the train 

1 Operator in this circumstance refers to any plant personnel qualified and designated to perform 

the restoration function.  

2 Including restoration steps in an approved test procedure.  

'Operator in this circumstance refers to any plant personnel qualified and designated to perform the 

restoration function.  

4 Including restoration steps in an approved test procedure.
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1 should a valid demand occur. The intent of this paragraph is to allow licensees to take credit 
2 for restoration of risk-significant functions that are virtually certain to be successful (i.e., 
3 probability nearly equal to 1). The individual performing the restoration function can be the 
4 person performing the maintenance and must be in communication with the control room.  
5 Credit can also be taken for an operator in the main.control room provided (s)he is in close 
6 proximity to restore the equipment when needed. Under stressful chaotic conditions 
7 otherwise simple multiple actions may not be accomplished with the virtual certainty called 
8 for by the guidance (e.g., lifting test leads and landing wires, or clearing tags). These 
9 situations should be resolved on a case-by-case basis through the FAQ process.  

10 
11 3. Satisfying Risk-Significant Mission Times 
12 Risk significant operator actions to satisfy pre-determined train/system risk-significant 
13 mission times can only be credited if they are modeled in the PRA.  
14 
15 Swing trains and components shared between units 
16 
17 Swing trains/components are trains/components that can be aligned to any unit. To be credited 
18 as such, their swing capability should be modeled in the PRA to provide an appropriate Fussel
19 Vessely value.  
20 
21 Unit Cross Tie Capability 
22 
23 Components that cross tie monitored systems between units should be considered active 
24 components if they are modeled in the PRA and meet the active component criteria in Appendix 
25 F. Such active components are counted in each unit's performance indicators.  
26 
27 Maintenance Trains and Installed Spares 
28 
29 Some power plants have systems with extra trains to allow preventive maintenance to be carried 
30 out with the unit at power without impacting the risk-significant function of the system. That is, 
31 one of the remaining trains may fail, but the system can still perform its risk significant function.  
32 To be a maintenance train, a train must not be needed to perform the system's risk significant 
33 function.  
34 
35 An "installed spare" is a component (or set of components) that is used as a replacement for other 
36 equipment to allow for the removal of equipment from service for preventive or corrective 
37 maintenance without impacting the risk-significant function of the system. To be an "installed 
38 spare," a component must not be needed for the system to perform the risk significant function.  
39 
40 
41 For unreliability, spare active components are included if they are modeled in the PRA.  
42 Unavailability of the spare component/train is only counted in the index if the spare is substituted 
43 for a primary train/component. Unavailability is not monitored for a component/train when that 
44 component/train has been replaced by an installed spare or maintenance train.  
45
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1 Use of Plant-Specific PRA anid SPAR Models 
2 
3 The MSPI is an approximation using some information from a plant's actual PRA and is 
4 intended as an indicator of system performance. Plant-specific PRAs and SPAR models cannot 
5 be used to question the outcome of the PIs computed in accordance with this guideline.  
6 
7 Maintenance Rule Performance Monitoring 
8 
9 It is the intent that NUMARC 93-01 be revised to require consistent unavailability and 

10 unreliability data gathering as required by this guideline.  
11 
12 ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS 

13 This guidance provides typical system scopes. Individual plants should apply-include those 
14 systems employed at their plant that are necessary to satisfy the specific risk-significant 
15 functions described below and reflected in their PRAs.  

16 Emergency AC Power Systems 

17 Scope 

18 The function monitored for the emergency AC power system is the ability of the emergency 
19 generators to provide AC power to the class lE buses upon a loss of off-site power while the 
20 reactor is critical, including post-accident conditions. The emergency AC power system is 
21 typically comprised of two or more independent emergency generators that provide AC power to 
22 class 1E buses following a loss of off-site power. The emergency generator dedicated to 
23 providing AC power to the high pressure core spray system in BWRs is not within the scope of 
24 emergency AC power.  
25 
26 The electrical circuit breaker(s) that connect(s) an emergency generator to the class 1E buses that 
27 are normally served by that emergency generator are considered to be part of the emergency 
28 generator train.  
29 
30 Emergency generators that are not safety grade, or that serve a backup role only (e.g., an 
31 alternate AC power source), are not included in the performance reporting.  
32 
33 Train Determination 

34 The number of emergency AC power system trains for a unit is equal to the number of class 1E 
35 emergency generators that are available to power safe-shutdown loads in the event of a loss of 
36 off-site power for that unit. There are three typical configurations for EDGs at a multi-unit 
37 station: 
38 
39 1. EDGs dedicated to only one unit.  
40 2. One or more EDGs are available to "swing" to either unit 
41 3. All EDGs can supply all units 
42
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1 For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to 
2 the unit. For configuration 2, the number of trains for a unit is equal to the number of dedicated 
3 EDGs for that unit plus the number of "swing" EDGs available to that unit (i.e., The "swing" 
4 EDGs are included in the train count for each unit). For configuration 3, the number of trains is 
5 equal to the number of EDGs.  
6 
7 Clarifying Notes 

8 The emergency diesel generators are not considered to be available during the following portions 
9 of periodic surveillance tests unless recovery from the test configuration during accident 

10 conditions is virtually certain, as described in "Credit for operator recovery actions during 
11 testing," can be satisfied; or the duration of the condition is less than fifteen minutes per train at 
12 one time: 
13 
14 * Load-run testing 
15 e Barring 
16 
17 An EDG is not considered to have failed due to any of the following events: 
18 
19 * spurious operation of a trip that would be bypassed in a loss of offsite power event 
20 * malfunction of equipment that is not required to operate during a loss of offsite power event 
21 (e.g., circuitry used to synchronize the EDG with off-site power sources) 
22 * failure to start because a redundant portion of the starting system was intentionally disabled 
23 for test purposes, if followed by a successful start with the starting system in its normal 
24 alignment 

25 Air compressors are not part of the EDG boundary. However, air receivers that provide starting 
26 air for the diesel are included in the EDG boundary.  
27 
28 If an EDG has a dedicated battery independent of the station's normal DC distribution system, 
29 the dedicated battery is included in the EDG system boundary.  
30 
31 If the EDG day tank is not sufficient to meet the EDG mission time, the fuel transfer function 
32 should be modeled in the PRA. However, the fuel transfer pumps are not considered to be an 
33 active component in the EDG system because they are considered to be a support system.  
34 
35 
36 
37 BWR High Pressure Injection Systems 

38 (High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coolant 
39 Injection) 
40
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1 scope 

2 These systems function at high pressure to maintain reactor coolant inventory and to remove 
3 decay heat following a small-break Loss of Coolant Accident (LOCA) event or a loss of main 
4 feedwater event.  
5 
6 The function monitored for the indicator is the ability of the monitored system to take suction 
7 from the suppression pool (and from the condensate storage tank, if credited in the plant's 
8 accident analysis) and inject -into the reactor vessel.  
9 

10 Plants should monitor either the high-pressure coolant injection (HPCI), the high-pressure core 
11 spray (HPCS), or the feedwater coolant injection (FWCI) system, whichever is installed. The 
12 turbine and -governor (or motor-driven FWCI pumps), and associated piping and valves for 
13 turbine steam supply and exhaust are within the scope of these systems. Valves in the feedwater 
14 line are not considered within the scope of these systems. The emergency generator dedicated to 
15 providing AC power to the high-pressure core spray system is included in the scope of the 
16 HPCS. The HPCS system typically includes a "water leg" pump to prevent water hammer in the 
17 HPCS piping to the reactor vessel. The "water leg" pump and valves in the "water leg" pump 
18 flow path are ancillary components and are not included in the scope of the HPCS system.  
19 Unavailability is not included while critical bu-t-if the system is below steam pressure specified 
20 in technical specifications at which the system can be operated.  
21 
22 Train Determination 

23 The HPCI and HPCS systems are considered single-train systems. The booster pump and other 
24 small pumps are ancillary components not used in determining the number of trains. The effect 
25 of these pumps on system performance is included in the system indicator to the extent their 
26 failure detracts from the ability of the system to perform its risk-significant function. For the 
27 FWCI system, the number of trains is determined by the number of feedwater pumps. The 
28 number of condensate and feedwater booster pumps are not used to determine the number of 
29 trains.  
30 
31 BWR Heat Removal Systems 
32 (Reactor Core Isolation Cooling or check:Isolation Condenser) 
33 
34 Scop 

35 This system functions at high pressure to remove decay heat following a loss of main feedwater 
36 event. The RCIC system also functions to maintain reactor coolant inventory following a very 
37 small LOCA event.  
38 
39 The function monitored for the indicator is the ability of the RCIC system to cool the reactor 
40 vessel core and provide makeup water by taking a suction from either the condensate storage 
41 tank or the suppression pool and injecting at rated pressure and flow into the reactor vessel.  
42 
43 The Reactor Core Isolation Cooling (RCIC) system turbine, governor, and associated piping and 
44 valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the
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1 feedwater line are not considered within the scope of the RCIC system. The Isolation Condenser 
2 and inlet valves are within the scope of Isolation Condenser system. Unavailability is not 
3 included while critical but-if the system is below steam pressure specified in technical 
4 specifications at which the system can be operated.  
5 
6 
7 -Train Determination 

8 The RCIC system is considered a single-train system. The condensate and vacuum pumps are 
9 ancillary components not used in determining the number of trains. The effect of these pumps on 

10 RCIC performance is included in the system indicator to the extent that a component failure 
11 results in an inability of the system to perform its risk significant function 
12 

13 BWR Residual Heat Removal Systems 

14 Scope 

15 The functions monitored for the BWR residual heat removal (RHR) system is-are the ability of 
16 the RHR system to remove heat from the suppression pool, provide low pressure coolant 
17 injection, and provide post-accident decay heat removaL.shutd0wn-C-ee4rln.. The pumps, heat 
18 exchangers, and associated piping and valves for those functions are included in the scope of the 
19 RHR system.  
20 
21 Train Determination 

22 The number of trains in the RHR system is determined by the number of parallel RHR heat 
23 exchangers.  
24 
25 
26 
27 PWR High Pressure Safety Injection Systems 

28 Scope 

29 These systems are used primarily to maintain reactor coolant inventory at high pressures 
30 following a loss of reactor coolant. HPSI system operation following a small-break LOCA 
31 involves transferring an initial supply of water from the refueling water storage tank (RWST) to 
32 cold leg piping of the reactor coolant system. Once the RWST inventory is depleted, 
33 recirculation of water from the reactor building emergency sump is required. The function 
34 monitored for HPSI is the ability of a HPSI train to take a suction from the primary water source 
35 (typically, a borated water tank), or from the containment emergency sump, and inject into the 
36 reactor coolant system at rated flow and pressure.  
37 
38 The scope includes the pumps and associated piping and valves from both the refueling water 
39 storage tank and from the containment sump to the pumps, and from the pumps into the reactor 
40 coolant system piping. For plants where the high-pressure injection pump takes suction from the

14
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1 residual heat removal pumps, the residual heat removal pump discharge header isolation valve to 
2 the HPSI pump suction is included in the scope of HPSI system. Some components may be 
3 included in the scope of more than one train. For example, cold-leg injection lines may be fed 
4 from a common header that is supplied by both HPSI trains. In these cases, the effects of testing 
5 or component failures in an injection line should be reported in both trains.  
6 
7 Train Determination 
8 
9 In general, the number of HPSI system trains is defined by the number of high head injection 

10 paths that provide cold-leg and/or hot-leg injection capability, as applicable.  
11 
12 For Babcock and Wilcox (B&W) reactors, the design features centrifugal pumps used for high 
13 pressure injection (about 2,500 psig) and no hot-leg injection path. Recirculation from the 
14 containment sump requires operation of pumps in the residual heat removal system. They are 
15 typically a two-train system, with an installed spare pump (depending on plant-specific design) 
16 that can be aligned to either train.  
17 
18 For two-loop Westinghouse plants, the pumps operate at a lower pressure (about 1600 psig) and 
19 there may be a hot-leg injection path in addition to a cold-leg injection path (both are included as 
20 a part of the train).  
21 
22 For Combustion Engineering (CE) plants, the design features three centrifugal pumps that 
23 operate at intermediate pressure (about 1300 psig) and provide flow to two cold-leg injection 
24 paths or two hot-leg injection paths. In most designs, the HPSI pumps take suction directly from 
25 the containment sump for recirculation. In these cases, the sump suction valves are included 
26 within the scope of the HPSI system. This is a two-train system (two trains of combined cold-leg 
27 and hot-leg injection capability). One of the three pumps is typically an installed spare that can 
28 be aligned to either train or only to one of the trains (depending on plant-specific design).  
29 
30 For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at 
31 high pressure (about 2500 psig), a cold-leg injection path through the BIT (with two trains of 
32 redundant valves), an alternate cold-leg injection path, and two hot-leg injection paths. One of 
33 the pumps is considered an installed spare. Recirculation is provided by taking suction from the 
34 RHR pump discharges. A train consists of a pump, the pump suction valves and boron injection 
35 tank (BIT) injection line valves electrically associated with the pump, and the associated hot-leg 
36 injection path. The alternate cold-leg injection path is required for recirculation, and should be 
37 included in the train with which its isolation valve is electrically associated. This represents a 
38 two-train HPSI system.  
39 
40 For Four-loop Westinghouse plants, the design features two centrifugal pumps that operate at 
41 high pressure (about 2500 psig), two centrifugal pumps that operate at an intermediate pressure 
42 (about 1600 psig), a BIT injection path (with two trains of injection valves), a cold-leg safety 
43 injection path, and two hot-leg injection paths. Recirculation is provided by taking suction from 
44 the RHR pump discharges. Each of two high pressure trains is comprised of a high pressure 
45 centrifugal pump, the pump suction valves and BIT valves that are electrically associated with 
46 the pump. Each of two intermediate pressure trains is comprised of the safety injection pump, the
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1 suction valves and the hot-leg injection valves electrically associated with the pump. The cold
2 leg safety injection path can be fed with either safety injection pump, thus it should be associated 
3 with both intermediate pressure trains. This HPSI system is considered a four-train system for 
4 monitoring purposes.  
5 
6 
7 
8 PWR Auxiliary Feedwater Systems 
9 scope 

10 The AFW system provides decay heat removal via the steam generators to cool down and 
11 depressurize the reactor coolant system following a reactor trip. The AFW system is assumed to 
12 be required for an extended period of operation during which the initial supply of water from the 
13 condensate storage tank is depleted and water from an alternative water source (e.g., the service 
14 water system) is required. Therefore components in the flow paths from both of these water 
15 sources are included; however, the alternative water source (e.g., service water system) is not 
16 included.  
17 
18 The function monitored for the indicator is the ability of the AFW system to take a suction from 
19 the primary water source (typically, the condensate storage tank) or, if required, from an 
20 emergency source (typically, a lake or river via the service water system) and inject into at least 
21 one steam generator at rated flow and pressure.  
22 
23 The scope of the auxiliary feedwater (AFW) or emergency feedwater (EFW) systems includes 
24 the pumps and the components in the flow paths from the condensate storage tank and, if 
25 required, the valve(s) that connect the alternative water source to the auxiliary feedwater system.  
26 Startup feedwater pumps are not included in the scope of this indicator.  
27 
28 Train Determination 

29 The number of trains is determined primarily by the number of parallel pumps. For example, a 
30 system with three pumps is defined as a three-train system, whether it feeds two, three, or four 
31 injection lines, and regardless of the flow capacity of the pumps. Some components may be 
32 included in the scope of more than one train. For example, one set of flow regulating valves and 
33 isolation valves in a three-pump, two-steam generator system are included in the motor-driven 
34 pump train with which they are electrically associated, but they are also included (along with the 
35 redundant set of valves) in the turbine-driven pump train. In these instances, the effects of testing 
36 or failure of the valves should be reported in both affected trains. Similarly, when two trains 
37 provide flow to a common header, the effect of isolation or flow regulating valve failures in 
38 paths connected to the header should be considered in both trains.  
39
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1 PWR Residual Heat Removal System 
2 Scope 

3 The functions monitored for the PWR residual heat removal (RHR) system are those that are 
4 required to be available when the reactor is critical. These typically include the low-pressure 
5 injection function (if risk-significant) and the post-accident recirculation mode used to cool and 
6 recirculate water from the containment sump following depletion of RWST inventory to satisfy 
7 provide the-post-accident mis;io " ...sdecay heat removal. These times are defined as r.ea.hin 
8 a stable plant condition where normals:hutdown cooling is sufficient. Typical riiission times are 
9 24-hous.Hewevei-ether intervals asjUstifiedby analyses and mode..d. ,.he-PRA. may-be 

10 used.-The pumps, heat exchangers, and associated piping and valves for those functions are 
11 included in the scope of the RHR system. Containment spray function should be included if it is 
12 identified in the PRA as a risk-significant post accident decay heat removal function.  
13 Containment spray systems that only provide containment pressure control are not included.  
14 
15 
16 
17 Train Determination 

18 The number of trains in the RHR system is determined by the number of parallel RHR heat 
19 exchangers. Some components are used to provide more than one function of RHR. If a 
20 component cannot perform as designed, rendering its associated train incapable of meeting one 
21 of the risk-significant functions, then the train is considered to be failed. Unavailable hours 
22 would be reported as a result of the component failure.  

23 Cooling Water Support System 
24 Scope 
25 The function of the cooling water support system is to provide for direct cooling of the 
26 components in the other monitored systems. It does not include indirect cooling provided by 
27 room coolers or other HVAC features.  
28 
29 Systems that provide this function typically include service water and component cooling water 
30 or their cooling water equivalents. Pumps, valves, heat exchangers and line segments that are 
31 necessary to provide cooling to the other monitored systems are included in the system scope up 
32 to, but not including, the last valve that connects the cooling water support system to the other 
33 monitored systems. This last valve is included in the other monitored system boundary.  
34 
35 Valves in the cooling water support system that must close to ensure sufficient cooling to the 
36 other monitored system components to meet risk significant functions are included in the system 
37 boundary.  
38 
39 
40 
41 Train Determination 
42 The number of trains in the Cooling Water Support System will vary considerably from plant to 
43 plant. The way these functions are modeled in the plant-specific PRA will determine a logical
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1 approach for train determination. For example, if the PRA modeled separate pump and line 
2 segments, then the number of pumps and line segments would be the number of trains.  
3 
4 Clarifying Notes 
5 Service water pump strainers and traveling screens are not considered to be active components 
6 and are therefore not part of URI. However, clogging of strainers and screens due to expected or 
7 routinely predictable environmental conditions that render the train unavailable to perform its 
8 risk significant cooling function (which includes the risk-significant mission times)are included 
9 in UAI.  

10 
11 Unpredictable extreme environmental conditions that render the train unavailable to perform its 
12 risk significant cooling function should be addressed through the FAQ process to determine if 
13 resulting unavailability should be included in UAI.  
14

18
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