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Kinds of Thresholds 

> Action Threshold 
• Used to measure degrading industry performance, 

similar to thresholds used in ROP process 

> Early-Warning Threshold 

* Used to alert NRC to an change in industry trends 
that may, indicate a degradation in industry safety 
performance 
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ITP Process Flowchart 
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What is the litegrte'd Indicator? 

> The integrated industry indicator 
"* Is average of the sum of the products of the 

current operating experience value for each 
initiating event and theappropriate weight 
obtained from PRAs 

"* Is related to core damage frequency 

"* Allows combined trending of frequent and 
infrequent events with different risk 
importances I • 

> One indicator for BWRs and one for PWRs 
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Risk Information 

> The relevant risk information for each 
initiating event used in the Rev. 3 SPAR 
models 

"* Bimbaum importance measure 

"* A measure similar to a conditional core damage 
probability (CCDP) for a few initiating events that 
are included in the fault trees 
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Implementation of Integrated 
Indicator 

> Can be implemented in two ways 
* Absolute value 

"* Related to core damage frequency 
"* Results are always positive 
"* Safety Goal 

* Deviation from a baseline 
"* Related to change in core damage frequency 
"* Results can be positive or negative 
"* Regulatory Guide 1.174 

> Both ways are equally valid 
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Baseline Values 

> Obtained from operating experience-over an 
interval on which the trend is basicallyconstant 
(trend parameter is not statistically significant) 

> For initiating events with few occurrences, the 
interval is 1988-2001. For those with more 
occurrences, the interval is shorter, but includes 
at least 3 years 

> Used to obtain the constrained non-informative 
prior distribution used forBayesian updates, 
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Current Performance 

> Current performance is estimated using 
"• A constrained non-informative prior distribution based 

on the baseline value, and/or' 

"• One or more years of data (events and reactor critical 
years) 

> The difference between the'current value'-and 
the baseline can be positive or negative since 
the current value can be less than orgreater
than the baseline value. r " 
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Initiating Events for BWRs 

> Loss of Offsite Power 
> Loss of Vital AC Bus 
> Loss of Vital DC Bus 
> Small / Very Small LOCA 
> Loss of Feedwater 
> BWR General Transients 
> BWR Loss of Instrument Air 
> BWR Loss of Heat Sink 
> BWR Suck Open Relief/Safety Valve 
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Initiating Events for PWRs 

"> Loss of Offsite Power 
"> Loss of Vital AC Bus 
"> Loss of Vital DC Bus 
"> Small / Very Small LOCA 
•- Loss of Feedwater 
> PWR General Transients 
> PWR Loss of Instrument Air 
> PWR Loss of Heat Sink 
> PWR Suck Open Relief/Safety Valve 
> Steam Generator Tube Rupture 
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Integrated Industry Indicator

Thresholds for Integrated Indicator 

> Thresholds may be set by an expert panel 
using the following considerations 
"* Safety Goal 
"* Regulatory Guide 1.174 
"• Behavior of the integrated indicator 

"* Simulations 
"* Maximum value 
"* Past operating experience trends for initiating 

events 
"* Consistency with the ROP 
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Conclusions 

> Single industry-wide performance 
measure that has a logical relation with 
risk metrics (CDF) 

> Potentially relatable to the Safety Goal 
> Allows rational combination of events with 

different risk importances and frequencies 
> Can establish early-warning and agency 

action thresholds 
> Complementary to plant-specific PIs 
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Kinds of Thresholds 

> Action Threshold 
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similar to thresholds used in ROP process 
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• Used to alert NRC to an change in industry trends 
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What is the' integrated Indicator?

The integrated industry -indicator 
* Is average of the sum of the~products of the 

current operating experience yalue for each 
initiating event and-the appropriate weight 
obtained from PRAs 

"° Is related to core damage frequency 

"* Allows combined trending-of frequent and 
infrequent events with different risk 
importances 7 

> One indicator for BWRs and one for- PWRs
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Risk.Information 

> The relevant risk information for each 
initiating event used in the Rev. 3 SPAR 
models 

"* Birnbaum importance measure 
"* A measure similar to a conditional core damage 

probability (CCDP) for a few initiating events that 
are included in the fault trees 
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Implementation of Integrated 
Indicator 

> Can be implemented in two ways 
" Absolute value 

"* Related to core damage frequency 
"• Results are always positive 
"• Safety Goal 

"• Deviation from a baseline 
"* Related to change in core damage frequency 
"* Results can be positive or negative 
"* Regulatory Guide 1.174 

> Both ways are equally valid 
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'Baseline Values 

> Obtained from operating experience over an 
interval on which the trend is basically constant.  
(trend parameter is not statistically significant), 

> For initiating events with few occurrences, the 
interval is 1988-2001. For those with more 
occurrences, the interval is shorter, but includes 
at least 3 years 

> Used to obtain the constrained non-informative 
prior distribution used forBayesian updates
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Current Performance 

> Current performance is estimated using 

" A constrained non-informative prior distribution based 

on the baseline value, and/or 1 ' 

"* One or more years of 'data ('events and reactor critical 
years) 

> The difference between thecurrent value and 

the baseline can be positive-or negative' since 

the current value can be less than orgreater 

than the bas'elinie value. 
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Initiating Events for BWRs 

> Loss of Offsite Power 

> Loss of Vital AC Bus 
> Loss of Vital DC Bus 

> Small / Very Small LOCA 
> Loss of Feedwater 
> BWR General Transients 
> BWR Loss of Instrument Air 
> BWR Loss of Heat Sink 
> BWR Suck Open Relief/Safety Valve 
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Initiating Events for PWRs 

> Loss of Offsite Power 
> Loss of Vital AC Bus 
> Loss of Vital DC Bus 
> Small / Very Small LOCA 
> Loss of Feedwater 
> PWR General Transients 
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Thresholds for Integrated Indicator 

> Thresholds may be set by an expert panel 
using the following considerations 
"* Safety Goal 
"* Regulatory Guide 1.174 
"* Behavior of the integrated indicator 

"* Simulations 
"* Maximum value 
"* Past operating experience trends for initiating 

events 
"• Consistency with the ROP 
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Conclusions 

> Single industry-wide performance 
measure that has a logical relation with 
risk metrics (CDF) 

> Potentially relatable to the Safety Goal 
> Allows rational combination of events with 

different risk importances and frequencies 
> Can establish early-warning and agency 

action thresholds 
> Complementary to plant-specific PIs 
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MITIGATING SYSTEMS PERFORMANCE INDEX PILOT 

AGENDA' 

OWFN 14-B6 

August 21, 2002

08:00 a.m.  

08:30 a.m.  

10:00 a.m.  

10:15 a.m.  

12:00 p.m.  

1:00 p.m.  

2:30 p.m.  

2:45 p.m.

Introduction and Overview of MSPI Pilot Workshop & 
Status of Regulatory Issues Summary and Technical Instruciion 

Discussion on suggested final changes to Section 2.2 and 
Appendix f of the MSPI pilot program guidance 

15 Minute Break* 

Continue Discussion 6n'6hanges to MSPI pilot program guidance 

Break for Lunch 

Discussioribh MSPI irnllementation issues developed from the 
MSPI workshop: 

-false negative/false positive situati6ns 
-RHR risk-significant functions involving other 
plant systems/shared dependencies 
-use of default design basis and/or maintenance 
rule criterialacking corrsloo nrding PRA risk
significant criteria 

-how to model common components between 
monitored systems ýnd/or units 
-green/white generic threshold issues

break'

Continue discussion on MSPI implementation issues

4:00 p.m. Adjoum
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REVISED OVERSIGHT PROCESS MONTHLY 
WORKING GROUP MEETING 

AGENDA 
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August 22, 2002

08:00 a.m.  

08:15 a.m.  

08:45 a.m.  
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10:00 a.m.  
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10:30 a.m.  

11:15 a.m.  

12:00 p.m.  

1:00 p.m.  

2:30 p.m.  

2:45 p.m.  

4:00 p.m.

Introduction and Overview of ROP activities 

Discussion on Industry Trends Program 

Discussion update on SDP topics and status 

Discussion on status of the draft reactor shutdown SDP 

15 minute break 

Continue discussion on status of the draft reactor shutdown SDP 

Discussion on ROP topics and changes to inspection manual 
chapters and procedures.  

Discussion on old design issues 

Break for Lunch 

Discussion on new and open FAQs (Surry, Grand Gulf, Hatch, 
Oconee, and Salem FAQs via bridge lines) 

break 

Continue discussion on new and open FAQs 

Adjoum
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2T2--M~kIGA-iSYSTEMIS.CQRNERSTONE

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20

inspeetion-prograrn.  
There ar e two sets of indiceators in this cr-nerstone.:

"* Mitigating System Performnance Index 
" Safety Sygtefin Funtioeibial Failuires 

MITIGATING SYSTEM PERFORMANCE INEX

21 Purpose 

22 The purpose of the mitigating system performance index is to monitor the risk impact of changes.  

23 in-performance of selected systems based on their ability to perform risk-significant functions as 

24 defined here-in.. It is comprised of two elements - system unavailability and system 

25 unreliability. For single demand failures and accumulated unavailability, Tthe index is used to 

26 determine the significance of performance issuesfor single demand failures and accumulated 

27 unavailability.- Due to the limitations of the index, the following conditions will rely upon the 

28 inspection process for evaluatingdetermining the significance of-performance issues: -

1 
2.  
3.  
4.

Multiple concurrent failures of components within a mo.nitored system 
Common cause failures 
Conditions not capable of being discovered during normal surveillance tests 
Failures of non-active components

Indicator Definition - I I ý , 

Mitigating System Performance Index (MSPI) is the sum of changes in a simplified core damage 
frequency evaluation resulting from changes in unavailability. and unreliabilit37 relative to " 
baseline values.  

Tram Uunavailability is the ratio of the hours the trainrsystem was unavailable to perform its 
risk-significant functions due to planned and unplanned maintenance or test on active and non

active components during the previous 12 quarters while critical to the number of critical hours

1

The objective of this cor-ner-stenc is to moenitcr- the availability, reliability, and eapabbilityý ol 
systemts4h-at-mitigate4hiee4-ffeet&'of-i-fliatiflgfletsý4e-preflet-c~efeafnage.--Lic-flsees--Teduce 
the likelihood of rcactor- accidents by maintaining the availability and reliability ef mitigating 
systems. Mitigting systems inelude those systems associated with safety injefein, decay heat 

mitigating systems that. Feso t' btoprting and sh~tdovwn events.  

Som asecs of mitigating system performance cann6t. hbe ad~eguately refleeied or are 
specifically excluded from the performance indicator-s in this cornerstone. These aspects include 

pefrmauc*~-stesrndmeS -S s4ee-iel1-ý e~c-ii4Uyeclded-frei-h-he 

perfor-mance indicators, the effect of common cause failureý, and tie Oerfermancc of cee~ain phint 
specific systems:~ Thesi~ aspeeti bf licens6e Oerfcrmancce will b6S bidresscd throeugh the NRC

29 
30 
31 
32 
33 
34 
35 

36 
37 
38 
39 
40 
41 
42

I ,



DRAFT NEI 99-02 MSPI 8/19/20028/9/2002

1 during the previous 12 quarters. (Fault exposure hours are not included, unavailable hours are 
2 counted only for the time required to recover the train's risk-significant functions.) 
3 
4 j Tati -uUnreliability is the probability that the tmin-system would not perform its risk-significant 
5 functions when called upon during the previous 12 quarters.  
6 
7 Baseline values are the values for unavailability and unreliability against which current changes 
8 in unavailability and unreliability are measured See Appendix F for further details.  
9 

10 The MSPI is calculated separately for each of the following five systems for each reactor type.  
11 
12 BWRs 
13 * emergency AC power system 
14 • high pressure injection systems (high pressure coolant injection, high pressure core spray, or 
15 feedwater coolant injection) 
16 * heat removal systems (reactor core isolation cooling) 
17 * residual heat removal system (or their equivalent function as described in the Additional 
18 Guidance for Specific Systems section.) 
19 * cooling water support system (includes risk significant direct cooling functions provided by 
20 service water and component cooling water or their cooling water equivalents for the above 
21 four monitored systems) 
22 
23 PWRs 
24 e emergency AC power system 
25 • high pressure safety injection system 
26 * auxiliary feedwater system 
27 • residual heat removal system (or their equivalent function as described in the Additional 
28 Guidance for Specific Systems section.) 
29 e cooling water support system (includes risk significant direct cooling functions provided by 
30 service water and component cooling water or their cooling water equivalents for the above 
31 four monitored systems) 
32 
33 Data Revorting Elements 

34 The following data elements are reported for each system 
35 
36 e Unavailability Index (UAI) due to unavailability for each monitored system 
37 ° Unreliability Index (URI) due to unreliability for each monitored system 
38 
39 During the pilot, the additional data elements necessary to calculate UAI and URI will be 
40 reported monthly for each system on an Excel spreadsheet. See Appendix F 
41 
42

2I
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1 Calculation 

2 The MSPI for each system is the sum of the UAI due to unavailability for the system plus URI 
3 due to unreliability for the system during the previous twelve quarters.  
4 
5 MSPI = UAI + URI. " 
6 
7 See Appendix F for the calculational methodology for UAI due to system unavailability and URI 
8 due to system unreliability.  
9 

10 Definition of Terms .  

11 A train consists of a group of components that together provide the risk significant functionslof 
12 the system as explained in the additional guidance for specific mitigating systems. Fulfilling the 
13 risk-significant function of the system may require one or more trains of a system to operate 
14 simultaneously. The number of trains in a system is generally determined as follows: 
15 
16 * for systems that provide cooling of fluids, the number of trains is determined by the number 
17 of parallel heat exchangers, or the number of parallel pumps, or the minimum numberof 
18 parallel flow paths, whichever is fewer.  
19 
20 . for emergency AC power systems the number of trains is the number of class IE emergency 
21 (diesel, gas turbine, or hydroelectric) generators at the station that are installed to power 
22 shutdown loads in the event of a loss of off-site power. (This does not include the diesel 
23 generator dedicated to the BWR HPCS system, which is included in the scope of the HPCS 
24 system) " , IA .- '-A "yoG,-• 
25 
26 Risk Sign/ificant Functions: those at power functions of risk-significant SSCr4n ~jd'en1tlf'e 
27 a ant4 pecifiPV- kWtriferid tofyi-Fisk-igntfitant -" &ctions ctien s 
28 
29 R)Risk Achid ent Wotti > r 
30 c~ ý tio I>05 r 
31 f.s t st tao h'" 

32 o of or mage quen c" - ,. m, 
33 
34 Risk-Significant Mission Times: The mission time modeled in the PRA for satisfying the risk
35 significant function of reaching a stable plant condition where normal shutdown cooling is 
36 sufficient. Note that PRA models typically analyze an event for 24 hours, which may exceed the 
37 time needed for the risk-significant function captured inthe MSPI. However, other intervals as 
38 justified by analyses and modeled in the PRA may be used 
39 
40 Success criteria are the plant specific values of parameters the train/system is required to achieve 

41 to perform its risk-significant function. Default values of those parameters are the plant's design 

42 bases values unless other values are modeled in the PRA.  
43

3
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1 Clarifvini Notes 

2 Documentation 
3 
4 Each licensee will have the system boundaries, active components, risk-significant functions and 
5 success criteria readily available for NRC inspection on site. Additionally, plant-specific 
6 information used in Appendix F should also be readily available for inspection 
7 
8 Success Criteria 
9 

10 The suc.ess .riteria a.e based en train/system mission times, not on .. mission times.  
11 Individual component capability must be evaluated against train/system level success criteria 
12 (e.g., a valve stroke time may exceed an ASME requirement, but if the valve still strokes in time 
13 to meet the PRA success criteria for the train/system, the component has not failedfor the 
14 purposes of this indicator because the risk-significant train/system function is still satisfied).  
15 Important plant specific performance factors that can be used to identify the required capability 
16 of the train/system to meet the risk-significant functions include, but are not limited to 
17 e Actuation 
18 o Time 
19 o Auto/manual 
20 o Multiple or sequential 
21 * Success requirements 
22 o Numbers of components or trains 
23 o Flows 
24 o Pressures 
25 o Heat exchange rates 
26 o Temperatures 
27 o Tank water level 
28 e Other mission requirements 
29" o Run time 
30 o State/configuration changes during mission 
31 a Accident environment from internal events 
32 o Pressure, temperature, humidity 
33 e Operational factors 
34 o Procedures 
35 o Human actions 
36 o Training 
37 o Available externalities (e.g., power supplies, special equipment, etc.) 
38 
39 
40 
41 System/Component Interface Boundaries 
42 
43 For active components that are supported by other components from both monitored and 
44 unmonitored systems, the following general rules apply: 
45

4I
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1 For control and motive pIkver, only the last relay, breaker 6i coniactor hecessary to 
2 power or control the compohentis'in'cluded in the active comnponent boundary. For 
3 example, if an ESFAS signal actuates a MOV, only the relay that receives the ESFAS 
4 signal in the control circuitry for the MOV is in the MOV boundary. No other portions 
5 of the ESFAS are included.  
6 
7 * For water connections from systems'tliat provide cboling water to an active component, 
8 only the'final active connectin-g valve is included in the b6indary. For example, for 
9 - service water that provides cooling to suppdrt an AFW pump, only the final' active valve 

10 in the service water system that supplies tlie'cooling water t6 the AFW system is 
11 included in the AFW -system scope. This safii6 valire is n6t'inrclud•d in the coolingiwater 
12 support system scope.  

14 Water Sources and Invehtory 

15 
16 Water tanks' are not considered to be active componeiits.' As such, they do not contribute to URI.

17 However, periods of insufficient water inven6tory contribute to UAI if tliey result in loss of the 

18 risk-significant train function for the required mission time. Water inventory can include 

19 operator recovery actions for water make-up provided the actions can be taken in time to meet 

20 the mission times and are modeled in the PRA. If altemate-additional water sources are required 

21 to provid; make-up to satisfy train mission times, only the connecting active valve from the 

22 alterna4e-systemadditional waier source is considered as an active component for calculating 

23 URI. If there are- valves in the primary water source that must chaige state to permit use- of the 

24 additional water source, these valves are considered active and should be included in URIfor' 

25 the system.  
26 
27 Monitoied Systems 
28 
29 Systems have been generically selected for this indicator based on their importanice in preventing 

30 reactor core damage. The systems include the- principal systems needed 'for maintaining reaktoi" 
31 coolant inventory following a loss of coolant accident, for decay heat removal following a 

32 reactor trip or loss of main feedwater,' and for pr'viding emergency AC power followfing a loss 

33 of plint off-site power.- One'risk-significant support function (cooling water support system) is 

34 also monitored. The cooling water support system monitors the risk significant cooling functions 

35 provided by service water and comtonent cooling water, or their direct cooling water 
36 equivalents, for the four front-line monitored systems. No-supiport systems are to be cascaded 
37 onto the monitored systems;e.g., HVAC robm cooleri,'DC power, instrument air, etc.  

38 
39 Diverse Systems 
40 
41 Except as specifically stated in the indicator definition and reporting guidance, no crediteis given 

42 for the achievement of a risk-significant function by an unmonitored system in determining 
43 unavailability'or unreliability of the monitored systems..  
44 
45 Common Components i 

46

5
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1 Some components in a system may be common to more than one train or system, in which case 
2 the unavailability/unrehiability of a common component is included in all affected trains or 
3 systems.  
4 
5 Short Duration Unavailability 
6

Trains are generally considered to be available during periodic system or equipment 
realignments to swap components or flow paths as part of normal operations. Evolutions or 
surveillance tests that result in less than 15 minutes of unavailable hours per train at a time need 
not be counted as unavailable hours. Licensees should compile a list of surveillances/evolutions 
that meet this criterion and have it available for inspector review. In addition, equipment 
misalignment or mispositioning which is corrected in less than 15 minutes need not be counted 
as unavailable hours. The intent is to minimize unnecessary burden of data collection, 

i documentation, and verification because these short durations have insignificant risk impact 

If a licensee is required to take a component out of service for evaluation and corrective actions 
for greater than 15 minutes (for example, related to a Part 21 Notification), the unavailable hours 
must be included.

7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46

6

if a de faded eonditien rcsults in the failurce to mccet an established s riterin, unavailable 
hours must be includcd for- the time requircd to recovcr the train's risk significant fiunction(s) If 
an active eempencnt, as defined in Appendix F, is degraded such that it cannot meet its risk 
significant f~nefien, a demand and a demand failur e ar~e also counted. if subsequent analysis 
identifies additional mrar-gin for- the success criterion, future unavailable hours for degraded 
conditions may be detennined based en the new cnitcrion. However, unavailability miust be b~ased-,on-the-suc-ctess--cfit eria-oe:-r-eorA-at-the-time--t he-degr-ad~ed-c-ondit-ief-ýdic-vered._If.•he 

degraded condition is not addr~essed by any of the pre defined sueccess er-iteri; an engineerin 
evaluation to detefminie the impact of the degraded condition on the fisk significant ffnetieon(s) should-be--m-pl~et e--and-decument-.S ~ -opnn-a ~ ~ • ~ 

event investigations is acceptable. Engineering judgment may be used in cojnto with 
anal)4ieal techniques to determine the impact of the degraded conditien on the fisk-significant 

completed in tim tospport submission of the P! report for- the cuffent quafter- the comment field-sh~a41.nte at-an-eila; uatien-im-pending.--he-e-valuat~iorn-must-be-,eemplet.in~n-ý-

accurately accunt for una-vailability/unreliability in the next quarter-ly report Exceptions to this 
gudneaeepee to be r-af and will be treated on a case by case basis. Licensees should 
identify-these-situatiens-t-the-fesident-inspeetr

Failures on Dema.nd 

Failures of acie opnents (see Appendix F) on demand, either- actual or- test, while cr-itical, 
are-i-ne-luded--in-ulretia-biitty---Feaihures-on-demar 'i-while-non-c-ritieal-mnkst-be-evaluated-to 
determine if the failure wouIld have resulted in the train not being able to pef•orm its risk 
significant at power- ffnetiens, and must ther-efore be included in unf-eliability. Unavailable hour-s
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1 
2 
3 
4 
5 
6 
7 

8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 

30 

L 37 
38 
39 
40 
4 
4 
43 
44 
45 
46

These failures or- conditions arc usually of longer exposure timne. Since the-se failjureA modes hav-e 
noet-been-tested-n-ýa-reguhta-basis,-,it-4s4nappfopr-iate-t•m4ude~en-nheifoin ce-ine 

statistics. These failures or conditions are subject to evaluiationt thfough the inisperationpoes 
Examples of this type arc failures due to pressur-e locidng'thermal binding of iselationvles, 
btockages-in4ines-noet--regut'ly- este4-e o-tadq e-eompenent-izi s uner-eken 

conditions (not-A ud r noal test condition~s). While not included in the calculationt of the index, 

Treatment of Demand/Run Failures and Degraded Conditions 

1. 'Treatment of Demand and R ures.  
Failurei of active co ents (see Appendix F) on demand or failures to run, either 

actual or test, w critical, are included in unreliability. Fv,;uie, d,,,muud or 

failures to ru "I must be evaluated to 

determine if efailure would have resulted in the train not being able to perform its risk

significant tpower functions, and must therefore be included in unreliability.  

Unavail le hours are included only for the time required to recover the train's risk

signii I ant functions and only when the reactor is criticaL 

2. Tr atment of Degaded Conditions .  

a) Capable of Being Discovered By Normal Surveillance Tests 

Normal surveillance tests are those tests that are performed at afrequency of a 

a refueling cycle or more frequently. -

* Degraded conditions,, where no "actual demand existed, that render an active 

component incapable of performing its risk-significant functions are included in 

unreliability as a demand and afailure. The appropriate failure mode must be 

accounted for. For example, for valves, a demand and a demand failure would be 

assumed and included in URI. For pumps and diesels, if the degraded condition

7

arc included enly for the timerqircd to recover the train's risrk sin fucn fnetions and only 
when the reactor• is critical 

N-ema4-sur-veill-an~ee-etAs-,afe-those-tests-that-.are-perf`•ediý-aa-frequenc--ef-afireling--y~c4e"r 

more frequently. Discoycr-ed conditiens that rendcr an-activccomponent incapablýt~efofepr-foing 
itS risk significant ffnetiens arc ineludcd int ufffliabili.,a dcnn and a failur~e (unkb&s 
cerrceted in less than 15 mninuites). Unavailable hour-s afe counted only for the time required to 
recover- the train's risk significant f~nefiens and only when the r-eactor- is critical. The ROP 
inspee-tien-precetss-woutd-be-use-to--det~ermine~he-signi-fie-n~ee-f• e•eed-coniions-4hat 

r-endefrcd a train incapable of peffefming its risk'.. sinficnt ncien, but. were not actv 
component onditfins (for. exa.ple, a shut manua. l .s.u ct ien v .I 

Demand failures or- discover-ed conditions that arf not oanj f ben ievreddrignra 
sur.'eiflancc tests
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1 would have prevented a successful start demand, a demand and afailure is 
2 included in URI, but there would be no run time hours or runfailuresIf t was 
3 determined that the pump/diesel would start and load run, but woul/4f& 
4 sometime dur'ing the 24 hour run test or its surveillance test equivalentbu:tNet-r:: 
5 for t.o missi.n .ime, the evaluatedfailure time would be included 
6 in run hours and a runfailure would be assumed. A start demand and start 
7 \YI failure would not be included Unavailable hours are included for the time 8 ' require'-d o re'cover the risk-signfcantfunction(s).  

9 
10 Degraded conditions, or actual unavailability due to mispositioning of non-active 
11 components that render a train incapable of performing its risk-significant 
12 functions are only included in unavailability for the time required to recover the 
13 risk-sigrnficantfinction(s).  
14 
15 Loss of risk stgnificant function(s) is assumed to have occurred if the established 
16 success criteria has not been met. If subsequent analysis identifies additional 
17 margin for the success criterion, future impacts on URI or UAIfor degraded 
18 conditions may be determined based on the new criterion. However, URI and 
19 UAI must be based on the success criteria of record at the time the degraded 
20 condition is discovered If the degraded condition is not addressed by any of the 
21 pre-defined success criteria, an engineering evaluation to determine the impact of 
22 the degraded condition on the risk-significant function(s) should be completed 
23 and documented The use of component failure analysis, circuit analysis, or event 
24 investigations is acceptable. Engineering judgment may be used in conjunction 
25 with analytical techniques to determine the impact of the degraded condition on 
26 the risk-significant function. The engineering evaluation should be completed as 
27 soon as practicable. If it cannot be completed in time to support submission of 
28 the PI report for the current quarter, the comment field shall note that an 
29 evaluation is pending. The evaluation must be completed in time to accurately 
30 account for unavailability/unreliability in the next quarterly-report. Exceptions to 
31 this guidance are expected to be rare and will be treated on a case-by-case basis.  
32 Licensees should identify these situations to the resident inspector.  
33 
34 b) Not Capable of Being Discovered by Normal Surveillance Tests 
35 These failures or conditions are usually of longer exposure time. Since these 
36 failure modes have not been tested on a regular basis, it is inappropriate to 
37 include them in the performance index statistics. These failures or conditions are 
38 subject to evaluation through the inspection process. Examples of this type are 
39 failures due to pressure locking/thermal binding of isolation valves, blockages in 
40 lines not regularly tested, or inadequate component sizing/settings under accident 
41 conditions (not under normal test conditions). While not included in the 
42 calculation of the index, they should be reported in the comment field of the PI 
43 data submittal 
44 
45

8
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1 Credit for Operator Recovery Actions to Restore the Risk-Sinificanit Function 
2 
3 1. Duringtesting or operational alignment.  
4 Unavailability of a risk-significant function during testing or operational alignment need not 
5 be included if the test configuration is automatically overridden by a valid :starting signal, or 
6 I the function can be promptly restored ir,,-nime-t-i--et-the-PRA-risk-sue-eess-eritenia-either by 
7 an operator in the control room or by a designated operator' stationed locally for that 
8 purpose. Restoration actions must be contained in a written procedure2, must be 
9 uncomplicated (a single action or afew simple actions), must be capable of being restored in 

10 time to satisfy PRA success criteria and must not require diagnosis or repair. ."Credit for a 
11 designated local operator can be taken only if (s)he is positioned at the proper location 
12 throughout the duration of the test for the purpose of restoration of the train should a valid 
13 demand occur. The intent of this paragraph is to allow licensees to take credit for restoration 
14 actions that are virtually certain to be successful (i.e., probability nearly equal to 1) during 
15 a'ccident conditions.  
16 
17 The individual performing the restoration function can be the person conducting the test and 
18 must be in communication with the control room. Credit can also be taken for an operator in 
19 the main control room provided (s)he is in close proximity to restore the equipment when 
20 needed. Normal staffing for the test may satisfy the requirement for a dedicated operator, 
21 depending on work assignments. In all cases, the staffing must be considered in advance and 
22 an operator identified to perform' the restorationi actions independent of other control room 
23 actions that may be required.  
24 
25 Under stressful, chaotic conditions, otherwise simple multiple actions may not be 
26 accomplished with the virtual certainty called for by the guidance (e.g., lifting test leads and 
27 landing wires; or clearing tags). In addition, some manual'operations of systems designed to 
28 operate automatically, such as manually controlling HPCI turbine to establish and control 
29 injection flow, are not virtually certain to be Successful. These situations should be resolved 
30 on a case-by-case basis through the FAQ process.  
31 
32 2. During Maintenance 
33 Unavailability'6f a risk-significant fi.nciion duiing maintenance need nbt be included if the 
34 risk-significant function can be promptly restored in time tc meet the P---- •- s cr.itcr•.  
35 either by an operrator in'the control room or by a designated operator3 statioifed locally-foi 
36 that purpose. Restoration acti6ns munst be 'coitained in a written procedure, must be 
37 uncomplicated (a single action or afew simple actions), must be capable of being restored in 

Operator in this circumstance refers to any plant personnel qualified and designated to perform 

the restoration function. . • .  

2 Including restoration steps in an approved test procedure.  

3 Operator in this circumstance refers to any plant personnel qualified and designated to perform the 

restoration function..

4 Including restoration steps in an approved test procedure.

9,
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1 time to satisfy PRA uccess criteria and must not require diagnosis or repair. Credit for a 
2 designated local o erator can be taken only if(s)he is positioned at a proper location 
3 throughout the du ation of the maintenance activity for the purpose of restoration of the train 
4 should a valid de and occur. The intent of this paragraph is to allow licensees to take credit 
5 for restoration o risk-significant functions that are virtually certain to be successful (i e, 
6 probability nearly equal to 1). The individual performing the restoration function can be the 
7 person performing the maintenance and must be in communication with the control room 
8 Credit can also be taken for an operator in the main control room provided (s)he is in close 
9 proximity to restore the equipment when needed. Under stressful chaotic conditions 

10 otherwise simple multiple actions may not be accomplished with the virtual certainty called 
11 for by the guidance (e.g, lifting test leads and landing wires, or clearing tags). These 
12 situations should be resolved on a case-by-case basis through the FAQ process.  
13 
14 3. Satisfying PRA success criteriaRis-Sgnifieant-Mission-Times 
15 Risk significant operator actions to satisfy pre-determined train/system risk-signiflcant 
16 mission times can only be credited if they are modeled in the PRA.  
17 
18 Swing trains and components shared between units 
19 
20 Swing trains/components are trains/components that can be aligned to any unit. To be credited 
21 aýs their swing capability should be modeled in the PRA to provide an appropriate Fussel/
22 esely va e.  
23 
24 oss Tie Capability 
25 
26 Components that cross tie monitored systems between units should be considered active 
27 components if they are modeled in the PRA and meet the active component criteria in Appendix 
28 F. Such active components are counted in each unit's performance indicators.  
29 
30 Maintenance Trains and Installed Spares 
31 
32 Some power plants have systems with extra trains to allow preventive maintenance to be carried 
33 out with the unit at power without impacting the risk-significant function of the system. That is, 
34 one of the remaining trains may fail, but the system can still perform its risk significant function.  
35 To be a maintenance train, a train must not be needed to perform the system's risk significant 
36 function.  
37 
38 An "installed spare" is a component (or set of components) that is used as a replacement for other 
39 equipment to allow for the removal of equipment from service for preventive or corrective 
40 maintenance without impacting the risk-significant function of the system. To be an "installed 
41 spare," a component must not be needed for the system to perform the risk significant function.  
42 
43 
44 For unreliability, spare active components are included if they are modeled in the PRA.  
45 Unavailability of the spare component/train is only counted in the index if the spare is substituted

10
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1 for a primary train/component. Unavailability is not monitored for a component/train when that 
2 component/train has been replaced by an installed spare or maintenance train.  
3 
4 Use of Plant-Specific PRA and SPAR Models
5 
6 The MSPI is an approximation using some information from a plant's actual PRA and is 
7 intended as an indicator of system performance. Plant-specific PRAs and SPAR models cannot 
8 be used to question the outcome of the PIs computed in accordance with this guideline..  
9 

10 Maintenance Rule Performance Monitoring 
11 
12 It is the intent that NUMARC 93-01 be revised to require consistent unavailability and 
13 unreliability data gathering as required by this guideline.  
14 
15 ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS .  

16 This guidance provides typical system scopes. Individual plants should apply-include those 
17 systems employed at their plant that are necessary to satisfy the specific risk-significant 
18 functions described below and reflected in their PRAs.  

19 Emergency AC Power Systems, 

20 Scope 

21 The function monitored for the emergency AC power system is the ability of the emergency' 
22 generators to provide AC power to the class 1E buses upon a loss of off-site power while the 
23 reactor is critical, including post-accident conditions. The emergency AC power system is 
24 typically comprised of two or more indep'endent emergency geneiators that provide AC power to 
25 class 1E buses following a loss of off-site power. The emergency generator dedicated to , 
26 providing AC power to the high pressure core spray system in BWRs is not within the scope of 
27 emergency AC power.  
28 
29 The electrical circuit breaker(s) that connect(s) an emergency generator to the class IE buses that 
30 are normally'served by that emergency generator are'considered to'be part 6f the emerg'ency 
31 generator train.  
32 
33 Emergency generators that are not safety grade, or that serve a backup role only'(e:g.g an 

34 alternate AC power source), are not included in the performance reporting.  
35 ...  

36 Train Determination 

37 The number of emergency AC power system trains for a unit is equal to the number of class IE 

38 emergency generators that are available to power safe-shutdown loads in the event of a loss of 

39 off-site power for that unit. There are three typical configurations for EDGs at a multi-unit 
40 station: ...  

41 
42 1. EDGs dedicated to only one unit.

111
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1 2. One or more EDGs are available to "swing" to either unit 
2 3. All EDGs can supply all units 
3 
4 For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to 
5 the unit For configuration 2, the number of trains for a unit is equal to the number of dedicated 
6 EDGs for that unit plus the number of "swing" EDGs available to that unit (i.e, The "swing" 
7 EDGs are included in the train count for each unit). For configuration 3, the number of trains is 
8 equal to the number of EDGs 
9 

10 Clarifying Notes 

11 The emergency diesel generators are not considered to be available during the following portions 
12 of periodic surveillance tests unless recovery from the test configuration during accident 
13 conditions is virtually certain, as described in "Credit for operator recovery actions during 
14 testing," can be satisfied; or the duration of the condition is less than fifteen minutes per train at 
15 one time.  
16 
17 e Load-run testing 
18 e Barring 
19 
20 An EDG is not considered to have failed due to any of the following events: 
21 
22 e spurious operation of a trip that would be bypassed in a loss of offsite power event 
23 e malfunction of equipment that is not required to operate during a loss of offsite power event 
24 (e.g, circuitry used to synchronize the EDG with off-site power sources) 
25 o failure to start because a redundant portion of the starting system was intentionally disabled 
26 for test purposes, if followed by a successful start with the starting system in its normal 
27 alignment 

28 Air compressors are not part of the EDG boundary However, air receivers that provide starting 
29 air for the diesel are included in the EDG boundary.  
30 
31 If an EDG has a dedicated battery independent of the station's normal DC distribution system, 
32 the dedicated battery is included in the EDG system boundary.  
33 
34 If the EDG day tank is not sufficient to meet the EDG mission time, the fuel transfer function 
35 should be modeled in the PRA. However, the fuel transfer pumps are not considered to be an 
36 active component in the EDG system because they are considered to be a support system.  
37 
38 
39 
40 BWR High Pressure Injection Systems 

41 (High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coclant 
42 Injection) 
43

12
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1 Scope 

2 These systems function at high pressure to maintain reactor coolant inventory and to rem6ve I 
3 decay heat following a small-break Loss of Coolant Accident'(LOCA) event or a loss of mnain 

4 feedwater event.  
5 
6 The function monitored for the indicator is the ability of the monitored system to take s'uction 

7 from the suppression pool (and from the condensate storage-tank, if credited in the plant's 

8 accident analysis) and inject -into the reactoif vessel.  

10 Plants should fihonitore6ither the high-pressure coolant injection (HPCI) the high-pressure core' 

11 spray (HPCS), or the feedwater coolant injjection (FWCI) system, whichevei is installed.' The 

12 I turbine and -governor (or motor-driven FWCL pumps), and associated piping and valves for 

13 turbine steam supply and exhaust are within the scope of these systems. Valves in the feedwater 

14 line are not considered within the scope of these systems. The emergeficy generator dedicated t6 

15 providing AC power to the high-pressure core spray system is included in the scope of the 

16 HPCS. The HPCS system typically includes a "water leg" pump to prevent water hammer in the 

17 HPCS piping to the reactor vessel. The "water leg" pump and yalves in the "water, leg", pump 

18 flow path are ancillary components and are not included in the scope of the HPCS system.  

19 j Unavailability is not included while critical bta-if the system is-belewis below steam pressure 

20 specified in technical specifications at which the system can be operated.  

21 
22 Train Determination 

23 The HPCI and HPCS systems are considered single-train systems. The booster pump and other 

24 small pumps are ancillary components not used in determining the number of trains. The effect, 

25 of these pumps on system performance is included in the system indicator to the extent their 

26 failure detracts from the ability of the system to perform its risk-significant function. For the 

27 FWCI system, the number of trains is determined by the number of feedwater pumps. The 

28 number of condensate and feedwater booster pumps are not used to determine the number of 

29 trains 
30 
31 BWR Heat Removal Systems 
32 (Reactor Core Isolation Cooling or check:Isolation Condenser) 
33 
34 Scope 

35 This system fuhctions at high pressure to remove decay heat following a loss of main feedwater 

36 event. The RCIC system also functions to maintain reactor coolant inventory following a very 

37 small LOCA event.  

39 The function monitored for the indicator is the ability of the RCIC system to cool the reactor.  

40 vessel core and provide makeup water by taking a suction from either the condensate storage 

41 tank or the suppression pool and injectingat rated pressure and flow into the reactor vessel... 

42 
43 The Reactor Core Isolation Cooling (RCIC) system turbine; governor, and associated piping and 

44 valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the

13
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1 feedwater line are not considered within the scope of the RCIC system. The Isolation Condenser 
2 and inlet valves are within the scope of Isolation Condenser system Unavailability is not 
3 I included while critical but-if the system is below steam pressure specified in technical 
4 specifications at which the system can be operated 
5 
6 
7 Train Determination 

8 The RCIC system is considered a single-train system. The condensate and vacuum pumps are 
9 ancillary components not used in determining the number of trains The effect of these pumps on 

10 RCIC performance is included in the system indicator to the extent that a component failure 
11 results in an inability of the system to perform its risk significant function.  
12 

13 BWR Residual Heat Removal Systems 

14 Scope 

15 I The functions monitored for the BWR residual heat removal (RHR) system is-are the ability of 
16 the RHR system to remove heat from the suppression pool, provide low pressure coolant 
17 I injection, and provide post-accident decay heat removaL shatdoew,, eeeoling. The pumps, heat 
18 exchangers, and associated piping and valves for those functions are included in the scope of the 
19 RHR system.  
20 
21 Train Determination 

22 The number of trains in the RHR system is determined by the number of parallel RHR heat 
23 exchangers.  
24 
25 
26 
27 PWR High Pressure Safety Injection Systems 

28 Scope 

29 These systems are used primarily to maintain reactor coolant inventory at high pressures 
30 following a loss of reactor coolant. HPSI system operation following a small-break LOCA 
31 involves transferring an initial supply of water from the refueling water storage tank (RWST) to 
32 cold leg piping of the reactor coolant system. Once the RWST inventory is depleted, 
33 recirculation of water from the reactor building emergency sump is required. The function 
34 monitored for HPSI is the ability of a HPSI train to take a suction from the primary water source 
35 (typically, a borated water tank), or from the containment emergency sump, and inject into the 
36 reactor coolant system at rated flow and pressure.  
37 
38 The scope includes the pumps and associated piping and valves from both the refueling water 
39 storage tank and from the containment sump to the pumps, and from the pumps into the reactor 
40 coolant system piping. For plants where the high-pressure injection pump takes suction from the

14
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1 residual heat removal pumps, the residual heat removal pump dischhrge header isolation valve to 
2 the HPSI pump suction is included in the scope of HPSI system. Some components may be 
3 included in the scope of more than one train. For example, cold-leg injection lines may be fed 
4 from a common header that is supplied by both HPSI trains. In these cases, the effects of testing 
5 or component failures in an injection line should be reported in both trains 
6 
7 Train Determination 
8 
9 In general, the number of HPSI system trains is defined by the number of high head injection 

10 paths that provide cold-leg and/or hot-leg injection capability, as applicable.  

12 For Babcock and Wilcox (B&W) reactors, the design features centrifugal pumps used for high 
13 pressure injection (about 2,500 psig) and no'hot-leg injection~path.' Recirculation from the 
14 containment sump requires operation of pumps in the residual heat removal system. They are 
15 typically a two-train system, with an installed spare pump (depending on plant-specific design) 
16 that can be aligned to either train. . , 
17 
18 For two-loop Westinghouse plants, the pumps operate at a lower pressure (about 1600 psig) and 
19 there may be a hot-leg injection path in addition to a cold-leg injection path (both are included as 
20 a part of the train)., 
21 

22 For Combustion Engineering (CE) plants, the design featureg three centrifugal pumps that 
23 operate at intermediate pressure (about 1300 psig) and provide flow to two cold-leg injection 
24 paths or two hot-leg injection paths.-In most designs, the HPSI pumps take suction directly from 
25 the containment sump for recirculation. In these cases, the sump suction valves are included 
26 within the scope of the HPSI system. This is a two-train system (two trains of combined c6ld-leg 
27 and hot-leg injection capability). One of the three pumps'is'typically an installed spare that can 
28 be aligned to either train or only to one of the trains (depending on plant-specific design).  
29 
30 For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at 
31 high pressure (about 2500 psig), a cold-leg injection pOath through the BIT (with tw6 tfains of 
32 redundant valves),'an alternate cold-leg injection' path, and two ho-t-leg injectioh paths.:One-of
33 the pumps is considered an installed spare. Recirculation is provided by taking suction from the'
34 RHR pump discharges. A train consists of a pump, the pump suction valves and boron injection 

35 tank (BIT) injection line valves electrically associated with the pumPio, and the associated hot-leg 

36 injection path. The-alternate cold-leg injection'pdth is'requtired for reciirculation, ,and should be 

37 inclu-ded in the train with w)hich its isolation v'al',e is electrically ass6ciated. This represents a 
38 two-train HPSI system. - -, .  
39 
40 For Four-loop Westinghouse plants, the design features tWo'centrifubgal pumps- that operate at 
41 high pressure (about 2500 psig), two centrifugal pumps that operate at an intermediate pressure 
42 (about 1600 psig), a BIT injection path (with two trains of injection valves), a cold-leg safety 
43 injection path, and two hot-leg injection paths Recirculation is provided by taking suction from 
44 the RHR pump discharges. Each of two high pressure trains is comprised of a high pressure 
45 centrifugal pump, the pump suction valves and BIT valves that are electrically associated with 
46 the pump. Each of two intermediate pressure trains is comprised of the safety injection pump, the

15
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1 suction valves and the hot-leg injection valves electrically associated with the pump. The cold
2 leg safety injection path can be fed with either safety injection pump, thus it should be associated 
3 with both intermediate pressure trains This HPSI system is considered a four-train system for 
4 monitoring purposes.  
5 
6 
7 

8 PWR Auxiliary Feedwater Systems 
9 Scope 

10 The AFW system provides decay heat removal via the steam generators to cool down and 
11 depressurize the reactor coolant system following a reactor trip. The AFW system is assumed to 
12 be required for an extended period of operation during which the initial supply of water from the 
13 condensate storage tank is depleted and water from an alternative water source (e g., the service 
14 water system) is required. Therefore components in the flow paths from both of these water 
15 sources are included; however, the alternative water source (e.g., service water system) is not 
16 included.  
17 
18 The function monitored for the indicator is the ability of the AFW system to take a suction from 
19 the primary water source (typically, the condensate storage tank) or, if required, from an 
20 emergency source (typically, a lake or river via the service water system) and inject into at least 
21 one steam generator at rated flow and pressure.  
22 
23 The scope of the auxiliary feedwater (AFW) or emergency feedwater (EFW) systems includes 
24 the pumps and the components in the flow paths from the condensate storage tank and, if 
25 required, the valve(s) that connect the alternative water source to the auxiliary feedwater system.  
26 Startup feedwater pumps are not included in the scope of this indicator.  
27 
28 Train Determination 

29 The number of trains is determined primarily by the number of parallel pumps. For example, a 
30 system with three pumps is defined as a three-train system, whether it feeds two, three, or four 
31 injection lines, and regardless of the flow capacity of the pumps. Some components may be 
32 included in the scope of more than one train. For example, one set of flow regulating valves and 
33 isolation valves in a three-pump, two-steam generator system are included in the motor-driven 
34 pump train with which they are electrically associated, but they are also included (along with the 
35 redundant set of valves) in the turbine-driven pump train. In these instances, the effects of testing 
36 or failure of the valves should be reported in both affected trains Similarly, when two trains 
37 provide flow to a common header, the effect of isolation or flow regulating valve failures in 
38 paths connected to the header should be considered in both trains.  
39

16
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1 PWR Residual Heat Removal System -, 2. Scone -- "• '*:-". .. ' 

3 The functions monitored for the PWR resi al heat removal (RIHR) system are those that are 
4 required to be avail whe acto is critical. These typically include the low-pressure.  
5 injection functio (if risýsignificant d the post-accident recirculation mode used to cool and 
6 recirculate water nt sump following depletion of RWST inventory to satisfy 
7 provide the-post-accident mission-timesdecay heat removal. T-hese4imes-a-e--defmed-as-r-eaehing 
8 a stable plant eondition where normal shutdown cooling is sufficient. Typical mission fties arc 

9 24 heurs. However,, ether intervals as justified by analyses and modeled in the PRA may b 

10 used--The pumps, heat exchangers, and associated piping and valves for those functions are 
11 included in the scope of the RIHR system. Containment spray function should be included i
12 identified-i4 th&.R-as-a-risk-signif cant post accident decay heat removal function..  
13 Containment spray systems that only provide containment pressure control are not included.  
14 ". .. .. , 

15 

17 Train Determination 

18 The number of trains in the RHR systemn'is deteimined by the numbero parael heat 
19 exchangers. Some components are used to provide more than one function of RFR:RIf a 
20 component cannot perform as designed,'rendering its associated train incapable of meeting one 
21 of the risk-sig'nificant f functions, then the train is considered to be failed. Unavailable hours 
22 would be reported as a result of the component failure.  

23 .. ,Cooiing Water Support System <,\ . -

24 "S" oe•' * .  
25 The function of the cooling water support system is to provide for direct cooling of the 
26 components in the other monitore, systems.-, It does not include indirect cooling provided by 

27 room coolers or other HVAC features. 
28 
29 -, .Systems that provide this function typhallyinclude service water and component cooling water 
30 or their cdoliiig water equivalents. ',Puinps, valv,•s, heit exchangers and line segments that are 
31 necessary to provide cooling to the otlier ni6nitored systems are included in the system scope up 
32 to, but not including, the last valve that connects the cooling water support system to the other 

33 monitored systems. This last valve is included in the other monitored system boundary.• , 

35 Valves in the cooling water support system that nmust 'close to ensure sufficient cooling to the 
36 other monitored system components to meet risk significant functions are included in the system 

-37 boundary..  
38'--. .. ' 

39 
40
41 Train Determination "" "' 
42 The number of trains in the Cooling Water Support System will vary considerably frorin plant to 

43 plant. The way these functions are' rbdele'dinrih•e pldnt'-specific PRA will determine a logical 

17 
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approach for train determination For example, if the PRA modeled separate pump and line 
segments, then the number of pumps and line segments would be the number of trains 

Clarifving Notes 
Service water pump strainers and traveling screens are not considered to be active components 
and are therefore not part of URI. However, clogging of strainers and screens due to expected or 
routinely predictable environmental conditions that render the train unavailable to perform its 
risk significant cooling function (which includes the risk-significant mission times)are included 
in UAI 

Unpredictable extreme environmental conditions that render the train unavailable to perform its 
risk significant cooling function should be addressed through the FAQ process to determine if 
resulting unavailability should be included in UAI.
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RES Action Items to support MSPI Pilot Program Table Top Activities 
August 6, 2002 

Review of the boundary of DGs and other components in Table 2 of App. F for 
consistency with PRA assumptions -- 08/02 
- Review of historical data to determine risk-significance of DG fuel storage 

transfer pumps 
- DG sequencer 
- Review of DG reliability study to determine DG boundary 

Evaluations of SDP findings (provided by NRR for mitigating systems cornerstone 
during the period of 2000 thru 2002) using the MSPI approach, and comparison of 
results -- 10/02 

Development of a white paper to describe the technical bases of the MSPI methodology 
proposed for the pilot program. This is in response to the ACRS request -- 11/02 

Independent verification (by NRC using SPAR models) of MSPI calculations done by the 
pilot plants (e.g., FV, UA, UR, MSPI for each monitored system) -- 02/03 

Issues related to invalid indicators; i.e., one failure above the baseline value exceeding 
the G/W threshold of 1.0E-6 -- 12/02 
- Independent verification of the screening equations in App. F 
- Other components performance kept at zero versus at baseline 
- One failure over plant-specific baseline versus one failure over the industry 

baseline 

Determination of acceptable level of false-positive and false-negative indication -- 02/03 

Development of an approach for calculating appropriate priors for components 
with too many failures in a short period of time.  
Evaluation of longer than 3-yr monitoring intervals for highly reliable components 

Review of UA/UR baseline values to determine the appropriate time period (e.g., 1995
1997 versus 2000-2001 for UR) -- 02/03 

Calculations of FV importance measures for cooling water support systems should 
include impact on initiating events, as well as on mitigating functions -- 03/03 

- Review of SPAR models to determine how CCW and SW initiators are modeled 
- Review of pilot plant PRAs to determine how CCW and SW initiators are 

modeled
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Review of the boundary of DGs and other components in Table 2 of App. F for 
consistency with PRA assumptions -- 08/02 
- Review of historical data to determine risk-significance of DG fuel storage 

transfer pumps 
- DG sequencer 
- Review of DG reliability study to determine DG boundary 

Evaluations of SDP findings (provided by NRR for mitigating systems cornerstone 
during the period of 2000 thru 2002) using the MSPI approach, and comparison of 
results -- 10/02 

Development of a white paper to describe the technical bases of the MSPI methodology 
proposed for the pilot program. This is in response to the ACRS request -- 11/02 

Independent verification (by NRC using SPAR models) of MSPI calculations done by the 
pilot plants (e.g., FV, UA, UR, MSPI for each monitored system) -- 02/03 

Issues related to invalid indicators; i.e., one failure above the baseline value exceeding 
the G/W threshold of 1.OE-6 -- 12/02 
- Independent verification of the screening equations in App. F 
- Other components performance kept at zero versus at baseline 
- One failure over plant-specific baseline versus one failure over the industry 

baseline 

Determination of acceptable level of false-positive and false-negative indication -- 02/03 

Development of an approach for calculating appropriate priors for components 
with too many failures in a short period of time.  
Evaluation of longer than 3-yr monitoring intervals for highly reliable components 

Review of UAIUR baseline values to determine the appropriate time period (e.g., 1995
1997 versus 2000-2001 for UR) -- 02/03 

Calculations of FV importance measures for cooling water support systems should 
include impact on initiating events, as well as on mitigating functions -- 03/03 

- Review of SPAR models to determine how CCW and SW initiators are modeled 
- Review of pilot plant PRAs to determine how CCW and SW initiators are 

modeled



RES Action Items to support MSPI Pilot Program Table Top Activities 
August 6, 2002 

Review of the boundary of DGs and other components in Table 2 of App. F for 
consistency with PRA assumptions -- 08102 
- Review of historical data to determine risk-significance of DG fuel storage 

transfer pumps 
- DG sequencer 
- Review of DG reliability study to determine DG boundary 

Evaluations of SDP findings (provided by NRR for mitigating systems cornerstone 
during the period of 2000 thru 2002) using the MSPI approach, and comparison of 
results -- 10/02 

Development of a white paper to describe the technical bases of the MSPI methodology 

proposed for the pilot program. This is in response to the ACRS request -- 11/02 

Independent verification (by NRC using SPAR models) of MSPI calculations done by the 

pilot plants (e.g., FV, UA, UR, MSPI for each monitored system) -- 02103 

Issues related to invalid indicators; i.e., one failure above the baseline value exceeding 
the G/W threshold of 1.OE-6 -- 12/02 
- Independent verification of the screening equations in App. F 
- Other components performance kept at zero versus at baseline 
- One failure over plant-specific baseline versus one failure over the industry 

baseline 

Determination of acceptable level of false-positive and false-negative indication -- 02/03 

Development of an approach for calculating appropriate priors for components 
with too many failures in a short period of time.  
Evaluation of longer than 3-yr monitoring intervals for highly reliable components 

Review of UA/UR baseline values to determine the appropriate time period (e.g., 1995

1997 versus 2000-2001 for UR) -- 02/03 

Calculations of FV importance measures for cooling water support systems should 

include impact on initiating events, as well as on mitigating functions -- 03/03 

- Review of SPAR models to determine how CCW and SW initiators are modeled 

- Review of pilot plant PRAs to determine how CCW and SW initiators are 
modeled
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Review of the boundary of DGs and other components in Table 2 of App. F for 
consistency with PRA assumptions -- 08/02 
- Review of historical data to determine risk-significance of DG fuel storage 

transfer pumps 
- DG sequencer 
- Review of DG reliability study to determine DG boundary 

Evaluations of SDP findings (provided by NRR for mitigating systems cornerstone 
during the period of 2000 thru 2002) using the MSPI approach, and comparison of 
results -- 10102 

Development of a white paper to describe the technical bases of the MSPI methodology 
proposed for the pilot program. This is in response to the ACRS request -- 11/02 

Independent verification (by NRC using SPAR models) of MSPI calculations done by the 
pilot plants (e.g., FV, UA, UR, MSPI for each monitored system) -- 02/03 

Issues related to invalid indicators; i.e., one failure above the baseline value exceeding 
the G/W threshold of 1.OE-6 -- 12/02 
- Independent verification of the screening equations in App. F 
- Other components performance kept at zero versus at baseline 
- One failure over plant-specific baseline versus one failure over the industry 

baseline 

Determination of acceptable level of false-positive and false-negative indication -- 02/03 

Development of an approach for calculating appropriate priors for components 
with too many failures in a short period of time.  
Evaluation of longer than 3-yr monitoring intervals for highly reliable components 

Review of UA/UR baseline values to determine the appropriate time period (e.g., 1995
1997 versus 2000-2001 for UR) -- 02/03 

Calculations of FV importance measures for cooling water support systems should 
include impact on initiating events, as well as on mitigating functions -- 03/03 

- Review of SPAR models to determine how CCW and SW initiators are modeled 
- Review of pilot plant PRAs to determine how CCW and SW initiators are 

modeled
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1 ,APPENDIX F 

2 

3 METHODOLOGIES FOR COMPUTING THE UNAVAILABILITY 
4 INDEX, THE UNRELIABILITY INDEX AND DETERMINING 
5 PERFORMANCE INDEX VALIDITY 

6 This appendix provides the details of three calculations, calculation of the System 
7 Unavailability Index, the System Unreliability Index, and the criteria for determining 
8 when the Mitigating System Performance Index is unsuitable for use as a performance 
9 index.  

10 System Unavailability Index (UAI) Due to Changes in Train Unavailability 

11 Calculation of System UAI due to changes in train unavailability is as follows: 

12 UAI = UAI , Eq. 1l 
j =1 

13 where the summation is over the number of trains (n) and UAI, is the unaivailability index 
14 for a train. " 

15 Calculation of UAI, for each train due to changes in train unavailability is as follows: 

~FFVJAD 1 

16 UAIt - CDPL UAp J (UAx - UABsU), Eq. 2 

17 where: 

18 CDFp is the plant-specific, internal events; at power Core Damage Frequency, 

19 =FVu.Ap is the train-specific Fussell-Vesely value for unavailability, 

20 UAp is the plant-s'pecific PRA value of unavailability for the train, 

21 UAt is the actual unavailability of train t, defined as: 

22 UAt = Unavailable hours during the previous 12 quarter's while critical 

Critical hours during the previous 12 quarters 
23 and, 

24 UABht is the historical baseline unavailability'value for the train determined 
25 as described below.  

26 UABL tis the sum of two elements: planned and unplanned unavailability. Planned 
27 unavailability is the actual, plant-specific three-year total planned, unavailability 
28 for the train for the years 1999 through 2001 (see clarifying notes for details).  
29 This period is chosen as the most representative of how the plant intends to 
30 perform routine maintenance and surveillances at power. Unplanned 
31 unavailability is the historical industry average for unplanned unavailability for

F-I -
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1 the years 1999 through 2001 See Table 1 for historical train values for 
2 unplanned unavailability.  

3 Calculation of the quantity inside the square bracket in equation 2 will be discussed at the 
4 end of the next section. See clarifying notes for calculation of UAI for cooling water 
5 support system 

6 

7 System Unreliability Index (URI) Due to Changes in Component Unreliability 

8 Unreliability is monitored at the component level and calculated at the system level 

9 Calculation of system URI due to changes in component unreliability is as follows: 

10 URI= CDFp'[ F J (URsc, -URBL,) Eq. 3 

Ti=L URpc, ma 

11 Where the summation is over the number of active components (m) in the system, and: 

12 CDFp is the plant-specific internal events, at power, core damage frequency, 

13 FVuRC is the component-specific Fussell-Vesely value for unreliability, 

14 URpc is the plant-specific PRA value of component unreliability, 

15 URBC is the Bayesian corrected component unreliability for the previous 12 
16 quarters, 

17 and 

18 URBLC is the historical industry baseline calculated from unreliability mean values 
19 for each monitored component in the system. The calculation is performed in a 
20 manner similar to equation 4 below using the industry average values in Table 2.  

21 Calculation of the quantity inside the square bracket in equation 3 will be discussed at the 
22 end of this section.  

23 Component unreliability is calculated as follows.  

24 URBc = PD+ A.T. Eq 4 

25 where: 

26 PD is the component failure on demand probability calculated based on data 
27 collected during the previous 12 quarters, 

28 X is the component failure rate (per hour) for failure to run calculated based on 
29 data collected during the previous 12 quarters, 

30 and 

31 Tm is the risk-significant mission time for the component based on plant specific 
32 PRA model assumptions. Add acceptable methodologies for determining mission 
33 time.
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1 NOTE:

2 For valves only the PD term applies 

3 For pumps PD + X Tm' applies 

4 For diesels PD start + PD load run + X Tm applies 

5 

6 The first term on the right side of equation 4 is calculated as follows.' 
7 Po (Nd + a) 

"7 PD"(a+Yb+D) .Eq. 5 

8 where: 

9 Nd is the total number of failures on demand during the previous 12 quarters, 

10 D is the total number of demands during the previous 12 quarters (actual.ESF 
11 demands plus estimated test and estimated operational/alignment demands. An 
12 update to the estimated demands is required if a change to the basis for the 
13 estimated demands results in a >25% change in the estimate), 

14 and 

15 a and b are parameters of the industry prior, derived from industry experience (see 
16 Table 2).  

17 In the calculation of equation 5 the numbers of demands and failures is the sum of all 
18 demands and failures for similar components within each system. Do not sum across 
19 units for a multi-unit plant. For example, for a plant with two trains of Emergency Diesel 
20 Generators, the demands and failures for both trains would be added together for one 
21 evaluation of P6 which would be used for both trains of EDGs.  

22 In the second term on the right side of equation 4, X is calculated as follows.  

23 A - (N +a) Eq. 6 
(T,+b) 

24 where: .

25 N, is the total number of failures to run during' the previous 12 quarters," 

26 Tr is the total number of run hours during the previous 12 quarters (actual ESF run 
27 hours plus estimated test and estimated operational/alignment run hours. An 
28 update to the estimated run hours is required if a change to the basis for the 
29 estimated hours results in a >25% change in the estimate).  

30 and - • 

I Atvood, Corwin L., Constrained noninformktive priors in risk assessment, Reliability 
Engineering and System Safety, 53 (1996; 37-46) 
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1 a and b are parameters of the industry prior, derived from industry experience (see 
2 Table 2).  

3 In the calculation of equation 6 the numbers of demands and run hours is the sum of all 
4 run hours and failures for similar components within each system. Do not sum across 
5 units for a multi-unit plant. For example, a plant with two trains of Emergency Diesel 
6 Generators, the run hours and failures for both trains would be added together for one 
7 evaluation of X which would be used for both trains of EDGs.  

8 Fussell-Vesely, Unavailability and Unreliability 

9 Equations 2 and 3 include a term that is the ratio of a Fussell-Vesely importance value 
10 divided by the related unreliability or unavailability Calculation of these quantities is 
11 generally complex, but in the specific application used here, can be greatly simplified 

12 The simplifying feature of this application is that only those components (or the 
13 associated basic events) that can fail a train are included in the performance index.  
14 Components within a train that can each fail the train are logically equivalent and the 
15 ratio FV/UR is a constant value for any basic event in that train. It can also be shown that 
16 for a given component or train represented by multiple basic events, the ratio of the two 
17 values for the component or train is equal to the ratio of values for any basic event within 
18 the train. Or 

FVb, FVtm FVt 
19 U = - = = Constant 

20 and 
FV• _ FVuAP 

21 - - = Constant 
UA 6- UAP 

22 Note that the constant value may be different for the unreliability ratio and the 
23 unavailability ratio because the two types of events are frequently not logically 
24 equivalent. For example recovery actions may be modeled in the PRA for one but not the 
25 other.  

26 Thus, the process for determining the value of this ratio for any component or train is to 
27 identify a basic event that fails the component or train, determine the failure probability 
28 or unavailability for the event, determine the associated FV value for the event and then 
29 calculate the ratio. Use the basic event in the component or train with the largest failure 
30 probability (hence the maximum notation on the bracket) to minimize the effects of 
31 truncation on the calculation. Exclude common cause events, which are not within the 
32 scope of this performance index 

33 Some systems have multiple modes of operation, such as PWR HPSI systems that operate 
34 in injection as well as recirculation modes In these systems all active components are not 
35 logically equivalent, unavailability of the pump fails all operating modes while 
36 unavailability of the sump suction valves only fails the recirculation mode. In cases such

F-4



DRAFT NEI 99-02 MSPI 8119120028191200•2" 

1 as these, if unavailability events exist separately for the components within a train, the 
2 appropriate ratio to use is the maximum .  

3 Determination of systems for which the performance index is not valid 

4 The performance index relies on the existing testing programs as the source of the data 
5 that is input to the calculations. Thus, the number of demands in the monitoring period is 
6 based on the frequency of testing required by the current test programs. In most cases this 
7 will provide a sufficient number of demands to result in a valid statistical result.  
8 However, in some cases, the number of demands will be insufficient to resolve the 
9 change in the performance index (1.0xl0') that corresponds to movement from a green 

10 performance to a white performance level. In these cases, one failure -is the difference 
11 between baseline performance and performance in the white performance band. The 
12 performance index is not suitable for monitoring such systems and monitoring is, 
13 performed through the inspection process.  

14 This section will define the method to be used to identify.systems for-which the 
15 performance index is not valid, and will not be used. t 

16 The criteria to be used to identify an invalid performance index is: 

17 If, for any failure mode for any component in a system, the risk increase 
18 (ACDF) associated with the change in unreliability resulting from single 
19 failure is larger than 1.0xl0"6, then the performance index will be 
20 considered invalid for that system.  

21 The increase in risk associated with a component failure is the sum of the contribution 
22 from the decrease in calculated reliability as afresult of the failure and the decrease in 
23 availability resulting from the time required to affect the repair of the failed component.  
24 The change in CDF that results from a demand type failure is given by: 

25 

MSPI CDFp x t - xa Nm=mjaroop URpeoa 
26 a + Eq. 7, 

+CDFP FVuAp TM an Re•ar" 

UA P TcR 

27 

28 Likewise, the change in CDF per run type failure is given by: 

29 

MSPI = CDFP x UR V• -T, : -X / 

30 N URsi bcT,.J Eq. 8 
FVuAp TMean Repair 

+CDFx x UAp TCR

F-5
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1 In these expressions, the variables are as defined earlier and additionally 

2 TfR is the mean time to repair for the component 

3 and 

4 TCR is the number of critical hours in the monitoring period 

5 The summation in the equations is taken over all similar components within a system 
6 With multiple components of a given type in one system, the impact of the failure on 
7 CDF is included in the increased unavailability of all components of that type due to 
8 pooling the demand and failure data.  

9 The mean time to repair can be estimate as one-half the Technical Specification Allowed 
10 Outage Time for the component and the number of critical hours should correspond to the 
11 1999 - 2001 actual number of critical hours.  

12 These equations are be used for all failure modes for each component in a system. If the 
13 resulting value of ACDF is greater than 1.0x10-6 for any failure mode of any component, 
14 then the performance index for that system is not considered valid.  

15 

16 Definitions 

17 

18 Train Unavailability: Train unavailability is the ratio of the hours the train was 
19 unavailable to perform its risk-significant functions due to planned or unplanned 
20 maintenance or test during the previous 12 quarters while critical to the number of critical 
21 hours during the previous 12 quarters. (Fault exposure hours are not included; 
22 unavailable hours are counted only for the time required to recover the train's risk
23 significant functions.) 

24 Train unavailable hours: The hours the train was not able to perform its risk significant 
25 function due to maintenance, testing, equipment modification, electively removed from 
26 service, corrective maintenance, or the elapsed time between the discovery and the 
27 restoration to service of an equipment failure or human error that makes the train 
28 unavailable (such as a misalignment) while the reactor is critical.  

29 Fussell-Vesely (FV) Importance: 

30 The Fussell-Vesely importance for a feature (component, sub-system, train, etc.) of a 
31 system is representative of the fractional contribution that feature makes to the to the total 
32 risk of the system.  

33 The Fussell-Vesely importance of a basic event or group of basic events that represent a 
34 feature of a system is represented by

35 FV = 1-
Ro
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1 Where: 

2 R1 is the base (reference) case overall model risk, 

3 R, is the decreased risk level with feature i completely reliable.  

4 In this expression, the second term on the right represents the fraction of the reference 
5 risk remaining assuming the feature of interest is perfect. Thus 1 minus the second term is 
6 the fraction of the reference risk attributed to the feature of interest.  

7 The Fussell-Vesely importance is calculated according to the following equation: 

8 FV=I 1 ='..  
UCo/' 

9 where the denominator represents the'union of m mihimal cufsets Co'generated with the 
10 reference (baseline) model, and the numerator represents the unioff of dininimal cutsets 
11 Ci generated 'assuming events related to the feature are perfectly reliable, 6r' their -failure 
12 probability is False.  

13 Critical hours: The number of hours the reactor was critical'during a specified period of 
14 time.  

15 Component Unreliability: Component unreliability is the probability that the component 
16 would not perform its risk-significant fiinctions when called upon during the Irevious 12 
17 quarters.  

18 Active Component: A component whose failure to change state renders the train incapable 
19 of performing its risk-significant functions. In addition, all pumps and diesels in the 
20 monitored systems are included as active components. (See clarifying notes.) 

21 Manual Valve: A valve that can only be operated by a person. An MOV or AOV that is 
22 remotely operated by a person may be an active component.  

23 Start demand: Any demand for the componeint to successfully start to perform its risk
24 significant functions, actual or test.' (Excclude post mairitenance jests, unless in case of a 
25 failure the cause of faiuitre was independent of the maintenance performed.) A 

26 Post maintenance tests:-Tests performed following maintenance but prior to declaring the 
27 train/component operable, consistent with Maintenance Rule implementation.  

28 Run demand: Any demand for the component, given that it has successfully started, to, 
29 run/operate for its mission time to perform its risk-significant functions. (Exclude-post 
30 maintenance tests,-inless in case of a'failure the cause of failure was independent of the 
31 maintenance performed.) - A A ' 

32 EDGfailure to start: A failure to start includes those failures -up'to the point the EDG has 
33 achieved rated speed and voltage. (Exclude post maintenance tests, unless the cause of 
34 failure was independent of the maintenance performed.)
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1 EDGfailure to load/run: Given that it has successfully started, a failure of the EDG 
2 output breaker to close, loads successfully sequence and to run/operate for one hour to 
3 perform its risk-significant functions. This failure mode is treated as a demand failure for 
4 calculation purposes. (Exclude post maintenance tests, unless the cause of failure was 
5 independent of the maintenance performed.) 

6 EDGfailure to run: Given that it has successfully started and loaded and run for an hour, 
7 a failure of an EDG to run/operate.fcr its iiui time to perform its risk-signifiLaItL 
8 - . (Exclude post maintenance tests, unless the cause of failure was independent of 
9 the maintenance performed.) 

10 Pump failure on demand: A failure to start and run for at least one hour is counted as 
11 failure on demand (Exclude post maintenance tests, unless the cause of failure was 
12 independent of the maintenance performed.) 

13 Pumpfailure to run: Given that it has successfully started and run for an hour, a failure of 
14 a pump to run/operate f' t, mbzion timc tcrfcr- u 
15 (Exclude post maintenance tests, unless the cause of failure was independent of the 
16 maintenance performed.) 

17 Valvefailure on demand: A failure to open or close is counted as failure on demand.  
18 (Exclude post maintenance tests, unless the cause of failure was independent of the 
19 maintenance performed.) 

20 Clarifyin2y Notes 

21 Train Boundaries and Unavailable Hours 

22 Include all components that are required to satisfy the risk-significant function of the 
23 train. For example, high-pressure injection may have both an injection mode with 
24 suction from the refueling water storage tank and a recirculation mode with suction from 
25 the containment sump. Some components may be included in the scope of more than one 
26 train. For example, one set of flow regulating valves and isolation valves in a three-pump, 
27 two-steam generator system are included in the motor-driven pump train with which they 
28 are electrically associated, but they are also included (along with the redundant set of 
29 valves) in the turbine-driven pump train. In these instances, the effects of unavailability 
30 of the valves should be reported in both affected trains. Similarly, when two trains 
31 provide flow to a common header, the effect of isolation or flow regulating valve failures 
32 in paths connected to the header should be considered in both trains 

33 Cooling Water Support System Trains 

34 The number of trains in the Cooling Water Support System will vary considerably from 
35 plant to plant. The way these finctions are modeled in the plant-specific PRA will 
36 determine a logical approach for train determination. For example, if the PRA modeled 
37 separate pump and line segments, then the number of pumps and line segments would be 
38 the number of trains.
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1 The-determinatien-of4•rains-for-thec-o•oing-water-utste --may-be-4iffkutn--In-his 
2 case, the system should be defined in segment., and beah scmn trcted in the-, 
3 ealeulaticn of UMas if it wca tr-ain.-A segment may bý- as small as ah ;afifidividuial 
4 componenn-a-sysiemn-The-general-apprac-h-shutd- e-divide4he-y-stem-if-as--few 
5 segments as possibic and still dcser-ibe the functionality cf the system. in no ease 9hol 

7 

8 Active Components 

9 For unreliability, use the following criteria for determining those components that should 
10 be monitored: 

11 * Components that are normally running or have to change state to achieve' the risk
12 significant function will be included in the performance index. Active failures of 
13 check valves and manual valves are excluded from the performance index and will be 
14 evaluated in the NRC inspection program.  

15 * Redundant valves within a train are not included in the performance index.- Only 
16 those valves whose failure alone can'fail a train will be included. The PRA success 
17 criteria are to be used to identify these valves.  

18 * Redundant valves within a multi-train system,-whether in series or parallel, where the 
19 failure of both valves would prevent all trains in the system from performing a risk
20 significant function are included. (See Figure "F-5) 

21 e All pumps and diesels are included in the performanci index 

22 Table 3 defines the boundaries of components, and Figures F-1, F-2, F-3 and F-4 provide 
23 examples of typical component boundaries as described in Table 3. Each plant will 
24 determine their system boundaries, active components, and support components, and 
25 have them available for NRC inspection.  

26 Failures of Non-Active Components ..  

27 Failures of SSC's that are not included in the performance index will not be counted as a 
28 failure or a demand. Failures of SSC's that cause an SSC within the scope of the 
29 performance index to fail will not be counted as a failure or demand. An example could 
30 be a manual suction isolation valve left closed which causes d pump to fail.-This w6uld 
31 not be counted as a failure of the pump. Any mispositioning of the valve that caused the 
32 train to be unavailable would be counted as unavailability from the time of discovery..  
33 The significance of the mispositioned valve prior to discovery would be addressed 
34 through the inspection process.  

35 

36 Baseline Values 

37 The baseline values for unreliability are contained in Table 2 and-remain fixed.
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1 The baseline values for unavailability include both plant-specific planned unavailability 
2 values and unplanned unavailability values The unplanned unavailability values are 
3 contained in Table I and remain fixed. They are based on ROP PI industry data from 
4 1999 through 2001. (Most baseline data used in PIs come from the 1995-1997 time 
5 period. However, in this case, the 1999-2001 ROP data are preferable, because the ROP 
6 data breaks out systems separately (some of the industry 1995-1997 [NPO data combine 
7 systems, such as HPCI and RCIC, and do not include PWR RHR) It is important to note 
8 that the data for the two periods is very similar.) 

9 Support cooling is based on -- • pplant specific unplanned and planned unavailability for 
10 years 1999 to 2001. Nccd tc .evi ..; supp,-t cling pump and valve .har-..ter•, .tie, to 
11 thost-in-Tabte-2-to-determine-if-theyre-r'epresentaiaveT.}

12 The baseline planned unavailability is based on actual plant-specific values for the period 
13 1999 through 2001. These values are expected to remain fixed unless the plant 
14 maintenance philosophy is substantially changed with respect to on-line maintenance or 
15 preventive maintenance. In these cases, the planned unavailability baseline value can be 
16 adjusted. A comment should be placed in the comment field of the quarterly report to 
17 identify a substantial change in planned unavailability. To determine the planned 
18 unavailability

19 1 Record the total train unavailable hours reported under the Reactor Oversight Process 
20 for 1999 through 2001.  

21 2 Subtract any fault exposure hours still included in the 1999-2001 period.  

22 3 Subtract unplanned unavailable hours 

23 4 Add any on-line overhaul hours and any other planned unavailability excluded in 
24 accordance with NEL 99-02.2 

25 5 Add any planned unavailable hours for functions monitored under MSPI which were 
26 not monitored under SSU in NEI 99-02.  

27 6. Subtract any unavailable hours reported when the reactor was not critical.  

28 7. Subtract hours cascaded onto monitored systems by support systems.  

29 8. Divide the hours derived from steps 1-6 above by the total critical hours during 1999
30 2001. This is the baseline planned unavailability 

31 Baseline unavailability is the sum of planned unavailability from step 7 and unplanned 
32 unavailability from Table 1 

33 

2 Note: The plant-specific PRA should model significant on-line oterhaul hours.  
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Table 1. Historical Unplanned Maintenance Unavailability Train Values 

(Based on ROP Industrywide Data for 1999 through 2001)

SYSTEM UNPLANNED UNAVAILABILITY/TRAIN 

EAC 1.7 E-03 

PWR HPSI 6.1 E-04 

PWR AFW (TD) 9.1 E-04 

PWR AFW (MD) 6.9 E-04 

PWR AFW (DieselD) 7.6 E-04 

PWR (except CE) RHR 4.7-2 E-04 

CE RHR 1.1 E-03 

BWR HPCIo .3.3 E-03 

BWR HPCS 5.4 E-04 

BWR RCIC 2.9 E-03 

BWR RHR 1.2 E-03 

Support Cooling No Data Available-
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Table 2. Industry Priors and Parameters for Unreliability

Component Failure a b Industry Source(s) 

Mode Mean 

Value b 

Motor-operated Fail to open 5 OE-I 2 4E+2 2. 1E-3 NUREG/CR-5500, Vol.  
valve (or close) 4,7,8,9 

Air-operated Fail to open 5 GE-I 2 5E+2 2.OE-3 NUREG/CR-4550, Vol. 1 
valve (or close) 
Motor-driven Fail to start 5 OE-i 2 4E+2 2. 1E-3 NUREG/CR-5500, Vol.  
pump, standby 1,8,9 

Fail to run 5.0E-I 5 0E+3h 1.OE-4/h NUREG/CR-5500, Vol.  
1,8,9 

Motor-driven Fail to start 4.9E-1 1.6E+2 3.OE-3 NUREG/CR-4550, Vol. 1 
pump, running 
or alternating Fail to run 5.0E-1 I 1.7E+4h 3 0E-5/h NUREG/CR-4550, Vol. I 

Turbine-driven Fail to start 4.7E-1 2 4E+1 1.9E-2 NUREG/CR-5500, Vol 1 
pump, AFWS 

Fail to run 5.0E-1 3 1E+2 1 6E-3/h NUREG/CR-5500, Vol. 1 

Turbine-driven Fail to start 4 6E-1 1.7E+l 2 7E-2 NUREG/CR-5500, Vol 
pump, HPCI or 4,7 
RCIC 

Fail to run 5 GE-1 3 lE+2h 1 6E-3/h NUREG/CR-5500, Vol 
1,4,7 

Diesel-driven Fail to start 4.7E-1 2 4E+l 1 9E-2 NUREG/CR-5500, Vol 1 
pump, AFWS 

Fail to run 5.GE-1 6 3E+2h 8 0E-4/h NUREG/CR-4550, Vol 1 

Emergency Fail to start 4 8E-1 4 3E+l I IE-2 NUREG/CR-5500, Vol. 5 
diesel generator 

Fail to 5 GE-1 2.9E+2 1 7E-3 c NUREG/CR-5500, Vol. 5 
load/run 

Fail to run 5 GE-1 2.2E+3h 2 3E-4/h NUREG/CR-5500, Vol 5
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1 a. A constrained, non-informative prior is assumed. For failure to run events, a = 0.5 and 
2 b = (a)/(mean rate). For failure upon demand events, a is a function of the mean 
3 -probability: 

4 

5 Mean Probability . a 

6 0.0 to 0.0025 0.50 

7 >0.0025 to 0.010 0.49 

8 >0.010 to 0.016 0.48 

9 >0.016 to 0.023 0.47 

10 >0.023 to 0.027 0.46 

12 Then b (a)(1.0' - mean probibility)/(mean probability).  

13 

14 b. Failure to run events occurring within the first hour of operation are included within 
15 the fail to start failure rfiode. Failure to run-events occurring ifter the first hour of 
16 operation are included within the fail to run failure mode. Unless otherwise noted, the 
17 mean failure probabilities and rates include-the probability of non-recovery. Types of 
18 allowable recovery are outlined in the clarifying notes, under "Credit for Recovery 
19 Actions." 

20 

21 c. Fail to load and run for one hour was calculated from the failure to run data in the 
22 report inidicated. The failure rate for 0.0 to 0.5 hour (3.3E-3/h) multiplied by-0.5 hour, 
23 was added to the failure rate for 0.5to ,14 hours (2.3E-4/h) multiplied by 0.5 hour.

F-13

I



I DRAFT NEI 99-02 MSPI 8119/20028WP4200-2

Table 3. Component Boundary Definition

F- 14

Component Component boundary 

Diesel The diesel generator boundary includes the generator body, generator 
Generators actuator, lubrication system (local), fuel system (local), cooling components 

(local), startup air system receiver, exhaust and combustion air system, 
dedicated diesel battery (which is not part of the normal DC distribution 
system), individual diesel generator control system, circuit breaker for supply 
to safeguard buses and their associated local control circuit (coil, auxiliary 
contacts, wiring and control circuit contacts, and breaker closure interlocks).  

Motor-Driven The pump boundary includes the pump body, motor/actuator, lubrication 
Pumps system cooling components of the pump seals, the voltage supply breaker, 

and its associated local control circuit (coil, auxiliary contacts, wiring and 
control circuit contacts).  

Turbine- The turbine-driven pump boundary includes the pump body, turbine/actuator, 
Driven Pumps lubrication system (including pump), extractions, turbo-pump seal, cooling 

components, and local turbine control system (speed).  

Motor- The valve boundary includes the valve body, motor/actuator, the voltage 
Operated supply breaker (both motive and control power) and its associated local 
Valves open/close circuit (open/close switches, auxiliary and switch contacts, and 

wiring and switch energization contacts) 

Air-Operated The valve boundary includes the valve body, the air operator, associated 
Valves solenoid-operated valve, the power supply breaker or fuse for the solenoid 

valve, and its associated control circuit (open/close switches and local 
auxiliary and switch contacts).

I
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ES FAS/Sequencer 

3DC Power 

EDG 
' 3 Breaker 

Lubrication Governor and Exhaust B 

System Control System System 

Control and 
Protection System I 

Diesel Engine Generator 

Starting Air 
System Receiver S.Jacket Fuel Oil Exciter and 

Combustion Air Water Voltage 

System and 4. C ,Regulator ' ~ ~Supply•,+ I oFuel Oil, D . .ay 

EDG Boundary 

20 S~Fuel Storage and 
21 Coolinp Transfer System 

22 L [•JOs 

23 Figure F-1
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Motor Driven Pump Boundary 

Figure F-2
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Breaker 

Motor Operator 

MOV Boundary 

Figure F-3
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1

Turbine Driven Pump Boundary 

Figure F-4
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Non-active 
Components

Figure F-5
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APPENDIX F 

2 

3 -METHODOLOGIES FOR COMPUTING THE'UNAVAILABILITY 
4 INDEX, THE UNRELIABILITY INDEX AND DETERMINING 
5 PERFORMANCE INDEX VALIDITY 

6 This appendix provides the details of three calculations, calculation of the System 
7 Unavailability Index, the System Unreliability Index, and the criteria for determining 
8 when the Mitigating System Performance Index is unsuitable for use as a performance 
9 index.  

10 System Unavailability Index (UAD Due to Changes in Train Unavailability 

11 Calculation of System UAI due to changes in train unavailability is as follows: 

12 .UAI = UAIq1  Eq. 1 
j=1 

13 where the summation is over the number of trains (n) and UAIt is the unavailability'inidex 
14 for a train.  

15 Calculation of UAIt for each train due to changes in train unavailability is as follows: 

16 UAI= CDFpL-777AI (UAt -UABLt), Eq. 2 
1UAP a 

17 where: 

18 CDFp is the plant-specific, internal events, at power Core Damage Frequency, 

19 FVuA, is the train-specific Fussell-Vesely value for unavailability, 

20 UAp is the' plant-specific PRA value of unavailability for the train, 

21 UA( is the actual unavailability of train t, defined as: 

Unavailable hours during the previous 12 quarters while ciitica 22 UAt =12catrswiectcl 
Critical hours during the previous 12 quarters 

23 and, 

24 UABLI is the historical baseline unavailability value for the train determined 
25 as described below. .- I , ..  

26 UABLt is the sum of two elements:-p!anned and unplanned unavailability. Planned 
27 unavailability is the actual, plant-specific three-year total planned unavailability 
28 for the train for the years 1999 through 2001 (see clarifying notes for details) 
29 This period is chosen as the most representative of how the plant intends to 
30 perform routine maintenance and surveillances at power. Unplanned , 
31 unavailability is the historical industry average for unplanned unavailability for
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1 the years 1999 through 2001. See Table I for historical train values for 
2 unplanned unavailability 

3 Calculation of the quantity inside the square bracket in equation 2 will be discussed at the 
4 end of the next section. See clarifying notes for calculation of UAI for cooling water 
5 support system 

6 

7 System Unreliability Index (URI) Due to Changes in Component Unreliability 

8 Unreliability is monitored at the component level and calculated at the system level 

9 Calculation of system URI due to changes in component unreliability is as follows 

10 URI = CDFp F" 1 (URB, -URBLq) Eq. 3 

j L URp,7ma 

11 Where the summation is over the number of active components (in) in the system, and: 

12 CDFp is the plant-specific internal events, at power, core damage frequency, 

13 FVuRC is the component-specific Fussell-Vesely value for unreliability, 

14 URp, is the plant-specific PRA value of component unreliability, 

15 URB, is the Bayesian corrected component unreliability for the previous 12 
16 quarters, 

17 and 

18 URBLC is the historical industry baseline calculated from unreliability mean values 
19 for each monitored component in the system. The calculation is performed in a 
20 manner similar to equation 4 below using the industry average values in Table 2.  

21 Calculation of the quantity inside the square bracket in equation 3 will be discussed at the 
22 end of this section 

23 Component unreliability is calculated as follows 

24 URBc = PD+ AT. Eq 4 

25 where.  

26 PD is the component failure on demand probability calculated based on data 
27 collected during the previous 12 quarters, 

28 X is the component failure rate (per hour) for failure to run calculated based on 
29 data collected during the previous 12 quarters, 

30 and 

31 T,, is the risk-significant mission time for the component based on plant specific 
32 PRA model assumptions. Add acceptable methodologies for determining mission 
33 time 
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1 NOTE: 

2 For valves only the PD term applies 

3 For pumps PD+ Tm applies 

4 For diesels PD ts+ PDIoad rn+ +% Tm applies 

5 

6 The first term on the right side of equation 4 is calculated as follows 
7 PD= (Nd+a) Eq. 5 

(a+ b+ D) 

8 where: 

9 Nd is the total number of failures on demand during the previous 12 quarters, 

10 D is the total number of demands during the previous 12 quarters (actuil ESF 
11 demands plus estimated test and estimated operational/alignment demands. An 
12 update to the estimated demands is required if a change to the basis for the 
13 estimated demands results in a >25% change in the'estimaie), 

14 and 

15 a and b are parameters of the industry prior, derived from industry experience (see 
16 Table 2).  

17 In the calculation of equation 5 the numbers of demands and failures is the sum of all 
18 demands and failures for similar components within each system. Do not sum across 
19 units for a multi-unit plant. For example, for a plant with two trains of Emergency Diesel 
20 Generators, the demands and failures for both trains would be added together for one 
21 evaluation Of PD which would be used for both trains of EDGs.  

22 In the second term on the right side of equation 4, 2, is calculated as follows.  
23 A -(N, +a) Eq. 6, 

(T" + b) 

24 where: 

25 N, is the total number of failures to run during the previous 12 quarters, 

26 T_ is the total number of run hours during the previous 12 quarters (actual ESF run 
27 -hours plus estimated test and estimated operational/alignment run hours. An 
28 update to the estimated run hours is required if a change to the basis for the 
29 estimated hours results in a >25% change in the estimate).  

30 and 

I Atwood, Corwin L., Constrained noninforrnative priors in risk assessment, Reliability 

Engineering and System Safety, 53 (1996; 37-46) 
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1 a and b are parameters of the industry prior, derived from industry experience (see 
2 Table 2).  

3 In the calculation of equation 6 the numbers of demands and run hours is the sum of all 
4 run hours and failures for similar components within each system Do not sum across 
5 units for a multi-unit plant. For example, a plant with two trains of Emergency Diesel 
6 Generators, the run hours and failures for both trains would be added together for one 
7 evaluation of X which would be used for both trains of EDGs.  

8 Fussell-Vesely, Unavailability and Unreliability 

9 Equations 2 and 3 include a term that is the ratio of a Fussell-Vesely importance value 
10 divided by the related unreliability or unavailability. Calculation of these quantities is 
11 generally complex, but in the specific application used here, can be greatly simplified 

12 The simplifying feature of this application is that only those components (or the 
13 associated basic events) that can fail a train are included in the performance index.  
14 Components within a train that can each fail the train are logically equivalent and the 
15 ratio FV/UR is a constant value for any basic event in that train. It can also be shown that 
16 for a given component or train represented by multiple basic events, the ratio of the two 
17 values for the component or train is equal to the ratio of values for any basic event within 
18 the train. Or 

FVb. FVURc FV t 19 - - Constant 
URb- Ue,, UR, 

20 and 
FV. _ FVuAp 

21 -- = Constant 
UAt . UAp 

22 Note that the constant value may be different for the unreliability ratio and the 
23 unavailability ratio because the two types of events are frequently not logically 
24 equivalent. For example recovery actions may be modeled in the PRA for one but not the 
25 other 

26 Thus, the process for determining the value of this ratio for any component or train is to 
27 identify a basic event that fails the component or train, determine the failure probability 
28 or unavailability for the event, determine the associated FV value for the event and then 
29 calculate the ratio. Use the basic event in the component or train with the largest failure 
30 probability (hence the maximum notation on the bracket) to minimize the effects of 
31 truncation on the calculation. Exclude common cause events, which are not within the 
32 scope of this performance index 

33 Some systems have multiple modes of operation, such as PWR HPSI sysfems that operate 
34 in injection as well as recirculation modes In these systems all active components are not 
35 logically equivalent, unavailability of the pump fails all operating modes while 
36 unavailability of the sump suction valves only fails the recirculation mode In cases such
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1 as these, if unavailability events exist separately'for the compdnents within a train, the 
2 appropriate ratio to use is the maximum.  

3 Determination of systems for which the performance index is not valid 

4 The performance index relies on the existing testing programs as the source of the data 
5 that is input to the calculations. Thus, the number of demands in the monitoring period is 
6 based on the frequency of testing required by the current test programs. In most cases this 
7 will provide a sufficient number of deniands to result in a valid statistical result.  
8 However, in some cases, the number of'demands will be insufficient to resolve the ' 
9 change in the performance index (l.0x10"6) that correspohids to movement from a green 

10 performance to a white performance level. In these cases, one failure is the difference 
11 between baseline performance and performance in the white performance band. The 
12 performance index is not suitable for monitoring such systems and monitoring is 
13 performed through the inspection process.  

14 This section will define the method to be used to identify systems for which the.  
15 performance index is not valid, and W~ill not be used.  

16 The criteria to be used to identify an invalid performance index is: 

17 If, for any failure mode for any component in a system, the risk increase 
18 (ACDF) associated with the change in unreliability resulting from single 
19 failure is larger than 1.Oxl0-6, then the performance index will be 
20 considered invalid for that system. 

21 The increase in risk associated with ai "mponent failure is the sum of the contribution 
22 from the decrease in calculated reliability as a result of the failure and the decrease in 
23 availability resulting from the time recjuired to affect the repair of the failed component.  
24 The change in CDF that r~esults from a demand type'failure is given by: 

25 

MSPI = CDFp xN{ Xa+ Ji14 
26 f' . Eq. 7 

FPVAý -TMea Re-pair. 4., 

+CDFpx x 
UA , TCR 

27 

28 Likewise, the change in CDF per run type failure is given by: 

29 

MSPI =CDFpx •" FVUXc T.  

30 N.omi.ar .1,p URPe b+TTJ Eq. 8 
FVUAp Teae Repair 

+ CDFp x x 
UA, TcR
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1 In these expressions, the variables are as defined earlier and additionally 

2 TfR is the mean time to repair for the component 

3 and 

4 TcR is the number of critical hours in the monitoring period.  

5 The summation in the equations is taken over all similar components within a system.  
6 With multiple components of a given type in one system, the impact of the failure on 
7 CDF is included in the increased unavailability of all components of that type due to 
8 pooling the demand and failure data.  

9 The mean time to repair can be estimate as one-half the Technical Specification Allowed 
10 Outage Time for the component and the number of critical hours should correspond to the 
11 1999 - 2001 actual number of critical hours.  

12 These equations are be used for all failure modes for each component in a system. If the 
13 resulting value of ACDF is greater than I 0xl0" for any failure mode of any component, 
14 then the performance index for that system is not considered valid.  

15 

16 Definitions 

17 

18 Train Unavailability- Train unavailability is the ratio of the hours the train was 
19 unavailable to perform its risk-significant functions due to planned or unplanned 
20 maintenance or test during the previous 12 quarters while critical to the number of critical 
21 hours during the previous 12 quarters. (Fault exposure hours are not included; 
22 unavailable hours are counted only for the time required to recover the train's risk
23 significant functions.) 

24 Tram unavailable hours- The hours the train was not able to perform its risk significant 
25 function due to maintenance, testing, equipment modification, electively removed from 
26 service, corrective maintenance, or the elapsed time between the discovery and the 
27 restoration to service of an equipment failure or human error that makes the train 
28 unavailable (such as a misalignment) while the reactor is critical.  

29 Fussell-Vesely (FP) Importance: 

30 The Fussell-Vesely importance for a feature (component, sub-system, train, etc.) of a 
31 system is representative of the fractional contribution that feature makes to the to the total 
32 risk of the system.  

33 The Fussell-Vesely importance of a basic event or group of basic events that represent a 
34 feature of a system is represented by 

35• 
35 FV = I-.  

Ro
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1 Where.  

2 R1 is the' base (reference),cise overall model risk,

3 Ri is the decreased risk level with feature i completely reliable.  

4 In this expression, the second term on the right represents the fraction of the reference 
5 risk remaining assuming the feature of interest is perfect. Thus 1 minus the second term is 
6 the fraction of the reference risk attributed to the feature of interest.  

7 The Fussell-Ve6ely importance is calculated according to the following equation: 

j=lm 

9 where the denominator represents the union of m minimal cutsets Cogenerated with the 
10 reference (baseline) model, and the numerator represents the union of n minimal cutsets 
11 Ci generated assuming events related to the feature are perfectly reliable, or their failure 
12 probability is False.  

13 Critical hours: The number of hours the reactor was critical during'a specified period of 
14 time.  

15 Component Unreliability: Component unreliability is the probability that the component 
16 would not perform its risk-significant functions when called upon during the previous 12 
17 quarters.  

18 Active Component: A component whose failure to change state renders the train incapable 
19 of performing its risk-significant functions. In addition, all pumps aid diesels in the 
20 monitored systems are included as active components. (See clarifying notes.) 

21 Manual Valve: A valve that can onlybe operated by a person. An MOV or AOV that is 
22 remotely operated by a person may be an active component.  

23 Start demand: Aiiy-demand for the component to successfully stia-t to perfoim its risk
24 significant functions, actual or test. (Exclude post maintenance tests, unless in case of a 
25 failure the cause of failure was independent of the maintenance performed.) 

26 Post maintenance tests: Tests performed following maintenance but prior to declaring the 
27 train/component operable, consistent with Maintenance Rule implementation.  

28 Run demand: Any demand for the component, given that it has successfully started, to 
29 run/operate for its mission time to perform its risk-significant functions (Exclude post 
30 maintenance'tests, Unless in case of a failure the cause' of failure was independent of the' 
31 maintenance performed.) ,' 

32 EDGfailure to start: A failure to start includes those failures up to the point the EDG has 
33 achieved rated speed and voltage. (Exclude post maintenance tests, unless the cause of 
34 failure was independent of the maintenance performed.)

F-7
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1 EDGfailure to load/run: Given that it has successfully started, a failure of the EDG 
2 output breaker to close, loads successfully sequence and to runloperate for one hour to 
3 perform its risk-significant functions. This failure mode is treated as a demand failure for 
4 calculation purposes. (Exclude post maintenance tests, unless the cause of failure was 
5 independent of the maintenance performed.) 

6 EDGfailure to run: Given that it has successfully started and loaded and run for an hour, 
7 a failure of an EDG to run/operate, for i, 1 iss~o1 time to perform its risk-significant 
8 -Fintieffi (Exclude post maintenance tests, unless the cause of failure was independent of 
9 the maintenance performed.) 

10 Pumpfailure on demand: A failure to start and run for at least one hour is counted as 
11 failure on demand. (Exclude post maintenance tests, unless the cause of failure was 
12 independent of the maintenance performed ) 

13 Pump failure to run: Given that it has successfully started and run for an hour, a failure of 
14 a pump to run/operate f it mizzion tim, to ,,,,,rm i,: iisk-significant function's 
15 (Exclude post maintenance tests, unless the cause of failure was independent of the 
16 maintenance performed.) 

17 Valvefailure on demand: A failure to open or close is counted as failure on demand.  
18 (Exclude post maintenance tests, unless the cause of failure was independent of the 
19 maintenance performed.) 

20 Clarifying Notes 

21 Train Boundaries and Unavailable Hours 

22 Include all components that are required to satisfy the risk-significant function of the 
23 train For example, high-pressure injection may have both an injection mode with 
24 suction from the refueling water storage tank and a recirculation mode with suction from 
25 the containment sump. Some components may be included in the scope of more than one 
26 train. For example, one set of flow regulating valves and isolation valves in a three-pump, 
27 two-steam generator system are included in the motor-driven pump train with which they 
28 are electrically associated, but they are also included (along with the redundant set of 
29 valves) in the turbine-driven pump train. In these instances, the effects of unavailability 
30 of the valves should be reported in both affected trains. Similarly, when two trains 
31 provide flow to a common header, the effect of isolation or flow regulating valve failures 
32 in paths connected to the header should be considered in both trains 

33 Cooling Water Support System Trains 

34 The number of trains in the Cooling Water Support System will vary considerably from 
35 plant to plant. The way these functions are modeled in the plant-specific PRA will 
36 determine a logical approach for train determination. For example, if the PRA modeled 
37 separate pump and line segments, then the number of pumps and line segments would be 
38 the number of trains.
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-T-he-deerinatieon-oftfains-for-theýoo-ing-water-sup a-sp -system-may-be- iffikult-tl-nhis 
case, the system should be defined in segments, and each segment treated in the.  
calculation of UAJ as if it were a train. A segment mhay be as small as an indiyidual 
cempnenti*esystem-Thie-general-approacd-.hould -be4o-4M vde ie sy tm-hto-as-few 
segments as possible and still describe the funetionality of the system. in no ease sheuld 

Active Components 

For unreliability, use the following criteria for determining those components that should
be monitored: 

"* Components that are normally running or have to change state to achieve the risk 
significant function will be included in the performance index. Active failures of 
check valves and manual valves are excluded from the performance index and will be 
evaluated in the-NRC inspection program., 

"• Redundant valves within a train are'not included in the performance index. Only 
those valves whose failure alone can fail a train will be included. The PRA success 
criteria are to be used to identify these valves.  

" Redundant valves within a multi-train system, whether in series or parallel, where the 
failure of both valves would prevent all trains in the system from performing a risk
significant function are included. (See Figure F-5) 

"• All pumps and diesels are included in the performance index 

Table 3 defines the boundaries of components, and Figures F-I, F-2, F-3 and F-4 provide 
examples of typical component boundaries as described in Table 3.:Each plant will 
determine their system boundaries, active components, and support components, and 
have them available for NRC inspection.  

Failures of Non-Active Components . .  

Failures of SSC's that are not included in the performance index will not be counted as a 
failure or a demand. Failures of SSC's that cause an SSC within the scope of the 
performance index to fail will not be counted as a failure or demand. An example could 
be a manual suction isolation valve left closed which causes a pump to fail. This would 
not be counted as a failure of the pump.. Any mispositioning of the valve that caused the 
train to be unavailable would be counted as unavailability from the time •of discovery., 
The significance of the mispositioned valve prior to discovery would be addressed 
through the inspection process.  

Baseline Values 

The baseline values for unreliability are contained in Table 2 and remain fixed.
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1 The baseline values for unavailability include both plant-specific planned unavailability 
2 values and unplanned unavailability values The unplanned unavailability values are 
3 contained in Table 1 and remain fixed. They are based on ROP PI industry data from 
4 1999 through 2001. (Most baseline data used in PIs come from the 1995-1997 time 
5 period. However, in this case, the 1999-2001 ROP data are preferable, because the ROP 
6 data breaks out systems separately (some of the industry 1995-1997 INPO data combine 
7 systems, such as HPCI and RCIC, and do not include PWR RHR) It is important to note 
8 that the data for the two periods is very similar.) 

9 Support cooling is based on --.pplant specific unplanned and planned unavailability for 
10 years 1999 to 2001 Need to revi .upot cooling pump and valve eharaeter-stfs to 
I1I t hose-in-Table.-2---tE-det er-mine--if-they-afe-'ep-resentati~vel.: 

12 The baseline planned unavailability is based on actual plant-specific values for the period 
13 1999 through 2001. These values are expected to remain fixed unless the plant 
14 maintenance philosophy is substantially changed with respect to on-line maintenance or 
15 preventive maintenance. In these cases, the planned unavailability baseline value can be 
16 adjusted. A comment should be placed in the comment field of the quarterly report to 
17 identify a substantial change in planned unavailability. To determine the planned 
18 unavailability: 

19 1. Record the total train unavailable hours reported under the Reactor Oversight Process 
20 for 1999 through 2001.  

21 2. Subtract any fault exposure hours still included in the 1999-2001 period 

22 3 Subtract unplanned unavailable hours 

23 4 Add any on-line overhaul hours and any other planned unavailability excluded in 
24 accordance with NEI 99-02.2 

25 5 Add any planned unavailable hours for functions monitored under MSPI which were 
26 not monitored under SSU in NEI 99-02.  

27 6 Subtract any unavailable hours reported when the reactor was not critical.  

28 7 Subtract hours cascaded onto monitored systems by support systems.  

29 8 Divide the hours derived from steps 1-6 above by the total critical hours during 1999
30 2001. This is the baseline planned unavailability 

31 Baseline unavailability is the sum of planned unavailability from step 7 and unplanned 
32 unavailability from Table 1 

33 

2 Note: The plant-specific PRA should model srgntficant on-line overhaul hours.  
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Table 1. Historical Unplanned Maintenance Unavailability Train Values 

(Based on ROP Industrywide Data for 1999 through 2001)

SYSTEM UNPLANNED UNAVAILABILITY/TRAIN 

EAC 1.7 E-03 

PWR IHPSI 6.1 E-04 

PWR AFW (TD) 9.1 E-04 

PWR AFW (MD) 6.9 E-04 

PWR AFW (DieselD) 7.6 E-04 

PWR (except CE) RHR 4.7-2 E-04 

CE RHR 1.1 E-03 

BWR HPCI 3.3 E-03 

BWRHPCS 5.4 E-04 

BWR RCIC 2.9 E-03 

BWRRHR 1.2 E-03 

Support Cooling No Data-Available
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Table 2. Industry Priors and Parameters for Unreliability

Component Failure a a ba Industry Source(s) 
Mode Mean 

Value b 

Motor-operated Fail to open 5 GE-I 2.4E+2 2. 1E-3 NUREG/CR-5500, Vol 
valve (or close) 4,7,8,9 

Air-operated Fail to open 5.OE-I 2.5E+2 2 OE-3 NUREG/CR-4550, Vol 1 
valve (or close) 
Motor-driven Fail to start 5 GE-I 2.4E+2 2 lE-3 NUREG/CR-5500, Vol 
pump, standby 1,8,9 

Fail to run 5 0E-i 5.0E+3h 1 OE-4/h NUREG/CR-5500, Vol 
1,8,9 

Motor-driven Fail to start 4 9E-1 1.6E+2 3.0E-3 NUREG/CR-4550, Vol. 1 
pump, running 
or alternating Fail to run 5.0E-1 I1.7E+4h 3 GE-5/h NUREG/CR-4550, Vol 1 

Turbine-driven Fail to start 4 7E-1 2.4E+1 1.9E-2 NUREG/CR-5500, Vol 1 
pump, AFWS 

Fail to run 5 0E-I 3.1E+2 I 6E-3/h NUREG/CR-5500, Vol 1 

Turbine-driven Fail to start 4 6E-I 1.7E+1 2 7E-2 NUREG/CR-5500, Vol 
pump, HPCI or 4,7 
RCIC 

Fail to run 5 GE-I 3.1E+2h 1.6E-3/h NUREG/CR-5500, Vol.  
1,4,7 

Diesel-driven Fail to start 4.7E-I 2.4E+1 1.9E-2 NUREG/CR-5500, Vol. 1 
pump, AFWS 

Fail to run 5.0E-I 6.3E+2h 8.OE-4/h NUREG/CR-4550, Vol 1 

Emergency Fail to start 4 8E-I 4.3E+I I 1E-2 NUREG/CR-5500, Vol. 5 
diesel generator 

Fail to 5 GE-I 2.9E+2 I 7E-3 c NUREG/CR-5500, Vol. 5 
load/run 

Fail to run 5 0E-1 2 2E+3h 2 3E-4/h NUREG/CR-5500, Vol. 5
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1 a. A constrained, non-informative prior is assumed. For failure to run events, a 0.5 and 
2 b = (a)/(mean rate). For failure upon demand events, a is a function of the mean 
3 probability: 

4 

5 Mean Probability a 

6 0.0 to 0.0025 0.50 

7 >0.0025 to 0.010 0.49 

8 >0.010 to 0.016 0.48 

9 >0.016 to 0.023 0.47 

10 >0.023 to 0.027 -0.46 
11 -' 

12 Then b = (a)(1.0 - meari probability)/(mean probability)., 

13 

14 b. Failure to run events occurring within the first hour of operation are included within 
15 the fail to -start failure mode. 'Failure to run events occurring after the first hour of 
16 operation are included within the fail to ruhnfailure mode. Unless otherwise noted, the 
17 mean failure probabilities 'and rates include theprobability of non-recovery. Types of, 
18 allowable recovery are outlined in the clarifying notes, under "Credit for Recovery 
19 Actions." 

20 

21 c. Fail to load and run for one hour was calculated from the failure to run data in the 
22 report indicated. The failure rate for 0.0 to 0-5 hour (3.3E-3/h) multiplied by 0.5 hour, 
23 was added to the failure rate for 0.5 to 14 hours (2.3E-4/h) multiplied by 0.5 hour.
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Table 3. Component Boundary Definition

I

F-14

Component Component boundary 

Diesel The diesel generator boundary includes the generator body, generator 
Generators actuator, lubrication system (local), fuel system (local), cooling components 

(local), startup air system receiver, exhaust and combustion air system, 
dedicated diesel battery (which is not part of the normal DC distribution 
system), individual diesel generator control system, circuit breaker for supply 
to safeguard buses and their associated local control circuit (coil, auxiliary 
contacts, wiring and control circuit contacts, and breaker closure interlocks) 

Motor-Driven The pump boundary includes the pump body, motor/actuator, lubrication 
Pumps system cooling components of the pump seals, the voltage supply breaker, 

and its associated local control circuit (coil, auxiliary contacts, wiring and 
control circuit contacts).  

Turbine- The turbine-driven pump boundary includes the pump body, turbine/actuator, 
Driven Pumps lubrication system (including pump), extractions, turbo-pump seal, cooling 

components, and local turbine control system (speed).  

Motor- The valve boundary includes the valve body, motor/actuator, the voltage 
Operated supply breaker (both motive and control power) and its associated local 
Valves open/close circuit (open/close switches, auxiliary and switch contacts, and 

wiring and switch energization contacts).  

Air-Operated The valve boundary includes the valve body, the air operator, associated 
Valves solenoid-operated valve, the power supply breaker or fuse for the solenoid 

valve, and its associated control circuit (open/close switches and local 
auxiliary and switch contacts).
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1 , ~'APPENDIX F 

2 

3 METHODOLOGIES FOR COMPUTING THE UNAVAILABILITY,.  
4 INDEX, THE UNRELIABILITY INDEX AND DETERMINING 
5 PERFORMANCE INDEX VALIDITY 

6 This appendix provides the details of three calculations, calculation of the System 
7 Unavailability Index, the System Unreliability Index, and the criteria for determining 
8 when the Mitigating System Performance Index is unsuitable for use as a performance 
9 index.  

10 System Unavailability Index (UAI) Due to Changes in Train Unavailability 

11 Calculation of System UAI due to changes in train unavailability is as follows' 

12 UAI = UAI Eq. I 
J=1 

13 where the summation is over the number of trains (n) and UAI, is the unacailability index 
14 for a train.  

15 Calculation of UAIt for each train due to' changes in train unavailability is as follow§: 
r [FVu~p'l• • 

16 UAIt = CDFp Ap| (UAt - UABLt), . Eq. 2 

17 where: 

18 CDFp is the plant-specific, internal events, at power Core Damage Frequency, 

19 FVuAp is the train-specific Fussell-Vesely value for unavailability, 

20 UAp is the plant-specific PRA 'Value of unavailability for the train, 

21 UAt is the actual unavailability of train t, defined as: 

22 UAt = Unavailable hours during the previous 12 quarters while critical 
Critical hours during the previous 12 quarters 

23 and, 

24 UABLt is the historical baseline unavailability value for the train determined 
25 as described below.  

26 UABLt is'the sum of two elements: planned and unplanned unavailability. Planned 
27 unavailability is the actual, plant-specific-three-year total planned unavailability 
28 for the train for the years 1999 through 2001 (see clarifying notes for details).  
29 This period is chosen as the most representative of how the plant intends to 
30 lperform routine maintenance and surveillances at power. Unplanned t 
31 unavailability is the histo'rical iridustry average for unplanned unavailability for
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1 the years 1999 through 2001. See Table I for historical train values for 
2 unplanned unavailability 

3 Calculation of the quantity inside the square bracket in equation 2 will be discussed at the 
4 end of the next section. See clarifying notes for calculation of UAI for cooling water 
5 support system 

6 

7 System Unreliability Index (URI) Due to Changes in Component Unreliability 

8 Unreliability is monitored at the component level and calculated at the system level.  

9 Calculation of system URI due to changes in component unreliability is as follows 

10 URI = CDFp ,L[FV Uj (URBq _ URBLZ) Eq. 3 

11 Where the summation is over the number of active components (m) in the system, and: 

12 CDFp is the plant-specific internal events, at power, core damage frequency, 

13 FVuRC is the component-specific Fussell-Vesely value for unreliability, 

14 URp, is the plant-specific PRA value of component unreliability, 

15 URB, is the Bayesian corrected component unreliability for the previous 12 
16 quarters, 

17 and 

18 URBLC is the historical industry baseline calculated from unreliability mean values 
19 for each monitored component in the system. The calculation is performed in a 
20 manner similar to equation 4 below using the industry average values in Table 2.  

21 Calculation of the quantity inside the square bracket in equation 3 will be discussed at the 
22 end of this section.  

23 Component unreliability is calculated as follows 

24 URt = PD + AT., Eq 4 

25 where: 

26 PD is the component failure on demand probability calculated based on data 
27 collected during the previous 12 quarters, 

28 X is the component failure rate (per hour) for failure to run calculated based on 
29 data collected during the previous 12 quarters, 

30 and 

31 T,, is the risk-significant mission time for the component based on plant specific 
32 PRA model assumptions. Add acceptable methodologies for determining mission 
33 time
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1 NOTE: 

2 For valves only the PD term applies 

3 For pumps PD + ? Tm applies 

4 For diesels PDstant+ PDIoadrun:'t" TM applies 

5 

6 The first term on the right side of equation 4 is calculated as follows.' 

7- PD (NNd+ a) -Eq. 5 
(a+ b+ D) 

8 where: 

9 Nd is the total number of failures on demand during the previous 12 quarters, 

10 D is the total number of demands during the previous 12 quarters (actual ESF 
11 demands'plus estimated test and estiniated operational/alignment demands. An 
12 update to the estimated demands is required if a change to the basis for the 
13 estimated demands results in a >25% change in the estimate), 

14 and 

15 a and b are parameters of the industry prior, derived from industry experienc'e (see 
16 Table 2).  

17 In the calculation of equation 5 the numbers of demands and failures is the sum of all 
18 demands and failures for similar components within each system. Do not sum across 
19 units for a multi-unit plant. For example, for a plant with two trains of Emergency Diesel 
20 Generators, the demands and failures for both trains would be added together for one 
21 evaluation Of PD which would be used for both trains of EDGs, 

22 In the second term on the right side of equation 4, X is calculated as follows.  

23 2 - (N, +a) Eq. 6 
(T, + b) 

24 where: 

25 Nr is the total number of failures to run during the previous 12 quarters, 

26 T, is the total'number of run hours during the previous 12 quarters (actual ESF run 
27 hours plus estimated test and estimated operational/alignment run hours. An 
28 update to the estimated run hours is required if a change to the basis for the 
29 estimated hours results in a >25% change in the estimate).  

30 and 

I Atwood, Corwin L., Constrained noninformative priors in risk assessment, Reliability 
Engineering and System Safety, 53 (1996; 37-46) 
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1 a and b are parameters of the industry prior, derived from industry experience (see 
2 Table 2).  

3 In the calculation of equation 6 the numbers of demands and run hours is the sum of all 
4 run hours and failures for similar components within each system. Do not sum across 
5 units for a multi-unit plant For example, a plant with two trains of Emergency Diesel 
6 Generators, the run hours and failures for both trains would be added together for one 
7 evaluation of X which would be used for both trains of EDGs 

8 Fussell-Vesely, Unavailability and Unreliability 

9 Equations 2 and 3 include a term that is the ratio of a Fussell-Vesely importance value 
10 divided by the related unreliability or unavailability Calculation of these quantities is 
11 generally complex, but in the specific application used here, can be greatly simplified 

12 The simplifying feature of this application is that only those components (or the 
13 associated basic events) that can fail a train are included in the performance index 
14 Components within a train that can each fail the train are logically equivalent and the 
15 ratio FV/UR is a constant value for any basic event in that train. It can also be shown that 
16 for a given component or train represented by multiple basic events, the ratio of the two 
17 values for the component or train is equal to the ratio of values for any basic event within 
18 the train. Or: 

FVb. FVuR, FV, 
19 - - - Constant 

URb- UtR UR, 

20 and 

FV&, FVU4P 
21 - Constant 

UA,. UAp 

22 Note that the constant value may be different for the unreliability ratio and the 
23 unavailability ratio because the two types of events are frequently not logically 
24 equivalent. For example recovery actions may be modeled in the PRA for one but not the 
25 other 

26 Thus, the process for determining the value of this ratio for any component or train is to 
27 identify a basic event that fails the component or train, determine the failure probability 
28 or unavailability for the event, determine the associated FV value for the event and then 
29 calculate the ratio. Use the basic event in the component or train with the largest failure 
30 probability (hence the maximum notation on the bracket) to minimize the effects of 
31 truncation on the calculation Exclude common cause events, which are not within the 
32 scope of this performance index 

33 Some systems have multiple modes of operation, such as PWR HPSI systems that operate 
34 in injection as well as recirculation modes. In these systems all active components are not 
35 logically equivalent, unavailability of the pump fails all operating modes while 
36 unavailability of the sump suction valves only fails the recirculation mode In cases such

F-4
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1 as these, if unavailability events exist separately for the components Within'a train, the 
2 appropriate ratio to use is the maximum.  

3 Determination of systems for which the performance index is not valid 

4 The performance index relies on the existing testing programs as the source of the data 
5 that is input to the calculations Thus, the number of demands in the monitoring period is 
6 based on the frequency of testing required by the current test programs. In most cases this 
7 will provide a sufficiefit number of demands to result'in a valid statistical result.  
8 However, in some cases- the number of demands-will be insufficient to resolve the 
9 change in the performance index (1.0xl0"6) that corresponds to movement fr6m a green 

10 performance to a white performance level. In these cases, one failure is the difference 
11 between baseline performance and performance in the white performance band. The 
12 performance index is not suitable for monitoring such systems and monitoring is 
13 performed through the inspection process.  

14 This section will define the method to be used to identify systems for which the 
15 performance index is not valid, and will not be used.  

16 The criteria to be used to identify an invalid performance index is: 

17 If, for any failure mode for any component in a system, the risk increase 
18 (ACDF) associated with the change in unreliability resulting from single 
19 failure is larger than 1.0xl0"6, then the performance index will be 
20 considered invalid for that system.  

21 The increase in risk associated with a componentfailure is the sum of the contribution
22 fr6m'the decrease in calculated reliability as a result of the failuie and the decrease in 
23 availability resulting from the time required to affect the repair of the failed component.  
24 The change in CDF that results from a demand type failure is given by: 

25 

MSPI CbFp'x FV } 
26 N .similar comp L U a+b+D - Eq. 7 

-FVUAp TMean IRepair 
+ CDFp x x .. ....  UAp ThR 

27 

28 Likewise, the change in CDF per run type failure is givenby: 

29 

-~ FVu~c T.  
MSPI =CDFp x X x___ 

30 t similar comp . URP, b + Tr Eq. 8 
FVuAp TMean Repair 

+ CDFp x x 
UAp TCR
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1 In these expressions, the variables are as defined earlier and additionally 

2 TMfR is the mean time to repair for the component 

3 and 

4 TCR is the number of critical hours in the monitoring period 

5 The summation in the equations is taken over all similar components within a system.  
6 With multiple components of a given type in one system, the impact of the failure on 
7 CDF is included in the increased unavailability of all components of that type due to 
8 pooling the demand and failure data.  

9 The mean time to repair can be estimate as one-half the Technical Specification Allowed 
10 Outage Time for the component and the number of critical hours should correspond to the 
11 1999 - 2001 actual number of critical hours.  

12 These equations are be used for all failure modes for each component in a system. If the 
13 resulting value of ACDF is greater than 1.OxlO06 for any failure mode of any component, 
14 then the performance index for that system is not considered valid.  

15 

16 Definitions 

17 

18 Train Unavailability: Train unavailability is the ratio of the hours the train was 
19 unavailable to perform its risk-significant functions due to planned or unplanned 
20 maintenance or test during the previous 12 quarters while critical to the number of critical 
21 hours during the previous 12 quarters. (Fault exposure hours are not included; 
22 unavailable hours are counted only for the time required to recover the train's risk
23 significant functions.) 

24 Train unavailable hours: The hours the train was not able to perform its risk significant 
25 function due to maintenance, testing, equipment modification, electively removed from 
26 service, corrective maintenance, or the elapsed time between the discovery and the 
27 restoration to service of an equipment failure or human error that makes the train 
28 unavailable (such as a misalignment) while the reactor is critical.  

29 Fussell-Vesely (FJI Importance: 

30 The Fussell-Vesely importance for a feature (component, sub-system, train, etc.) of a 
31 system is representative of the fractional contribution that feature makes to the to the total 
32 risk of the system.  

33 The Fussell-Vesely importance of a basic event or group of basic events that represent a 
34 feature of a system is represented by: 

35 FV= 1--R 
Ro
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1 Where: 

2 Ro is the base (reference) case overall model risk, 

3 R, is the decreased risk level with feature i completely reliable.  

4 In this expression, the second term on the right represents the fraction of the reference 
5 risk remaining assuming the feature of interest is perfect. Thus 1 minus the second term is 
6 the fraction of the reference risk attributed to the feature of interest.  

7 The Fussell-Vesely importance is calculated according to the following equation: 

UC, 

UCo. ' 

9 where the denominator'represents the union of m minimal cutsets Co generated with the 
10 reference (baseline) model, and the numerator represents the union of n_ minimal cutsets 
11 Ci generated assuming events related to the feature are perfectly reliable, or'their failure 
12 probability is False.  

13 Critical hours: The number of hours the reactor was critical during a specified period of 
14 time.  

15 Component Unreliability: Component unreliability is the probability that the component 
16 would not perform its risk-significant functions when called upon during the previous 12 
17 quarters.  

18 Active Component: A component whose failure to change state renders the train incapable 
19 of performing its risk-significant functions. In addition, all pumps and diesels in the 

20 monitored systems are included as active components. (See clarifying notes.) 

21 Manual Valve: A valve that can only be operated by a person. An MOV or AOV that is 
22 remotely operated by a person may be an active component.  

23 Start demand: Any demand for the component to successfully start to perform its risk
24 significant functions, actual' or test. (Exclude post maintenance tests,'unless iri case of a 

25 failure the cause of failur'e was independent of the maintehance performed.) 

26 Post maintenance tests: Tests performed following maintenance but prior to declaring the 

27 train/component operable, consistent with Maintenance Rule implementation.  

28 Run demand: Any demand for the component, given that it has successfully started, to 

29 run/operate for its mission time to perform its risk-significant functions. (Exclude post 
30 maintenance tests, unless in case of a failure the ciuse of failure was independent of the 
31 maintenance performed.)' 

32 EDGfailure to start: A failure to start includes those failures up to the point the EDG has 

33 achieved rated speed and voltage. (Exclude post maintenance tests, unless the cause of 
34 failure was independent of the maintenance performed.)

F-7
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1 EDGfailure to load/run: Given that it has successfully started, a failure of the EDG 
2 output breaker to close, loads successfully sequence and to run/operate for one hour to 
3 perform its risk-significant functions. This failure mode is treated as a demand failure for 
4 calculation purposes. (Exclude post maintenance tests, unless the cause of failure was 
5 independent of the maintenance performed.) 

6 EDGfailure to run: Given that it has successfully started and loaded and run for an hour, 
7 a failure of an EDG to run/operate fer iiits1ioile to perform its risk-signifiaUIt ' 
8 P-nrAý. (Exclude post maintenance tests, unless the cause of failure was independent of 
9 the maintenance performed.) 

10 Pump failure on demand: A failure to start and run for at least one hour is counted as 
11 failure on demand. (Exclude post maintenance tests, unless the cause of failure was 
12 independent of the maintenance performed.) 

13 Pump failure to run: Given that it has successfully started and run for an hour, a failure of 
14 a pump to run/operate f" -, mzzion time to prfor, iUiisk-significant ?unctio ns.  
15 (Exclude post maintenance tests, unless the cause of failure was independent of the 
16 maintenance performed.) 

17 Valve failure on demand: A failure to open or close is counted as failure on demand.  
18 (Exclude post maintenance tests, unless the cause of failure was independent of the 
19 maintenance performed.) 

20 Clarifying Notes, 

21 Train Boundaries and Unavailable Hours 

22 Include all components that are'required to satisfy the risk-significant function of the 
23 train. For example, high-pressure injection may have both an injection mode with 
24 suction from the refueling water storage tank and a recirculation mode with suction from 
25 the containment sump. Some components may be included in the scope of more than one 
26 train. For example, one set of flow regulating valves and isolation valves in a three-pump, 
27 two-steam generator system are included in the motor-driven pump train with which they 
28 are electrically associated, but they are also included (along with the redundant set of 
29 valves) in the turbine-driven pump train. In these instances, the effects of unavailability 
30 of the valves should be reported in both affected trains. Similarly, when two trains 
31 provide flow to a common header, the effect of isolation or flow regulating valve failures 
32 in paths connected to the header should be considered in both trains 

33 Cooling Water Support System Trains 

34 The number of trains in the Cooling Water Support System will vary considerably from 
35 plant to plant. The way these functions are modeled in the plant-specifi.• PRA will 
36 determine a logical approach for train determination. For example, if the PRA modeled 
37 separate pump and line segments, then the number ofpiimps and line segments would be 
38 the number of trains.

F-8
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The-determination-of rains-forthe-c-ooing-water-supp rt-system--may-be-diffieuhtt--l4his 
case, the system should be defined in segments, and -ach segment treated in the 
caleulatien of UAJ as if it were a train. A segment mniy be as small as an individual 
cempenena-ý-system--The-gener-al-appreac-h-,ould-be4eo-4vide4he-system-into-as'-ew
segments as pc sible and still dcscribc the funetionality of the system in no case should

F-9

8 Active Components 

9 For unreliability, use the following criteria for determining those components that should 
10 be monitored: 

11 * Components that are normally running or have to change state to achieve the risk 
12 significant function will be included in the performance index. Active failures of 
13 check valves and manual valves are excluded from the performance index and will be 
14 evaluated in the NRC inspection program.  

15 * Redundant valves within a trainare not included in the performance index. Only, 
16 those valves'whose failure alone can fail a train will be included. The PRA success 
17 criteria are to be used to identify these valves.  

18 * Redundant valves within a multi-train'system, whether in series or parallel, where the 
19 failure of both valves would prevent all trains in the system from perfoiming a risk
20 significant function are included. (See Figure T-5) 

21 * All pumps and diesels are included in the performance index 

22 Table 3 defines the boundaries of components, and Figures F-1, F-2, F-3 and F-4 provide 
23 examples of typical component boundaries as described in Table 3. Each plant will 
24 determine their system boundaries, active components, and support components, and 
25 have them available for NRC inspection.  

26 Failures of Non-Active Components 

27 Failures of SSC's that are not included in the performance index will not be counted as a 
28 failure or a demand. Failures of SSC's that cause an SSC within the scope of the 
29 performance indek to fail will not be'counted as ahfailuie or demand. An example could 
30 be a manual suction isolation valve left closed which causes apump'to fail. This would 
31 not be counted as a failure of the pump. Any mispositioning of the valve that caused the 
32 train to be unavailable would be counted as unavailability from the time of discovery.  
33 The significance of the mispositioned valve prior to discovery would be addressed 
34 through the inspection process.  

35 

36 Baseline Values 

37 The baseline values for unreliability are contained in Table 2 and remain fixed.
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1 The baseline values for unavailability include both plant-specific planned unavailability 
2 values and unplanned unavailability values. The unplanned unavailability values are 
3 contained in Table I and remain fixed. They are based on ROP PI industry data from 
4 1999 through 2001. (Most baseline data used in PIs come from the 1995-1997 time 
5 period. However, in this case, the, 1999-2001 ROP data are preferable, because the ROP 
6 data breaks out systems separately (some of the industry 1995-1997 INPO data combine 
7 systems, such as HPCI and RCIC, and do not include PWR RHR). It is important to note 
8 that the data for the two periods is very similar.) 

9 Support cooling is based on -..--pplant specific unplanned and planned unavailability for 
10 years 1999 to 2001. Need t. Fe supp o-. t ,6,ling pump and "al " .harfa "•ristie" to 
11 those-i*-Table-2-o-detemine-ifgthey-fare-resentative].•...  

12 The baseline planned unavailability is based on actual plant-specific values for the period 
13 1999 through 2001. These values are expected to remain fixed unless the plant 
14 maintenance philosophy is substantially changed with respect to on-line maintenance or 
15 preventive maintenance. In these cases, the planned unavailability baseline value can be 
16 adjusted. A comment should be placed in the comment field of the quarterly report to 
17 identify a substantial change in planned unavailability. To determine the planned 
18 unavailability: 

19 1. Record the total train unavailable hours reported under the Reactor Oversight Process 
20 for 1999 through 2001.  

21 2. Subtract any fault exposure hours still included in the 1999-2001 period.  

22 3. Subtract unplanned unavailable hours 

23 4. Add any on-line overhaul hours and any other planned unavailability excluded in 
24 accordance with NEI 99-02. 2 

25 5. Add any planned unavailable hours for functions monitored under MSPI which were 
26 not monitored under SSU in NEI 99-02.  

27 6. Subtract any unavailable hours reported when the reactor was not critical.  

28 7. Subtract hours cascaded onto monitored systems by supp60i systems.  

29 8. Divide the hours derived from steps 1-6 above by the total critical hours during 1999
30 2001. This is the baseline planned unavailability 

31 Baseline unavailability is the sum of planned unavailability from step 7 and unplanned 
32 unavailability from Table 1.  

33 

2 
lNote: The plant-specific PRA should model significant on-line overhaul hours.  
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Table 1. Historical Unplanned Maintenance Unavailability Train Values 

(Based on ROP Industrywide Data for 1999 through 2001)

SYSTEM UNPLANNED UNAVAILABILITY/TRAIN 

EAC 1.7 E-03 

PWR -PSI 6.1 E-04 

PWR AFW (TD) 9.1 E-04 

PWR AFW (MD) 6.9 E-04 

PWR AFW (DieselD) 7.6 E-04 

PWR (except CE) RHR 4.7-2 E-04 

CE RHR 1.1 E-03 

BWR HPCI 3.3 E-03 

BWR HPCS 5.4 E-04 

BWR RCIC 2.9 E-03 

BWR RHR 1.2 E-03 

Support Cooling No Data Available

F-I1
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Table 2. Industry Priors and Parameters for Unreliability

Component Failure a a b a Industry Source(s) Mode Mean 

Value b 

Motor-operated Fail to open 5.OE-1 2.4E+2 2.1E-3 NUREG/CR-5500, Vol.  
valve (or close) 4,7,8,9 

Air-operated Fail to open 5.OE-1 2.5E+2 2.OE-3 NUREG/CR-4550,- Vol. 1 
valve (or close) 
Motor-driven Fail to start 5.OE-1 2.4E+2 2. 1E-3 NUREG/CR-5500, Vol.  
pump, standby 1,8,9 

Fail to run 5.OE-1 5.OE+3h 1.OE-4/h NUREG/CR-5500, Vol.  
1,8,9 

Motor-driven Fail to start 4.9E-1 1.6E+2 3.OE-3 NUREG/CR-4550, Vol. 1 
pump, running 
or alternating Fail to runf 5.OE-1 1.7E+4h 3.OE-5/h NUREG/CR-4550, Vol. 1 

Turbine-driven Fail to start 4.7E-1 2.4E+1 1.9E-2 NUREG/CR-5500, Vol. I 
pump, AFWS 

Fail to run 5.OE-1 3.1E+2 1.6E-3/h NUREG/CR-5500; Vol. 1 

Turbine-driven Fail to start 4.6E-1 1.7E+l 2.7E-2 NUREG/CR-5500, Vol.  
pump, HPCI or 4,7 
RCIC 

Fail to run 5.OE-I 3.1E+2h 1.6E-3/h NUREG/CR-5500, Vol.  
1,4,7 

Diesel-driven Fail to start 4.7E-1 2.4E+l 1.9E-2 NUREG/CR-5500, Vol. 1 
pump, AFWS 

Fail to run 5.OE-1 6.3E+2h 8.OE-4/h NUREG/CR-4550, Vol. 1 

Emergency Fail to start 4.8E-1 4.3E+1 1. 1E-2 NUREG/CR-5500, Vol. 5 
diesel generator 

Fail to 5.OE-1 2.9E+2 I 7E-3 c NUREG/CR-5500, Vol. 5 
load/run 

Fail to run 5.OE-1 2.2E+3h 2.3E-4/h NUREG/CR-5500, Vol. 5
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1 a. A constrained, non-informnative prior is assumed. For failure to run events, a = 0.5 and 
2 b = (a)/(mean rate). For failure upon demand events, a is a function of the mean 
3 probability: 

4 

5 Mean Probability a 

6 0.0 to 0.0025 0.50 

7 >0.0025 to 0.010 0.49 

8 >0.010 to 0.016 0.48 

9 >0.016 to 0.023 0.47 

10 >0.023 to 0.027 0.46 

11 

12 Then b = (a)(1.0 - mean probability)/(mean probability).  

13 

14 b. Failure to run events occurring within the first hour of operation are included within 
15 the fail to start failure mode. Failure to run events occurring after the first hour of 
16 operation are included within the fail to run failure mode. Unless otherwise noted, the 
17 mean failure probabilities and rates include the piobability of non-recovery. Types of 
18 allowable recovery are outlined in the clarifying notes, under "Credit for Recovery 
19 Actions." 

20 

21 c. Fail to load and run for one hour was calculated from the failure to run data in the 
22 report indicated. The failure- rate for 0.0 to 0.5 hour (3.3E-3/h) multiplied by 0.5 hour, 
23 was added to the failure rate for 0.5 to 14 hours (2.3E-4/h) multiplied by 0.5 hour.
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Table 3. Component Boundary Definition

F- 14

Component Component boundary 

Diesel The diesel generator boundary includes the generator body, generator 
Generators actuator, lubrication system (local), fuel system (local), cooling components 

(local), startup air system receiver, exhaust and combustion air system, 
dedicated diesel battery (which is not part of the normal DC distribution 
system), individual diesel generator control system, circuit breaker for supply 
to safeguard buses and their associated local control circuit (coil, auxiliary 
contacts, wiring and control circuit contacts, and breaker closure interlocks).  

Motor-Driven The pump boundary includes the pump body, motor/actuator, lubrication 
Pumps system cooling components of the pump seals, the voltage supply breaker, 

and its associated local control circuit (coil, auxiliaiy contacts, wiring and 
control circuit contacts).  

Turbine- The turbine-driven pump boundary includes the pump body, turbine/actuator, 
Driven Pumps lubrication system (including pump), extractions, turbo-pump seal, cooling 

components, and local turbine control system (speed).  

Motor- The valve boundary includes the valve body, motor/actuator, the voltage 
Operated supply breaker (both motive and control power) and its associated local 
Valves open/close circuit (open/close switches, auxiliary and switch contacts, and 

wiring and switch energization contacts).  

Air-Operated The valve boundary includes the valve body, the air operator, associated 
Valves solenoid-operated valve, the power supply breaker or fuse for the solenoid 

valve, and its associated control circuit (open/close switches and local 
auxiliary and switch contacts).

1
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I

Motor Driven Pump Boundary

Figure F-2
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Breaker 

motor Operator 

MOV Boundary 

Figure F-3 
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I

Turbine Driven Pump Boundary

Figure F-4
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Non-active 
Components

Figure F-5
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inspection-progran
There arc two sets e [inicatemrs in thits corner-stone:

"* Mitigating System Performnance index 
" SaS&tySsem uetiiflftkFaikufes

MrrIGATING SYSTEM PERFORMANCE INDEX

21 Purpose 

22 The purpose of the mitigating system performance index is to monitor the risk impact of change•s 
23 in-performance of selected systems based on their ability to perform risk-significantfunctions as 
24 defined here-in.: It is comprised of two elements - system unavailability and system 
25 unreliability. For single demand failur.es and acumulated tunavailability, Tthe index is used to 
26 determine the significance of performance issuesfor single demand failures and accumulated 
27 unavailability.- Due to the limitations of the index, the following conditions will rely upon the 
28 inspection process for ev.a....ingdetermining the signi ficance of-performance issues: 
29 
30 1. Multiple concurrent failures of components within a m.nitorcd syst.,m 
31 2. Common cause failures 
32 3. Conditions not capable of being discovered during normal surveillance tests, 
33 4. Failures of non-active components 
34 
35 Indicator Definition 

36 Mitigating System Performance Index (MSPI) is the sum of changes in a simplified core damage 
37 frequency evaluation resulting from changes in unavailability and unreliability relative to 
38 baseline values.  
39 
40 1 Train Uunavailability is the ratio of the hours the train/system was unavailable to perform its 
41 risk-significant functions due to planned afid unplanned maintenance or test on active and non
42 active components during the previous 12 quarters while critical to the number of critical hours

1

Th. obj.. tive ,f this cornerstone is to monitor the availability, reliability, and eapability ef 
systemi4hatmitgate4he-effeetsf-i-fttating-evet --prevent--.-ere-damage--L4c-fsees-redu-e 
the likelihood- of reaeter accidents by maintaining the availability and rcliabilit of miigating 
systems. Mitigating systems ineluidc those systems associatcd with safety injccin decay heat 
remeval;-and-their-suppert-systems;-such-s-emergeney--per--T-his-cnomerston.-inetudes 
mitigating systems tht respond tec b-th'operating and shutdwneieaynts

,Some aspects of mitigating system perforbmaýnce cannot be adequately r-efl66ted or are 
speeifically excluded _from the performanec indicator-s in this cornerstone. These aspects incelude 

performance indicators, the effcct of common cause failure, and thi p64rornanee of ceftain plan 
spccific systems. These aspeets of licer~sec performanc& will be addressed tho-ugh the NRC

I
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1 during the previous 12 quarters. (Fault exposure hours are not included; unavailable hours are 
2 counted only for the time required to recover the train's risk-significant functions.) 
3 
4 I uUnreliability is the probability that the train-system would not perform its risk-significant 
5 functions when called upon during the previous 12 quarters.  
6 
7 Baseline values are the values for- unavailability and unreliability against which current changes 
8 in unavailability and unreliability are measured. See Appendix F for further details.  
9 

10 The MSPI is calculated separately for each of the following five systems for each reactor type.  
11 
12 BWRs 
13 • emergency AC power system,, 
14 * high pressure injection systems (high pressure coolant injection, high pressure core spray, or 
15 feedwater coolant injection) 
16 * heat removal systems (reactor core isolation cooling) 
17 * residual heat removal system (or their equivalent function as described in the Additional 
18 Guidance for Specific Systems section.) 
19 e cooling water support system (includes risk significant direct cooling functions provided by 
20 service water and component cooling water or their cooling water equivalents for the above 
21 four monitored systems) 
22 
23 PWRs 
24 * emergency AC power system 
25 9 high pressure safety injection system 
26 e auxiliary feedwater system 
27 • residual heat removal system (or their equivalent function as described in the Additional 
28 Guidance for Specific Systems section.) 
29 * cooling water support system (includes risk significant direct cooling functions provided by 
30 service water and component cooling water or their cooling water equivalents for the above 
31 four monitored systems) 
32 
33 Data Reportinz Elements 

34 The following data elements are reported for each system 
35 
36 * Unavailability Index (UAI) due to unavailability for each monitored system 
37 , Unreliability Index (URI) due to unreliability for each monitored system 
38 
39 During the pilot, the additional data elements necessary to calculate UAI and URI will be 
40 reported monthly for each system on an Excel spreadsheet. See Appendix F.  
41 
42

2
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1 Calculation 

2 The MSPI for each system is the sum of the UAI due to unavailability for the system plus URI 
3 due to unreliability for the system during the previous twelve quarters.  
4 
5 MSPI = UAI -- URI.  
6 
7 See Appendix F for the calculational methodology for UAI due to system unavailability and URI 
8 due to system unreliability.  
9 

10 Definition of Terms 

11 A train consists of a group of components that together brovide the risk significant functions of 
12 the system as explained in the additional guidance for specific mitigating systems. Fulfilling the 
13 risk-significant function ofthe system may require one or more trains of a system to operate 
14 simultaneously. The number of trains in a system is generally determined as follows: 
15 
16 9 for systems that provide cooling of fluids, the number of trains is determined by the number 
17 of parallel heat exchangers, or the number of parallel pumps, or the minimum number of 
18 parallel flow paths, whichever is fewer.  
19 
20 e for emergency AC power systems the number of trains is the number of class 1E emergency 
21 (diesel, gas turbine, or hydroelectric) generators at the station that are installed to power 
22 shutdown loads in the event of a loss of off-site power. (This does not include the-diesel 
23 generator dedicated to the BWR HPCS system, which is included in the scope of the HPCS 
24 system.) 
25 
26 Risk Significant Functions: those at power functions of risk-significant SSCs as modeled in the 
27 plant-specific PRA. Risk metrics for identifying risk-significant functions arie: 
28 
29 ,) Risk Achievement Worth > 2.0, or 
30 Risk Reduction Worth >10.005 (Fussell-Vesely>O. 005), or 
31 The risk significant functions that appear in the PRA cutsets that account for the top 90% 
32 of core damagefrequenc-90/% efo eer damage fr...u.n.y ac...ntcd fn." 
33 
34 Risk-Significant Mission Times: The mission time modeled in the PRA for satisfying the risk
35 significant function of reaching a stable plant condition where normal shutdown cooling is 
36 sufficient. Note that PRA models typically analyze an eventfor 24 hours, which may exceed the 
37 time needed for the risk-significant function captured in the MSPI. However, other intervals as 
38 justified by analyses and modeled in the PRA may be used.  
39 
40 Success criteria are the plant specific values of parameters the train/system is required to achieve 
41 to perform its risk-significant function. Default values of those parameters are the plant's design 
42 bases values unless other values are modeled in the PRA.  
43

3I
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1 Clarifyin2 Notes 

2 Documentation 
3 
4 Each licensee will have the system boundaries, active components, risk-significant functions and 
5 success criteria readily available for NRC inspection on site. Additionally, plant-specific 
6 information used in Appendix F should also be readily available for inspection.  
7 
8 Success Criteria 
9 
0 The success .riteria arc based en tr-ain/system mnission tic•i s, net n• cAmponct misin times.  
.1 Individual component capability must be evaluated against train/system level success criteria 
.2 (e.g., a valve stroke time may exceed an ASME requirement, but if the valve still strokes in time 
.3 to meet the PRA success cr-iteria for the traii/system, the component has not failedfor the 
.4 purposes of this indicator because the risk-significant train/system functionis still satisfied).  

.5 Important plant specific performance factors that can be used to identify the required capability 

.6 of the train/system to meet the risk-significant functions include, but are not limited to: 

.7 * Actuation 
.8 o Time 
.9 o Auto/manual 
,0 o Multiple or sequential 
1 * Success requirements 
2 o Numbers of components or trains 
3 o Flows 
4 o Pressures 
5 o Heat exchange rates 

:6 o Temperatures 
7 o Tank water level 
,8 o Other mission requirements 
,9 o Run time 
0 o State/configuration changes during mission 
1 o Accident environment from internal events 
32 o Pressure, temperature, humidity 
3 o Operational factors 
4 o Procedures 
5 o Human actions 
6 o Training 
37 o Available externalities (e.g., power supplies, special equipment, etc.)

1 

2 

1 
1 
1 
1 
1 1 
1 
1 

2 
2 
2 
2 
2 
2 
2 
2 
2 2 

3 
3 
3 
3 
3 
3 
3 
3 3 
3 

4 
4 

4I 

41 
4I 

4I

System/Component Interface Boundaries

For active components that are supported by other components from both monitored and 
unmonitored systems, the following general rules apply:

4

8 
9 

L2 
•3 
14 
•5
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1 For control and motive power, only the last relay, breaker or contactor necessary to 
2 power or control the component is included in the active component boundary.' For 
3 example, if an ESFAS signal actuates a MOV, only the relay that receives the ESFAS 
4 signal in the control circuitry for the MOV is in the MOV boundary. No other portions 
5 of the ESFAS are included.  
6 
7 For water connections from systems that provide 'cooling water to an active component, 
8 only the final active connecting valve is included in the boundary. For example, for 
9 service water that provides cooling to support an AFW pump, only the final active'valve 

10 in the service water system that supplies the cooling water to the AFW system is 
11 included in the AFW system scope. This same valve is not included in the cooling water 
12 support system scope.  
13 
14 Water Sources and Inventory 
15 
16 Water tanks are not considered to be active components. As such, they do not contribute to URI.  
17 However, periods of insufficient water inventory contribute'to UAI if they result in loss of the 
18 risk-significant train function for the required mission time. Water inventory can include 
19 operator recovery actions for water make-up provided the actions can be taken in time to meet 
20 the mission times and are modeled in the PRA. If altemate-additional water sources are required 
21 tc provide . mkup•-,. to satisfy train mission times, only the connecting active valve from the 
22 alternate sy_.,temadditional water source is considered as an active component for calculating 
23 URI. If there are valves in the primary waier source that must change state to permit use of the 
24 additional water source, these valves are considered active and should be included in URIfor 
25 the system.  
26 
27 Monitored Systems 
28 
29 Systems have been generically selected for this indicator based on their importance in-preventing 
30 reactor core damage. The systems include the principal systems needed for maintaining reactor 
31 coolant inventory following a loss of coolant accident, for decay heat removal following a 
32 reactor trip or loss of main feedwater, and for'providing emergency AC power following a loss' 
33 of plant off-site power. One risk-significant support function (cooling water support system) is 
34 also monitored. The cooling water support system monitors the risk significant cooling functions 
35 provided by service water and component cooling water,' or their direct cooling water 
36 equivalents, for the four front-line monitored systems. No support systems are to be cascaded 
37 onto the monitored systems, e.gl, HVAC room coolers, DC power, instrument air, etc.  
38 
39 Diverse Systems 
40 
41 Except as specifically stated in the indicator definition and reporting guidance, no credit is given 
42 for the achievement of a risk-significant function by an unmonitored system in determining 
43 unavailability or unreliability of the monitored systems.  
44 
45 Common Components 
46

5I
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1 Some components in a system may be common to more than one train or system, in which case 
2 1 the unavailability/unreliability of a common component is included in all affected trains or 
3 systems.  
4 
5 Short Duration Unavailability 
6

Trains are generally considered to be available during periodic system or equipment 
realignments to swap components or flow paths as part of normal operations. Evolutions or 
surveillance tests that result in less than 15 minutes of unavailable hours per train at a time need 
not be counted as unavailable hours. Licensees should compile a list of surveillances/evolutions 
that meet this criterion and have it available for inspector review. In addition, equipment 
misalignment or mispositioning which is corrected in less than 15 minutes need not be counted 
as unavailable hours. The intent is to minimize unnecessary burden of data collection, 
documentation, and verification because these short durations have insignificant risk impact 

If a licensee is required to take a component out of service for evaluation and corrective actions 
for greater than 15 minutes (for example, related to a Part 21 Notification); the unavailable hours 
must be included.

7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46

if a degraded condition resuflts5 in. the faýiluffre to -meet an established success cr-iterion, unavailable
flour-s must ee inciuUetl tqr- tnc time rcgquircal to rcevery the train's riskc signiflcant ftunctien(s). if 
an active component, as defined in Appcndim F, is degraded such that it eannot mccet its risk 
significant fiunetien, a demand and a demand failure afe also counted. if subsequent analysis 
identifies additional mar-gin for- the sueess riter-ien, ffiturc unavailable hour-s for- degraded 
cenditions may be dete~mined based en the new cr-iter-ion. Hoewever-, unavailability must be 
b~ased-er-the.-suc-cess.-•f-iter-ia-ree-rd-et-or the-tnime-the-degi-ed~ed-c-ondition"ic-ver-e.-4fthe 

degraded conditien is not addressed by any of the pre defined success cr-iteria, an enginecing 
evaluation to determine the impact of the degraded condition on thle frisk. significant ffnetien(s) 
should-be---empleted-an-doeumente --The-uss-efmpoenent-failure-analysis-"Ui-Maly-sis;•ef 
event invest n i ceptable. En e ingdgmet may be useo in wit 
analý4ical techniques to detefmine the impact of the degraded ýefnditien en the risk significant 
functien. The engirecring evaluation shouild be comipleted as sona rcicable. if it cannot be 
completed in tifne to support submisso of hc U1 r-eport for the euff cnt ~qartc, the commenft 
field-shaI--note-hat-in-evalations-endi'ng-. he-evatuation-must-be--ompl4n ime-t 
accurately account for unavailability/unreliability in the next quarterly report. Exceptions to this 
guidance are exetdt be r-are and will be treated en a case by ease basis. Licensees should 
identify-hesuh-atien4s-to-he--resident-inspeteor-.  

Failures on Demanvfd 

Failures of actv copents (see Appni F)o dema~nd, either- actual or- test, while-critical, af-e-i-actuded-in-ueia-bilit- .y-Feil~ures-o n--dmand-w, hit -non-¢•-itieatinst4 ,evaluat4o 

significant at power- ffinctiens, and must therefore be included in unreliability. Unavailable hours.

6

-I-FeatfftieEn-tI- r-eEeontoHiens
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1 
2 
3 
4 
5 
6 
7 
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11 
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18 
19 
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21 
22 
23 
24 
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28 
29 
30 
31 
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33 
34 
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7

arc included only for- the timne rcgquirced to rccovcr- the train's risk significant funfincins and only 
when the rcactor is ecritica4.  

Nerma-s-uvetlafce4ests-re-these4ests-tha.ar-.perfo med-at-a-frequeney-ef-a-r-etaeIing-Cy¢4e-or 
mer-e ffrqticnflý Discoverced conditionms that seendef an active compencntinabl fprrmg 
its risk significant funetiens arce ineluded in unreliability as ademand- and a failure (unless 
eeofected in less than 15 mintes Uvaial hur arcuted only for- the timne required to 
reeevcr the train's r-isk sigiicn kuetiens and enly when the r-eactor- is cr~itical. The ROP 
inspection-p-eeeswod-b e-u 4,&-deteminie-the-signifikanee-ofdiwevefed-eonitions-that 
rendered a train inc-napable of per-forming its risk significa nt function, but. wer e not actv 

componnt eodifions (for- cxample, a shut mnanual suction valve).

Demand failures or- discovered conditions that are not eap~bkk Qf becing iseover-ed duringnir-m al 
sur-veillancc tests.  

These failuics or- conditions arc usually of longcr- expesuir- timne. ýSincc these failuro fnedcs have 
net-been4ekee rtn-a-Er egul~arý-basis,-tt-is-inappopriate4&4ne1d4u ee -nhp e f forma n ee -i nd-x 
statistics. These failurcs or cond~itins afe subject to eyalu~tion thfeugh the inspectfion preccss.  
Examples of this type arc failures9 duc to rcsuc o1dfn&thefrmal binding of isolation valves, 
bleekages-im4ines-ri-egulul-ytested,--ef-4ad~equate-eompon~entizinisettiftg-undef-aeeidertt 
eeonditions (net under- normal test conditions). While ýnot included in the calculation of the index, 

Treatment of Demand/lRun Failures and Degraded Conditions 

1. Treatment of Demand and Run Failures 
Failresof ctie cmpoent (se Apendix F) on demand or failures 'to run, either 

actual or test, while critical, are included in unreliability., Failures on demand or 
failures to run with the reactor shutdownwhile-non-cfitieal must be evaluated to 
determine if the failure would have resulted, in the train not being able to perform its risk
signi{fi cant at power functions, and must therefore be included in unreliability.  
Unavailable hours are included only for' the tine required to recover the irain 's risk
sign !flcant functions and only when the reactor is critical.  

2. Treatment of Degraded Conditions' 

'a) Capal of Being Discovered By Normal Surveillance Tests, 
,Normal surveillance tests are those tests-that are Performed at afrequency of a 
refueling cycle or more fre4u~ently.  

Degraded conditions, whee no actual demand existed, that render an active 
component incapable ofperforming its riik-signiificaiitjfunctions are included in 
unreliability as a demand and afailure. The appropriate failure mode must be 
accounted for. For example, for valves, a demand and a demand failure would be 
assumed and included in URI. For pumps and diesels, if the degraded condition
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1 would have prevented a successful start demand, a demand and afailure is 
2 included in URI, but there would be no run time hours or run failures. If it was 
3 determined that the pump/diesel would start and load run, but would fail so eim - u the 24 houvaenru run ....  

4somet during hour run test or its surveillance test e4uivalenut me!run 
5 for the risk signifi-, nt missi.n the evaluatedfailure time would be included 
6 in run hours and a runfailure would be assumed.' A start demand and start 
7 failure would not be included Unavailable hours are in'cludedfor the time 
8 required to recover the risk-significant function(s).  
9 

10 Degraded cohditions, or actual unavailability due to mispositioning of non-active 
11 components that render a train incapable ofperforming its risk-significant 
12 functions are only included in unavailability for the time required to recover the 
13 risk-sign ifi cant function(s).  
14 
15 Loss of risk significahtfunction(s) is assumed to have occurred if the established 
16 success criteria has not been met. If subsequent analysis identifies additional 
17 margin for the success criterion, future impacts on URI or UAIfor degraded 
18 conditions may be determined based on the new criterion. However, URI and 
19 UAI must be based on the success criteria of record at the time the degraded 
20 condition is discovered If the degraded conditioni is not addressed by any of the 
21 pre-defined success criteria, an engineering evaluation to determine the impact of 
22 the degraded condition on the risk-significant function(s) should be completed 
23 and documented The, use of component failure analysis, circuit analysis, or event 
24 investigations is acceptable. 'Engineering judgment may be used in conjunction' 
25 with analytical techniques to determine the impact of the degraded condition on 
26 the risk-significant function. The engineering evaluation should be completed as 
27 soon aspracticable. If it cannot be compleied in time to support submission of 
28 the PI report for the current quarter, the con'ment field shall note that an 
29 evaluation is pending. The evaluation must be completed in time to accurately 
30 account for uhavailability/unreliability in the next quarterly 'report. Exceptions to 
31 this guidance are expected to be rare and will be treated on a case-by-case basis.  
32 Licen.ees should identify these situations to the resident inspector.  
33 
34 b) Not Capable of Being Discovered by Normal Surveillance Tests 
35 These failures or conditions are usually of longer exposure time. Since these 
36 failure modes have not been tested on a regular basis, it is inappropriate to 
37 include them in the performance index statistics. These failures or conditions are 
38 subject to evaluation through the inspection process. Examples of this type are 
39 failures due to pressure locking/thermal binding of isolation valves, blockages in 
40 lines not regularly tested, or inadequate component sizing/settings under accident 
41 conditions (not under normal test conditions). While not included in the 
42 calculation of the index, they should be reported in the comment field of the PI 
43 datcisubmittal.  
44 
45

8
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1 Credit for Operator Recovery Actions to Restore the Risk-Significafit Function 
2 
3 1. During testing or operational alignment: 
4 Unavailability of a risk-significant function during testing or operational alignment need not 
5 be included if the test configuration is automatically overridden by a valid starting signal, or 
6 the function can be promptly restored inl-time-to-meet-the-PPRA-fisk-suec-ess-eriter-ia-either by 
7 an operator in the control room or by a designated operator', stationed locally for that 
8 purpose. Restoration actions must be contained in a written procedure2, must be 
9 uncomplicated (a single action or afew simple actions), must be capable of being restored in 

10 time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a 
11 designated local operator can be taken only if (s)he is positioned at the proper location 
12 throughout the duration of the test for the purpose of restoration of the train should a valid 
13 demand occur. The intent of this paragraph is to allow licensees to take credit for restoration 
14 actions that are virtually certain to be successful (i.e., probability nearly equalto 1) during 
15 accident conditions.  
16 
17 The individual performing the restoration function can be the person conducting the test and 
18 must be in communication with the control room. Credit can also be taken for an operator in 
19 the main control room provided (s)he is in close proximity to restore the equipment when 
20 needed. Normal staffing for the test may satisfy the requirement for a dedicated operator, 
21 depending on work assignments. In all cases, the.staffing must be considered in advance and 
22 an operator identified to perform the restoration actions independent of other control room 
23 actions that may be required.  
24 
25 'Under stressful, chaotic conditions, otherwise simple multiple actions may not be 
26 accomplished with the virtual certainty called for by the guidance (e.g., lifting test leads and 
27 landing wires, or clearing tags). In addition, some manual operations of systems designed to 
28 operate automatically, such as manually controlling HPCI turbine to establish and control 
29 injection flow, are not virtually certain to be successful. These situations should be resolved 
30 on a case-by-case basis through the FAQ process.  
31 
32 2. During Maintenance 
33 Unavailability of a risk-significant function during maintenance need not be included if the 
34 risk-significant function can be promptly restored in timc tc mcct the PRA :SUeees ertc 
35 either by an operator in the control room or by a designated operator3 stationed locally for 
36 that purpose. Restoration actions must be contained in a written procedure4, must be 
37 uncomplicated (a single action or afew simple actions), must be capable of being restored in 

I Operator in this circumstance refers to any plant personnel qualified and designated to perform 
the restoration function.' 

2 Including restoration steps in an approved test procedure.  

3 Operator in this circumstance refers to any plant personnel qualified and designated to perform the 
restoration function.  

4 Including restoration steps in an approved test procedure.

9I
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1 I time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a 
2 designated local operator can be taken only if (s)he is positioned at a proper location 
3 throughout the duration of the maintenance activity for the purpose of restoration of the train 
4 should a valid demand occur. The intent of this paragraph is to allow licensees to take credit 
5 for restoration of risk-significant functions that are virtually certain to be successful (i e., 
6 probability nearly equal to 1). The individual performing the restoration function can be the 
7 person performing the maintenance and must be in communication with the control room.  
8 Credit can also be taken for an operator in the main control room provided (s)he is in close 
9 proximity to restore the equipment when needed. Under stressful chaotic conditions 

10 otherwise simple multiple actions may not be accomplished with the virtual certainty called 
11 for by the guidance (e.g., lifting test leads and landing wires, or clearing tags). These 
12 situations should be resolved on a case-by-case basis through the FAQ process.  
13 
14 3. Satisfying PRA success criteriaRiskSignfieanl-Mission-Times ".  
15 Risk significant operator actions to satisfy pre-determined train/system risk-significant 
16 mission times can only be credited if they are modeled in the PRA.  
17 
18 Swing trains and components shared between units 
19 
20 Swing trains/components are trains/components that can be aligned to any unit. To be credited 
21 as such, their swing capability should be modeled in the PRA to provide an appropriate Fussell
22 Vessely value.  
23 
24 Unit Cross Tie Capability 
25 
26 Components that cross tie monitored systems between units should be considered active 
27 components if they are modeled in the PRA and meet the active component criteria in Appendix 
28 F. Such active components are counted in each unit's performance indicators.  
29 
30 Maintenance Trains and Installed Spares 
31 
32 Some power plants have systems with extra trains to allow preventive maintenance to be carried 
33 out with the unit at power without impacting the risk-significant function of the system. That is, 
34 one of the remaining trains may fail,, but the system can still perform its risk significant function.  
35 To be a maintenance train, a train must not be needed to perform the system's risk significant 
36 function.  
37 
38 An "installed spare" is a component (or set of components) that is used as a replacement for other 
39 equipment to allow for the removalof equipment from service for preventive or corrective 
40 maintenance without impacting the risk-significant function of the system. To be an "installed 
41 spare," a component must not be needed for the system to perform the risk significant function.  
42 
43 
44 For unreliability, spare active components are included if they are modeled in the PRA.  
45 Unavailability of the spare component/train is only counted in the index if the spare is substituted

10
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1 for a primary train/component. UiJnavailability is not monitored for'a component/train when that 
2 component/train has been replaced by an installed spare or maintenance train. J 
3 
4 Use of Plant-Specific PRA and SPAR Models 
5 
6 The MSPI is an approximation using some information from a plant's actual PRA and is 
7 intended as an indicator of system performance.,Plant-specific PRAs and SPAR models cannot 
8 be used to question the outcome of the PIs computed in accordance with this guideline.  
9 

10 Maintenance Rule Performance Monitoring 
11 
12 It is the intent that NUMARC 93-01 be revised to require consistent unavailability and 
13 unreliability data gathering as required by this guideline.  
14 5 1 
15 ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS 

16 This guidance provides typical system scopes. Individual plants should apply-include those 
17 systems employed at their plant that are necessary to satisfy the specific risk-significant 
18 functions described below and reflected in their PRAs.  

19 Emergency AC Power Systems 

20 Scope 

21 The function monitored for the emergency AC power system is the ability of the emergency 
22 generators to provide AC power to the class 1E buses upon a loss of off-site power while the 
23 reactor is critical, including post-accident conditions. The emergency AC power system is 
24 typically comprised of two or more independent emergency generators that provide AC power to 
25 class lE buses following a loss of off-site power. The emergency generator dedicated to 
26 providing AC power to the high pressure core spray system in BWRs is not within the scope of 
27 emergency AC power.  
28 
29 The electrical circuit breaker(s) that connect(s) an emergency generator to the class 1E buses that 
30 are normally" served by that emergency' generator are considered to be palrt 6f the emergency 
31 generator train.  
32 
33 Emergency generators that are not safety grade, or that serveia backup role only (e:g., an 
34 alternate AC power source), are not included in the performance reporting.  
35 
36 Train Determination 

37 The number of emergency AC power system trains for a unit is equal to the number of class 1E 
38 emergency generators that are available to power safe-shutdown loads in the event of a loss of 
39 off-site power for that unit. There are three typical configurations for EDGs at a multi-unit 
40 station: 
41 
42 1. EDGs dedicated to only one unit.

11
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1 2. One or more EDGs are available to "swing" to either unit 
2 3. All EDGs can supply all units 
3 
4 For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to 
5 the unit. For configuration 2, the number of trains for a unit is equal to the number of dedicated 
6 EDGs for that unit plus the number of "swing" EDGs available to that unit (i.e., The "swing" 
7 EDGs are included in' the train counrt for each unit). For configuration 3, the number of trains is 
8 equal to the number of EDGs.  
9 

10 Clarifying Notes 

11 The emergency diesel generators are not considered to be available during the following portions 
12 of periodic surveillance tests unless recovery from the test configuration during accident 
13 conditions is virtually certain, as described in "Credit for operator recovery actions during 
14 testing," can be satisfied; or the duration of the condition is less than fifteen minutes per train at 
15 one time: 
16 
17 * Load-run testing 
18 * Barring 
19 
20 An EDG is not considered to have failed due to any of the following events: 
21 
22 9 spurious operation of a trip that would be bypassed in a loss of offsite power event 
23 • malfunction of equipment that is not required to operate during a loss of offsite power event 
24 (e.g., circuitry used to synchronize the EDG with off-site power sources) 
25 ° failure to start because a redundant portion of the starting system was intentionally disabled 
26 for test purposes, if followed by a successful start with the starting system in its normal 
27 alignment 

28 Air compressors are not part of the EDG boundary. However, air receivers that provide starting 
29 air for the diesel are included in the EDG boundary.  
30 
31 If an EDG has a dedicated battery independent of the station's normal DC distribution system, 
32 the dedicated battery is included in the EDG system boundary.  
33 
34 If the EDG day tank is not sufficient to meet the EDG mission time, the, fuel transfer function 
35 should be modeled in the PRA. However, the fuel transfer pumps are not considered to be an 
36 active component in the EDG system because they are considered to be a support system.  
37 
38 
39 
40 BWR High Pressure Injection- Systems 

41 (High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coolant 
42 Injection) 
43

12
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1 Scope 

2 These systems function at high pressure to maintain reactor coolant' inventory and toremove 
3 decay heat following a small-break Loss of Coolant Accident (LOCA) event or a loss of main 
4 feedwater event.  
5 
6 The function monitored for the indicator is the ability of the monitored systemrto take'suction 
7 from the suppression pool (and from the condensate storage tank, if credited in the plant's 
8 accident analysis) and inject -into the reactor vessel.  
9 

10 Plants should monitor either the high-pressure coolant injection (HPCI), the high-pressure core 
11 spray (HPCS), or the feedwater coolant injection (FWCI) system, whichever is installed. The 
12 I turbine and -governor (or motor-driven FWCI pumps), and associated piping and valves for 
13 turbine steam supply and exhaust are within the scope of these systems. Valves in the feedwater 
14 line are not considered within the scope of these systems The emergency generator dedicated to 
15 providing AC power to the high-pressure core spray system is included in the scope of the 
16 HPCS. The HPCS system typically includes a "water leg" pump to prevent water hammer in the 
17 HPCS piping to the reactor vessel. The "water leg" pump and valves in the "water leg" pump 
18 flow path are ancillary components and are not included in the scope of the HPCS system.  
19 Unavailability is not included while critical bt--if the system is bele is below steam pressure 
20 specified in technical specifications at which the system can be operated.  
21 
22 Train Determination 

23 The HPCI and HPCS systems are considered single-train systems. The booster pump and other 

24 small pumps are ancillary components not used in determining the number of trains. The effect 

25 of these pumps on system performance is included in the system indicator to the extent their 
26 failure detracts from the ability of the system to perform its risk-significant function. For the 

27 FWCI system, the number of trains is determined by the number of feedwater pumps. The 
28 number of condensate and feedwater booster pumps are not used to determine the number of 
29 trains 
30 
31 BWR Heat Removal Systems 
32 (Reactor Core Isolation Cooling or check:Isolation Condenser) 
33 
34 Scope 

35 This system functions at high pressure to remove decay heat following a loss of main feedwater 
36 event. The RCIC system also functions to maintain reactor coolant inventory following a very 

37 small LOCA event.  
38 
39 The function monitored for the indicator is the ability of the RCIC system to cool the reactor 
40 vessel core and provide makeup water by taking a suction from either the condensate storage 
41 tank or the suppression pool and injecting at rated pressure and flow into the reactor Vessel.  
42 
43 The Reactor Core Isolation Cooling (RCIC) system turbine, governor, and associated piping and 

44 valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the

13



I DRAFT NEI 99-02 MSPI 8/19/20028/912002

1 feedwater line are not considered within the scope of the RCIC system. The Isolation Condenser 
2 and inlet valves are within the scope of Isolation Condenser system. Unavailability is not 
3 included while critical but-if the system is below steam pressure specified in technical 
4 specifications at which the system can be operated.  
5 
6 
7 Train Determination 

8 The RCIC system is co'nsideied a single-train system. The condensate and vacuum pumps are 
9 ancillary components not used in determining the number of trains. The effect of these pumps on 

10 RCIC performance is included in the system indicator to the extent that a component failure 
11 results in an inability of the system to perform its risk significant function.  
12 

13 BWR Residual Heat Removal Systems 

14 Scone 

15 I The functions monitored for the BWR residual heat removal (RHR) system is-are the ability of 
16 the RHR system to remove heat from the suppression pool, provide low pressure coolant 
17 I injection, and provide post-accident decay heat removal.shutdew eeelir, g.. The pumps, heat 
18 exchangers, and associated piping and valves for those functions are included in the scope of the 
19 RHR system.  
20 
21 Train Determination 

22 The number of trains in the RHR system is determined by the number of parallel RHR heat 
23 exchangers.  
24 
25 
26 
27 PWR High Pressure Safety Injection Systems 

28 Scope 

29 These systems are used primarily to maintain reactor coolant inventory at high pressures 
30 following a loss of reactor coolant. HPSI system operation following a small-break LOCA 
31 involves transferring an initial supply of water from the refueling water storage tank (RWST) to 
32 cold leg piping of the reactor coolant system. Once the RWST inventory is depleted, 
33 recirculation of water from the reactor building emergency sump is required. The function 
34 monitored for HPSI is the ability of a HPSI train to take a suction from the primary water source 
35 (typically, a borated water tank), or from the containment emergency sump, and inject into the 
36 reactor coolant system at rated flow and pressure.  
37 
38 The scope includes the pumps and associated piping and valves from both the refueling water 
39 storage tank and from the containment sump to the pumps, and from the pumps into the reactor 
40 coolant system piping. For plants where the high-pressure injection pump takes suction from the

14
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1 residual heat removal pumps, the residual heat removal pump discharge header isolation valve to 
2 the HPSI pump suction is included in the scope of HPSI system. Some components may be 
3 included in the scope of more than one train. For example, cold-leg injection lines may be fed 
4 from a common header that is supplied by both HPSI trains. In these cases, the effects of testing 
5 or component failures in an injection line should be reported in both trains.  
6 
7 Train Determination 
8 
9 In general, the number of HPSI system trains is defined by the number of high head injection 

10 paths that provide cold-leg and/or hot-leg injection capability, as applicable.  
11 
12 For Babcock and Wilcox (B&W) reactors, the design features centrifugal pumps used for high 
13 pressure injection (about 2,500 psig) and no hot-leg injection path. Recirculation from the 
14 containment sump requires operation of pumps. in the residual heat removal system. They are 
15 typically a two-train system, with an installed spare pump (depending on plant-specific design) 
16 that can be aligned to either train.  
17 
18 For two-loop Westinghouse plants, the pumps operate at a lower pressure (about 1600 psig) and 
19 there may be a hot-leg injection path in addition to a cold-leg injection path (both are included as 
20 a part of the train).  
21 
22 For Combustion Engineering (CE) plants, the design features three centrifugal pumps that 
23 operate at intermediate pressure (about 1300 psig) and provide flow to two cold-leg injection 
24 paths or two hot-leg injection paths. In most designs, the HPSI pumps take suction direcily from 
25 the containment sump for recirculation. In these cases, the sump suction valves are included 
26 within the'scope of the HPSI system. This is a two-train system (two trains of combined cold-leg 
27 and hot-leg injection capability). One of the three pumps is'typically an installed spitre that can 
28 be aligned to either train or only to one of the trains (depending on plant-specific design).  
29 
30 For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at 
31 high pressure (about 2500 psig), a cold-leg injection path through the BIT (with two trains of 
32 redundant valves), an alternate cold-leg injection path, and two hot-leg injection paths. One of 
33 the pump s is considered an installed spare. Recirculation is provided by taking suction from the 
34 RHR pump discharges. A train- consists of a pump, the*pump suction xalves and boron injection 
35 tank (BIT) injection-line valves electrically associated with the'pump, and the associated hot-leg 
36 injection path. Theý alternate cold-leg injection 'path is'recjuireld for recirculati6n, and should be 
37 included in the train with which its isolation '¢alve is electrically associated. This represents a 
38 two-train HPSI system.  
39 
40 For Four-loop Westinghouse plants, the design-features two centrifugal pumps that operate at 
41 high pressure (about 2500 psig), two centrifugal pumps that operate at an intermediate pressure 
42 (about 1600 psig), a BIT injection path (with two trains of injection valves), a cold-leg safety 
43 injection path, and two hot-leg injection paths. Recirculation is provided by taking suction from 
44 the RHR pump discharges. Each of two high pressuie trains is comprised of a high pressure 
45 centrifugal pump, the pump suction valves and BIT valves that are electrically associated with 
46 the pump. Each of two intermediate pressure trains is comprised of the safety injection pump, the

15I
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1 suction valves and the hot-leg injection valves electrically associated with the pump. The cold
2 leg safety injection path can be fed with either safety injection pump, thus it should be associated 
3 with both intermediate pressure -trains. This HPSI system is considered a four-train system for 
4 monitoring purposes.  
5 
6 
7 
8 PWR Auxiliary Feedwater Systems 
9 Scope 

10 The AFW system provides decay heat removal via the steam generators to cool down and 
11 depressurize the reactor coolant system following a reactor trip. The AFW system is assumed to 
12 be required for an extended period of op'eration during which the initial'supply of water from the 
13 condensate storage tank is depleted and water' from an alternative water source (e.g., the service 
14 water system) is required. Therefore components in the flow paths from both of these water 
15 sources are included; howe ver, the alternative water source (e.g., service water system) is not 
16 included.  
17 
18 The function monitored for the indicator is the ability of the AFW system to take a suction from 
19 the primary water source (typically, the condensate storage tank) or, if required, from an 
20 emergency source (typically, a lake or river via the service water system) and inject into at least 
21 one steam generator at rated flow and pressure.  
22 
23 The scope of the auxiliary feedwater (AFW) or emergency feedwatei (EFW) systems includes 
24 the pumps and the components in the flow pathIs from the condensate storage tank and, if 
25 required, the valve(s) that connect thi alternative water source to the auxiliary feedwater system.  
26 Startup feedwater pumps are not included in the scope of this indicator.  
27 
28 Train Determination 

29 The number of trains is determined primarily by the number of parallel pumps. For example, a 
30 systemfwith three pumps is defined as a three-train system, whether it feeds two, three, or four 
31 injection lines, and regardless of the flow capacity of the pumps. Some -components may be 
32 included in the scope of more than one train. For example, one set of flow regulating valves and 
33 isolation valves in a three-pump, two-steam generator system are included in the motor-driven 
34 pump train with which they are electrically associated, but they are also included (along with the 
35 redundant set of valves) in the turbine-driven pump train. In these instances, the effects of testing 
36 or failure of the valves should be reported in both affected trains. Similarly, when two trains 
37 provide flow to a common header, the effect of isolation or flow regulating valve failures in 
38 paths connected to the header should be considered in both trains.  
39

16
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1 PWR Residual Heat Removal System 
2 Scope 

3 The functions monitored for the PWR residual heat removal (RHR) system are those that are 
4 required to be available when the reactor is critical. These typically include the 16w-pressure 
5 injection function (if risk-significant) and tlhe post-accident recirculation mode used to cool and 
6 recirculate water from the containment sump following depletion of RWST inventory to satisf 
7 provide the-post-accident mission-timesdecay heat removal. T-hese4imes-afe-defined-as-reaehing 
8 a stable plant condition where nor-mal shutdown cooling is sufficient Typical mnission timces are 
9 21 hours However, other intervals as justified by analyses and modeled -in the PRA may ,b 

10 used--.The pumps, heat exchangers, and associated piping and valves for those functions are 
11 included in the scope of the RHR iystem. Containment spray function should be included if it is 
12 identified in the PRA as a risk-significant post accident decay heat removal fun•tion: 
13 Containment spray systems that only provide containment pressure control are not included.  
14 
15 
16 
17 Train Determination 

18 The number of trains in the RHR system is determined by the number of parallel RHR heat 
19 exchangers. Some components are used to provide more than one function of R-R. If a 
20 component cannot perform as designed, rendering its associated train incapable of meeting one 
21 of the risk-significant functions, then the train is considered to be failed. Unavailable hours 
22 would be reported as a result of the component failure.  

23 Cooling Water Support System 
24 Scope 
25 The function of the cooling water support system is to provide for direct cooling of the 
26 components in the other monitored systems It does not include indirect cooling provided by 
27 room coolers or other HVAC features.  
28 
29 Systems that provide this function typically include service water and component cooling water 
30 or their cooling water equivalents. Pumps, valves, heat exchangers and line segments that are 
31 necessary to provide cooling to the other monitored systems are included in the system scope up 
32 to, but not including, the last valve that connects the cooling water support system to the other 
33 monitored systems. This last valve is included in the other monitored system boundary.  
34 
35 Valves in the cooling water support system that must close to ensure sufficient cooling to the 
36 other monitored system components to meet risk significant functions are included in the system 
37 boundary.  
38 
39 
40 
41 Train Determination 
42 The number of trains in the Cooling Water Support System will vary considerably from plant to 
43 plant. The way these functions are modeled in the plant-specific PRA will determine a logical

17
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1 approach for train determination. For example, if the PRA modeled separate pump and line 
2 segments, then the number of pumps and line segments would be the number of trains.  
3 
4 Clarifyin•i Notes 
5 Service water pump strainers and traveling screens are not considered to be active components 
6 and are therefore not part of URI., However, clogging of strainers and screens due to expected or 
7 routinely predictable environment l conditions that render the' train' unavailable to perform its 
8 1 risk significant cooling function (which includes the risk-significant mission times)are included 
9 in UAL.  

10 
11 Unpredictable extreme environmental conditions that render the train unavailable to perform its 
12 risk significant cooling function should be addressed through the FAQ process to determine if 
13 resulting unavailability should be included in UAI.  
14

18
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1 2--2----MITI TtYMS-GORNERS-TONF.  

2 The objective of this corncrstenc is to monitor the availability, reliability, and capability oe 
3 sy~rs-ten hat-*iitigate-the-effee-s-ef-i-niti~aing-everts-nt•-s,-revent--c- ee-dmage.--4ce•ee-ede 

4 the likelihood of reactior acidents by maintainis r thec availability and reliability of mitigatin 
5 systems. Mitigating systemns include those systems asseciated with safety injection, decay heat 
6 r-emeval-,-and-t-heir-suppert-systemsý-suc-h-as-eme Ieneac-powe.---T-his-cemer-estone-i-ncludes 
7 mitigating systems that rcspond to both operating and shutdewn events
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20

Scme aspects of ffiitigating system pcrformanee cafnnotbe adequatelyfrefledtcd or- arc 
specifically excluded fromf the pcrformance indicator-s in this cornerstone. These aspects include 
perfarmanee-f-Psturs ystms,-am-e- net-(S S4s)-spec-i-fialy-exc4uded-frem-the 
performance indicators, the cffcct of common cause failure, and the performance of ccrtain plant 
spccific systems. These aspects of liccnsce pcrfonnanec will be addressed through the NRC 
inspectio--pregrai.  
There arc two sets of indiEators in this cornerstone: 

"* Mitigating System Performance indc 
"* Safety System Functional Failures 

MrTIGATING SYSTEM PERFORMANCE INDEX

21 Purpose 

22 The purpose of the mitigating system performance index is to monitor the risk impact of changes 
23 in-performance of selected systems based on their ability to perform risk-significant functions as 
24 defined here-in.- It is comprised of two elements - system unavailability and system.  
25 unreliability.. F 'snl dema. d fa...ilures and accu.mulated unavailability;, The iidex is used to 
26 determine the significance of performance issuesfor single demand failures and accumulated 
27 unavailability.?. Due to the limitations of the index, the following conditions will rely upon the 
28 inspection process for ev-!a tingdeteimining the'significance of-performance issues: 
29 
30 1. Multiple concurrent failures of components within a monitorcd system 
31 2. Common cause failures 
32 3. Conditions not capable of being discovered during normal surveillance tests 
33 4. Failures of non-active components 
34 
35 Indicator Definition 

36 Mitigating System Performance Index (MSPI) is the sum of changes in a simplified core damage 
37 frequency evaluation resulting'from changes in unavailability and unreliability relative to 
38 baseline values.  
39 
40 1 Train Uunavailability is the ratio of the hours the train/system was unavailable to perform its 
41 risk-significant functions due to planned and unplanned maintenance or test on active and non
42 active components during the previous 12 quarters while critical to the number of critical hours

1
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1 during the previous 12 quarters. (Fault exposure hours are not included; unavailable hours are 
2 counted only for the time required to recover the train's risk-significant functions.) 
3 
4 I T-ain-*Unreliability is the probability that the t-ain-system would not perform its risk-significant 
5 functions when called upon during the previous 12 quarters.  
6 
7 Baseline values are the values for unavailability and unreliability against which current changes 
8 in unavailability and unreliability are measured. See Appendix F for further details.  
9 

10 The MSPI is calculated separately for, each of the following five systems for each reactor type.  
11 
12 BWRs 
13 a emergency AC power system 
14 e high pressure injection systems (high pressure coolant injection, high pressure core spray, or 
15 feedwater coolant injection) 
16 * heat removal systems (reactor core isolation cooling) 
17 e residual heat removal system (or their equivalent function as described in the Additional 
18 Guidance for Specific Systems section.) 
19 e cooling water support system (includes risk significant direct cooling functions provided by 
20 service water and component cooling water or their cooling water equivalents for the above 
21 four monitored systems) 
22 
23 PWRs 
24 * emergency AC power system 
25 • high pressure safety injection' system 
26 * auxiliary feedwater system 
27 * residual heat removal system (or their equivalent function as described in the Additional 
28 Guidance for Specific Systems section.) 
29 e cooling water support system (includes risk significant diiect cooling functions provided by 
30 service water and component cooling water or their cooling water equivalents for the above 
31 four monitored systems) 
32 
33 Data Reporting Elements 

34 The following data elements are reported for each system 
35 
36 e Unavailability Index (UAI) due to unavailability for each monitored system 
37 * Unreliability Index (URI) due to unreliability for each monitored system 
38 
39 During the pilot, the additional data elements necessary to calculate UAI and URI will be 
40 reported monthly for each system on an Excel spreadsheet. See Appendix F.  
41 
42

2
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1 Calculation 

2 The MSPI for each system is the sum of the UAI due to unavailability for the system plus URI 
3 due to unreliability for the system during the previous twelve quarters.  
4 
5 MSPI = UAI + URI.  
6 
7 See Appendix F for the calculational methodology for UAI due to system unavailability and URI 
8 due to system unreliability.  
9 

10 Definition of Terms 

11 A train consists of a group of components that together provide the risk significant functions of 
12 the system as explained in the additional guidance for specific mitigating systems Fulfilling the 
13 risk-significant function' of the system' may require one or more trains of a system to operate 
14 simultaneously. The numberi of trains in a system is generally determined as follows: 
15 
16 e for systems that provide* cooling of fluids, the nrumber of trains is determined by the number 
17 of parallel heat exchangers, or the number of parallel pumps, or the minimum number of 
18 parallel flow paths, whichever is fewer.  
19 
20 e for emergency AC power systems the number of trains is the number of class 1E emergency 
21 (diesel, gas turbine, or hydroelectric) generators at the station that are installed to power 
22 shutdown loads in the event of a loss of off-site power. (This does not include the diesel 
23 generator dedicated to the BWR HPCS system, which is included in the scope of the HPCS 
24 system) 
25 
26 Risk Significant Functions: those at power functions of risk-significant SSCs a's modeled'in the 
27 plant-specific PRA. Risk metrics for identifying risk-significant functions are: 
28 
29 Risk Achievement Worth > 2.0, or 
30 Risk Reduction Worth >10.005 (Fussell-Vesely>O.005), or 
31 The risk significant functions that appear in the PRA cutsets that account for the top 90% 
32 of core damage ftequen .Of...or.. damage ft.quency ac un.. fo..  
33 

-'

34 Risk-Significant Mission Times: The mission time modeled in the PRA for satisfying the risk
35 significant function of reaching a stable plant condition where normal shutdown cooling is 
36 sufficient. Note that PRA models typically analyze an event for 24 hours, which may exceed the 
37 time needed for the risk-significantfunctio'n captured in Mhe MSPI. However, other intervals a's 
38 justified by analyses and modeled in the PRA may be used.  
39 
40 Success criteria are the plant specific values of parameters the train/system is required to achieve 
41 to perform its risk-significant function. Default values of thos'e parameters are the plant's design
42 bases values unless other values are modeled in the PRA.  
43

3
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1 Clarifyinz Notes 

2 Documentation 
3 
4 Each licensee will have the system boundaries, active components, risk-significant functions and 
5 success criteria readily available for NRC inspection on site. Additionally, plant-specific 
6 information used in Appendix F should also b6 readily available for inspection.  
7 
8 Success Criteria 
9 

10 The success critcria arc based en trainsystem mission times, not on eomponent mission tim~es.  
11 Individual component capability must be evaluated against train/system level success criteria 
12 (e.g., a valve stroke time may exceed an ASME requirement, but if the valve still strokes in time 

13 to meet the PRA success criteria for the train/system, the component has not failedfor the 
14 purposes of this indicator because the risk-significant train/system function is still satisfied).  
15 Important plant specific performance factors that can be used to identify the required capability 
16 of the train/system to meet the risk-significant functions include, but are not limited to: 
17 e Actuation 
18 o Time 
19 o Auto/manual 
20 o Multiple or sequential 
21 • Success requirements 
22 o Numbers of components or trains 
23 o Flows 
24 o Pressures 
25 o Heat exchange rates 
26 o Temperatures 
27 o Tank water level 
28 * Other mission requirements 
29 o Run time 
30 o State/configuration changes during mission 
31 e Accident environment from internal events 
32 o Pressure, temperature, humidity 
33 * Operational factors 
34 o Procedures 
35 o Human actions 
36 o Training 
37 o Available externalities (e.g., power supplies, special equipment, etc.) 
38 
39 
40 
41 System/Component Interface Boundaries 
42 
43 For active components that are supported by other components from both monitored and 
44 unmonitored systems, the following general rules apply: 
45

4I
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1 For control and motive power, only the last relay, breaker or contactor necessary to 
2 power or control the component-is included in the active component boundary. For 
3 example, if an ESFAS signal actuates a MOV, only the relay that receives the ESFAS 
4 signal in the control circuitry for the MOV is in the MOV boundary. No other portions 
5 of the ESFAS are included.  
6 
7 , For water connections from systems that provide cooling water to an active component, 
8 only the final active connecting valve is included in the boundary. For example, for 
9 service water that provides cobling'to support an AFWýpump, only the final active valve 

10 in the service water system that 'supplies the cooling water to the AFW system is 
11 included in the AFW system scope. Thii same valve is not included in the cooling water 
12 support system scope.  
13 
14 Water Sources and Inventory 
15 
16 Water tanks are not considered to be active components. As such, they do not contribute to URI.  
17 However, periods-ofinsufficieht water inventory'contribute to UAI if they result in loss of the 
18 risk-significanrt train function for the required mission time. Water inventory can include 
19 operator recovery actions for water make-up provided the actions can be taken in time to meet 
20 the mission times and are modeled in the PRA. If alternate-additional water sources are required 
21 to prvid.e m.ake up. to satisfy train mission times, only the connecting active valve from the 
22 alte.nate sy-stemadditional water source is considered as an active component for calculating 
23 URI. If there are valves in the primary water source that mnist change state to permit use of the 
24 additional water source, these valves are considered active and should be included in URifor 
25 the system.  
26 
27 Monitored Systems 
28 
29 Systems have been generically selected for this indicator based on their impo-tance in preventing 
30 reactor core damage. The systems include the pi-incipal sysItems needed for maintaining reactor 
31 coolant inventory following a loss of coolant accident, for decay heat removal following a 
32 reactor trip or loss of main feedwater' and for providing emergency AC power following a loss 
33 of plant off-site power. One risk-significant suplort function (cooling water support system) is 
34 also monitored. The cooling water support system monitors the risk significant cooiing functions 
35 provided by service water and component cooling water, or their direct cooling water 
36 equivalents, for the four front-line monitored systems. No'support systems are to be cascaded 
37 onto the monitored systems, e.g., HVAC room 66olers, DC power, instrument air, etc.  
38 
39 Diverse Systems , _ 
40 
41 Except as specifically stated in the indicator definition and reporting guidance, no credit is given 
42 for the achievement of a risk-significant function by an unmonitored system in determining 
43 unavailability or unreliability of the monitored systems.  
44 
45 Common Components 
46 .

5
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1 Some components in a system may be common to more than one train or system, in which case 
2 1 the unavailability/unreliability of a common component is included in all affected trains or 
3 systems.  
4 
5 Short Duration Unavailability 
6
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46

6

Trains are generally considered to be available during periodic system or equipment 
realignments to swap 6omponents or flow paths as part of noimal'operations. Evolutions or 
surveillance tests that result in less than 15 minutes of unavailable hours pe" train at a time need 
not be counted as unavailable hours. Lice'nsee's should compile a list of surveillances/evolutions 
that meet this criterion and' have it available for inspector'review. In addition, equipment 
misalignment or mispositioning which is corrected in less than 15 minutes need not be counted 
as unavailable hours. The intent is to minimize unnecessary burden of data collection, 
documentation, and verification because these short durations have insignifficant risk impact.  

If a licensee is required'to'take' a component out of service for evaluatibn and corrective actions 
for greater than 15 minutes (for exampie, related to a Part 21 Notification); the unavailable hours 
must be included.

-r'UMrI'r1t-v¶-rýx-uTwx=-Ftn T ¶rx

if a degraded eondition resuls;ýA; kiA the fa-iluffre to mect an establ-ishedA ýsuccess cr-iter-ion, unavailable 
hour-s must bhinlue for- thc time r-ýqui4rcd in recover- the train's risk'giiý n funetieii). If 
an activc eemp enent, as defined in Appnendi F, i. d-rdd~h~ it.dno m-eet its risk 
significant ffinctien, a demand and a demand fanilurfe are also counted. if subsequent anal~'sis 
identifies additional mnar-gin for the succcss cr-iter-ion, futur-e unavailable hours for- degradcd 
conditiens may be determined based en the new, enr-ie-on. How~ever-, unavailability miust be 
ba-sed.n-he.-suc-cess-iiteria-of-r-eeoreat-timehe-degfýed-e nditio -is-discvered--4fthe 
degraded conditien is ýnei a;dffd~r-ýý-Sed by any of the pre defined suee~si criteria; an engineering 
evaluation to det 'ermine ih6 impact ef thý degr-adcd eonditi6n oh the risk significant fiunction(sj>ý sheuld-be-eompl~et e d edeument-ed.-T-he-us•,-f-•ompofient--faiture-aal ~is • -ei-aly-s •,' 

event invcsiatos is aceptable. Engineer-tag judgment may b'e u'sed in conjunction wt 
anial~ti6a! teechniei-ues to determine the! ifnp"t of t4e degrad~d conditi~i'on the risk signifi~cant 

completcd in time to support sub missioeni'6f thce P! r~epot for the current quarter, the eemment.  
fieldshalb-note-that-rne-evaln•tin- Th-•,e -atuat-on--e-be mpleted4n4im-o' 
aceur-atcly accou1-1n~t for- unavailability/unreliability ih the net quaeje r~ot Exceptions to this 
guidancc arc expccted to be rare and will be tretdo aeb ae basis. Lcn eeshuld 

identify-these-siuatiefs-t-the-residentinspecteor

Failures on Demand 

Failures of active compenents (see Appendix F) eo~demnand, either actual or: test, while Critical, aft-i-n-u d~ed-i-n-unret-iabilit-y.y-F-aitures-o n-demanid-w,4ile-ii on-c-ri-tic-a-mst-sýevalu-ate4o 

determine if the failure would have resulted in the train not being able to pe~onn its risk 
significant at power functions, and must therefore be inceluded in unreliability. Unavailable hours
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8 
9 

10 
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16 
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18 
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21 
22 
23 
24 
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28 
29 
30 
31 
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33 
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35 
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42 
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are included enly for the tmrqurd to rccovcr the train's risk significant functiefs and only 
when the rcacter is cr-itical. , .  

Normal-suvei6lance-tests-ae-these4ests-hat-are-pefeffned-at-afrequeneyf-a-reling-eye4•e-r
morfe frequently. Discovered conditions that 'render- ant activc component ineapable of per-formfing 
its risk significant functiens are included in unreliability as a demand and a failuire (unes 
cef~ccted in less than 15 mninutes) Unavailable hours afe eountcd only for- the tifnc required to 
recover the train's risk significant funetiens and only when the reactor is er-itical The ROP 
inspe-tie-fl•Oeess-wo-ld-beUAee-detemine4he-signific-an-ef-disvefed-c-ditionst hat 
rendered a tfain incapable of perffofing its risk significant fnfinctio, but. were net aciv 
component conditions (for example, a shut mnanual suction valve.-I 

Demand failu.. s or discovered cnditions that are not ep-ble being ... 1ver..d during . .a 
sur-'eiltanceetosts 

These failures or- condition Mrsuly of longer exposure time. Sincse thesee fail4urse imodes have 
no-been4ested-en-a-reguar--basis-,it-ispprifoptiate- 4ude4hehe-pe•for-mafl-e4flde* 
statistics. These failur-6 or- ccnditions afc subject to evaluation tillough the inspection process.  
Examples of this type are failures due to pr-essure loeldn&'her-mal binding of isolation valves, 
blec-k-'ages-ifri-ines-ne•uta&ty4ested,--er-inadequfate-omponent ngstings-undeFeekieft 
conditions (not under- normal test conditions). While not included in the efalculation of the index-, 

Treatment ofDemand/Run Failures and Degraded Conditions 

1. Treatment of Demand and Run Failures 
Failures of active components (see Appendix F) on demand or failures to run, either 
actual or test, while critical, are included in unreliability. Failures on demand or 
failures to run with the reactor shutdownwhike-4o-eifieal must be evaluated to 
determine if the failure would have resulted in the train not bein*g able to perform its risk
significant at power functions, and must therefore be included in unreliability.  
Unavailable hours are included only for the time required to recover the train's risk
significant functions and only when the reactor is critical.  

2. Treatment ofDegraded Conditions 

"a) Capable of Being Discovered By Normal Surveillance Tests.  
'Normal surveillance tests are those tests that are performed at afrequency of a 
refueling cycle or more frequently.' 

Degraded conditions, where no actual demand existed, that render an active 
component incapable ofperforming its risk-significant functions are included in 
unreliability as a demand and afailure. The appropriate failure mode must be 
accounted for. For example, for valves, a demand and a demandfailure would be 
assumed and included in URI. For pumps and diesels, if the degraded condition
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1 would have prevented a successful start demand, a demand and afailure is, 
2 included in URI, but there would be no run time hours or run failures. If it was 
3 determined that the pump/diesel would start and load run, but would fail 
4 sometime durng the 24 hour run test or its surveillance test equivalentb*..-ne..r-*:* 
5 fier the risk-s;igo ant mission t6im, the evaluatedfailure time would be included 
6 in run hours and a run failure would be assumed. A start demand and start 
7 failtre would not be included Unavailable hours are included for the time 
8 required to recover the risk-significantffunction(s).  
9 

10 Degraded conditions, or actual unavailability due to mispositioning of non-active 
11 components that render a train incapable ofperforming its risk-significant 
12 functions are only inchided in unavailability for the time required to recover the 
13 risk-significant function(s).  
14 
15 Loss of risk significantfunction(s) is assumed to have occurred if the established 
16 success criteria has not been met. If subsequent analysis identifies additional 
17 margin for the success criterion, future impacts on URI or UAIfor degraded 
18 conditions may be determined based on the new criterion. However, URI and 
19 UAI must be based on the success criteria of record at the time the degraded 
20 condition is discovered If the degraded condition is not addressed by any of the 
21 pre-defined success criteria, an engineering evaluation to determine the impact of 
22 the degraded condition on the risk-significant function(s) should be completed 
23 and documented" The use of component failure analysis, circuit analysis, or event 
24 investigations is acceptable. Engineering judgment may be used in conjunction 
25 with analytical techniques to determine the impact of the degraded condition on 
26 the risk-significant function. The engineering evaluation should be completed as 
27 soon as practicable. If it cannot be completed in time to support submission of 
28 the PI repoit for the current quarter, the comment field shall note that an 
29 evaluation is pending. The evaluation must be completed in time to accurately 
30 account for unavailability/unreliability in the next quarterly report. Exceptions to 
31 this guidance are expected to be rare and will be treated on a case-by-case basis.  
32 Licensees should identify these situations to the resident inspector.  
33 
34 b) Not Capable of Being Discovered by Normal Surveillance Tests 

35 These failures or conditions are usually of longer exposure time. Since these 
36 failure modes have not been tested on a regular basis, it is inappropriate to 
37 include them in the performance index statistics. These failures or conditions are 
38 subject to evaluation through the inspection process. Examples of this type are 
39 failures due to pressure locking/thermal binding of isolation valves, blockages in 
40 lines not regularly tested, or inadequate component sizing/settings under accident 
41 conditions (not under normal test conditions). While not inclnded in the 
42 calculation of the index, they should be reported in the comment field of the PI 
43 data submittal.  
44 
45

8
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1 Credit for Operator Recovery Actions to Restore the Risk-Significant Function 
2 .  

3 1. During testing or operational alignment: 
4 Unavailability of a risk-significant function during testing or operational alignment need not 
5 be included if the test configuration is automatically overridden by a valid starting signal, or 
6 the function can be promptly restored in-4ime-to-meet-the-PRA-fisk-sueeess-efiter-i-either by 
7 an operator in the control room or by a designated operator' stationed locally, for that 
8 purpose. Restoration actions must be contained in a written procedure2, must be 
9 uncomplicated (a single action or afew simple actions), must be capable of being restored in 

10 time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a 
11 designated local operator can be taken only if (s)he is positioned at the proper location 
12 throughout the duration of the test for the purpose of restoration of the train should a valid 
13 demand occur. The intent of this paragraph is to allow licensees to take credit for restoration 
14 actions that are virtually certain to be successful (i.e.; probability nearly equal to 1) during 
15 accident conditions.  
16 
17 The individual performing the restoration function can be the person conducting the test and 
18 must be in communication with the control room. Credit can also be taken for an operator in 
19 the main control room provided (s)he is in close proximity to restore the equipment when 
20 needed. Normal staffing for the test may satisfy the requirement for a dedicated operator, 
21 depending on work assignments. In all cases, the staffing must be considered in advance and 
22 an operator identified to perform the restoration actions independent of other control room 
23 actions that may be required.  
24 
25 Under stressful, chaotic conditions, otherwise simple multiple actions may not be 
26 accomplished with the virtual certainty called for by the guidance (e.g., lifting test leads and 
27 landing wires; or clearing tags). In addition, some manual operations of systems designed to 
28 operate automatically, such as manually controlling HPCI turbine to establish and control 
29 injection flow, are not virtually certain to be successful. These situations should be resolved 
30 on a case-by-case basis through the FAQ process.  
31 
32 2. During Maintenance , 
33 Unavailability of a risk-significant function during maintenance need not be included if the 
34 risk-significant function can be promptly restored in time to meet the PRA ue .cc, .r.iter.ia 
35 either by an operator in the control room or by a designated operator3 stationed'locally for 
36 that purpose. Restoration actions must be contained in a written procedure4, must be 
37 uncomplicated (a single action or afew simple actions), must be capable of being restored in 

I Operator in this circumstance refers to any plant personnel qualified and designated to perform 

the restoration function. 

2 Including restoration steps in an approved test procedure.  

3 Operator in this circumstance refers to any plant personnel qualified and designated to perform the 

restoration function.  

Including restoration steps in an approved test procedure.

9
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1 I time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a 
2 designated local operator can be taken only if (s)he is positioned at a proper location 
3 throughout the duration of the maintenance activity for the purpose of restoration of the train 
4 should a valid demand occur. The intent of this paragraph is to allow licensees to take credit 
5 for restoration of risk-significant functions that are virtually certain to be successful (i.e., 
6 probability nearly equal to 1).' The individual performing the restoration function can be the 
7 person performing the maintenance and must be in communication with the control room 
8 Credit can also be taken for an operator iif the main control room provided (s)he is in close 
9 proximity to restore the equipment when needed. Under stressful chaotic conditions 

10 otherwise simple multiple "actions may not be accomplished with the virtual certainty called 
11 for by the guidance (e.g.; lifting test leads and landing wires, or clearing tags). These 
12 situations should be resolved on a case-by-case basis through the FAQ process.  
1 3 ... .. .  
14 3. Satisfying PRA success criteriaRi-sk-Signifant-Mission-T4mes 
15 Risk significant operator actions to satisfy pre-determined train/system risk-significant 
16 mission times can only be credited if they are modeled in the PRA.  
17 
18 Swing trains and components shared between units 
19 
20 Swing trains/components are trains/comrponents that can be aligned to any unit. To be credited 
21 as such, their swing capability should be modeled in the PRA to provide an appropriate Fussell
22 Vessely value.  
23 
24 Unit Cross Tie Capability 
25 
26 Components that cross tie monitored systems between units should be considered active 
27 components if they are modeled in the PRA and meet the active component criteria in Appendix 
28 F. Such active components are counted in each unit's performance indicators.  
29 
30 Maintenance Trains and Installed Spares 
31 
32 Some power plants have systems with extra trains to allow preventive maintenance to be carried 
33 out with the unit at power without impacting the risk-signific'ant function of the system. That is, 
34 one of the remaining trains may fail, but the system can still'perform its risk significant function.  
35 To be a maintenance train, a traini must not be needed to peifform the system's risk significant 
36 function.  
37 
38 An "installed spare" is a component (or set of components) that is used as a replacement for other 
39 equipment to allow for the removal of equipment from service for preventive or corrective 
40 maintenance without impacting the risk-significant function of the system. To be an "installed 
41 spare," a component must not be needed for the system to perform the risk significant function.  
42 
43 
44 For unreliability, spare active components are included if they are modeled in the PRA.  
45 Unavailability of the spare component/train is only counted in the index if the spare is substituted

10
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1 for a primary train/component. Unavailability is not monitored for a component/train when that 
2 component/train has been replaced by an installed spare or maintenance train 
3 
4 Use of Plant-Specific PRA and SPAR Models 
5 
6 The MSPI is an approximation using some information from a plant's'actual PRA and is 
7 intended as an indicator of system performance. Plant-specific PRAs and SPAR models cannot 
8 be used to question the outcome'of the PIs computed in accordance with this guideline.  
9 

10 Maintenance Rule Performance Monitoring 
11 
12 It is the intent that NUMARC 93-01 be revised to require consistent unavailability and 
13 unreliability data gathering as required by this guideline.  
14 
15 ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS 

16 This guidance provides typical system scopes. Individual plants should apply-include those 
17 systems employed at their plant that are necessary to satisfy the specific risk-significant 
18 functions described below and reflected in their PRAs.  

19 Emergency AC Power Systems 

20 Scope 

21 The function monitored for the emergency AC power system is the ability of the emergency 
22 generators to provide AC power to the class IE buses upon a loss of off-site power while the 
23 reactor is critical, including post-accident conditions. The emergency AC power system is 
24 typically comprised of two or more independent emergency generators that provide AC power to 
25 class lE buses following a loss of off-site power. The emergency generator dedicated to 
26 providing AC power to the high pressure core spray system in BWRs is not within the scope of 
27 emergency AC power.  
28 
29 The electrical circuit breaker(s) that connect(s) an emergency generator to the class IE buses that 
30 are normally served by that emergency generator-are considered to be part of the emergency 
31 generator train.  
32 
33 Emergency generators'that are not safety grade, or that serve a backup role only (e.g., an 
34 alternate AC power source), are not included in the performance'reporting.  
35 
36 Train Determination 

37 The number of emergency AC power system trains for a unit is equal to the number of class IE 
38 emergency generators that are available to power safe-shutdown loads in the event of a loss of 
39 off-site power for that unit. There are three typical configurations for EDGs at a multi-unit 
40 station: 
41 
42 1. EDGs dedicated to only one unit.

11-
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1 2. One or more EDGs are available to "swing" to either unit 
2 3. All EDGs can supply all units 
3 
4 For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to 
5 the unit For configuration 2, the number of trains for a unit is equal to the number of dedicated 
6 EDGs for that unit plus the number of "swing" EDGs available to that unit (i.e., The "swing" 
7 EDGs are included in the train count for each unit). For configuration 3, the number of trains is 
8 equal to the number of EDGs.  
9 

10 Clarifying Notes 

11 The emergency diesel geneirators are not considered'to be available durihg the following portions 
12 of periodic surveillance tests unless recovery from the test configuration' during accident 
13 conditions is virtually certain, as described in "Credit for operator recovery actions during 
14 testing," can be satisfied; or the duration of the condition is less than fifteen nminutes per train at* 
15 one time: 
16 
17 e Load-run testing 
18 e Barring 
19 
20 An EDG is not considered to have failed due to any of the following events: 
21 
22 * spurious operation of a trip that would be bypassed in a loss of offsite power event 
23 a malfunction of equipment that is not required to operate during a loss of offsite power event 
24 (e.g.; circuitry used to synchronize the EDG with off-site power sources) 
25 e failure to start because a redundant portion of the starting system was intentionally disabled 
26 for test purposes, if followed by a successful start with the starting system in its normal 
27 alignment 

28 Air compressors are not part of the EDG boundary. However, air receivers that provide starting 
29 air for the diesel are included in the EDG boundary.  
30 
31 If an EDG has a dedicated battery independent of the station's normal DC distribution system, 
32 the dedicated battery is included in the EDG system boundary.  
33 
34 If the EDG day tank is not sufficient to meet the EDG mission time, the fuel transfer function, 
35 should be modeled in the PRA. However, the fuel transfer pumps are not considered to be an 
36 active component in the EDG system because they are considered to be a support system.  
37 
38 
39 
40 BWR High Pressure Injection Systems 

41 (High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coolant 
42 Injection) 
43

12
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1 Scove 

2 These systems function at high pressure to maintain reactor coolant inventory and to remove 
3 decay heat following a small-break Loss of Coolant Accident (LOCA) event or a loss of main 
4 feedwater event.  
5 
6 The function monitored for the indicator is the ability of the monitored system to take suction
7 from the suppression pool (and from the condensate storage tank, if credited in the plant's 
8 accident analysis) and inject -into the i'eactor vessel.  
9 

10 Plants should monitor either the high-pressure coolant injection (HPCI), the high-pressure core 
11 spray (HPCS), or the feedwater coolant injection-(FWCI) system, whichever is installed. The
12 I turbine and -governor (or motor-driven FWCL pumps), and associated piping and valves for 
13 turbine steam supply and exhaust are within the scope of these systems Valves in the feedwater 
14 line are not considered within the scope of these systems. The emergency generator dedicated to 
15 providing AC power to the high-pressure core spray system is included in the scope of the 
16 HPCS. The HPCS system typically includes a "water leg" pump to prevent water hammer in the 
17 HPCS piping to the reactor vessel. The "water leg" pump and valves in the "water leg" pump 
18 flow path are ancillary components and are not included in the scope of the HPCS, system.  
19 Unavailability is not included while critical bitt-- fthe system'4k-belewis below steam pressure 
20 specified in technical specifications at which the system can be operated., 
21 
22 Train Determination 

23 The HPCI and HPCS systems are considered single-train systems. The booster pump and other 
24 small pumps are ancillary components not used in determining the number of trains The effect 

25 of these pumps on system performance is included in the system indicator to the extent their 
26 failure detracts from the ability of the system to perform its risk-significant function. For the 

27 FWCI system, the number of trains is determined by the number of feedwater pumps. The 
28 number of condensate and feedwater booster pumps are not used to determine the number of 
29 trains. .  
30 
31 BWR Heat Removal Systems 
32 (Reactor Core Isolation Cooling or check:Isolation Condenser) 
33 
34 Scope , r 

35 This system functions at high pressure to remove decay heat following a loss of main feedw'ater 
36 event. The RCIC system also functions to maintain reactor coolant inventory following a very 

37 small LOCA event.  
38 
39 The function monitored for the indicator is the ability of the RCICsystem to cool the reactor 

40 vessel core and provide makeup water by taking a suction from either-the condensate- storage 

41 tank or the suppression pool and injecting at rated pressure and flow into the reactor vessel.  

42 
43 The Reactor Core Isolation Cooling (RCIC) system turbine, governor, and associated piping and 
44 valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the

13
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1 feedwater line are not considered within the scope of the RCIC system. The Isolation Condenser 
2 and inlet valves are within the scope of Isolation Condenser system. Unavailability is not 
3 included while critical but-if the system is below steam pressure specified in technical 
4 specifications at which the system can be operated.  
5 
6 
7 Train Determination 

8 The RCIC system is considered a single-train system. The condensate and vacuum pumps are 
9 ancillary components not used in determining the number of trains. The effect of these pumps on 

10 RCIC performance is included in the system indicator to the extent that a component failure 
11 results in an inability of the system to perform its risk significant function.  
12 

13 BWR Residual Heat Removal Systems 

14 Scope 

15 The functions monitored for the BWR residual heat removal (RHR) system is-are the ability of 
16 the RHR system to remove heat from the suppression pool, provide low pressure coolant 
17 injection, and provide post-accideni decay heat rem-oval hutdown ceoling.. The pumps, heat 
18 exchangers, and associated piping and valves for those functions are included in the scope of the 
19 RHR system.  
20 
21 Train Determination 

22 The number of trains ini the RHR system is determined by the number of parallel RHR heat 
23 exchangers.  
24 
25 
26 
27 PWR High Pressure Safety Injection Systems 

28 Scope 

29 These systems are used primarily to maintain reactor coolant inventory at high pressures 
30 following a loss of reactor coolant. HPSI system operation following a small-break LOCA 
31 involves transferring an initial supply of water from the refueling water storage tank (RWST) to 
32 cold leg piping of the reactor coolant system. Once the RWST inventory is depleted, 
33 recirculation of water from the react6r building emergency sump is required. The function 
34 monitored for HPSI is the ability of a HPSI train to take a suction from the primary water source 
35 (typically, a borated water tank), or from the containment emergency sump, and inject into the 
36 reactor coolant system at rated flow and pressure.  
37 
38 The scope includes the pumps and associated piping and valves from both the refueling water 
39 storage tank and from the containment sump to the pumps, and from the pumps into the reactor 
40 coolant system piping. F6r plants where the high-pressure injection pump takes suction from the

14I
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1 residual heat removal pumps, the residual heat removal pump discharge header isolation valve to 
2 the HPSI pump suction is included in the scope of HPSI system' Some components may be 
3 included in the scope'of more than'one train. For' example, cold'-le injection lines may be fed 
4 from a common header that is supplied by both HPSI trains. In these cases, the effects of testing 
5 or component failures in an injection line should be reported in both trains.  
6 
7 Train Determination 
8 
9 In general, the number of HPSI system trains is defined by the number of high head injection 

10 paths that provide cold-leg and/or hot-leg injection capability, as applicable.  
11 

12 For Babcock arid Wilcox (B&W) reactors, the design featuriescentrifugal pumps used for high 
13 pressure injection (about 2,500 psig) ,and no hot-leg injection path. Recirculation from the 
14 containment sump requires operation of pumps in the residual heat 'removal system. They are 
15 typically a two-train system, with an installed spare pump (depending on plant-specific design) 
16 that can be aligned to either train.  
17 
18 For two-loop Westinghouse plants, the pumps operate at a lower pressure (about 1600 psig) and 
19 there may be a hot-leg injection path in addition'to 'a cold-leg injection path (both are included as 
20 a part of the train).  
21 
22 For Combustion Engineering (CE) plants, the design features three centrifugal pumps that 
23 operate at intermediate pressure (about 1300 psig) and provide flow to two cold-leg injection 
24 paths or two hot-leg injection paths. In most designs, the -PSI pumps take suction directly from 
25 the containment sump for recirculation. In these cases, the'sump suction valves are included 
26 within the-scope of the HPSI system. This is a two-train system (two trains of combined cold-leg 
27 and hot-leg injection capability). One of the three pumps is typically an installed spare that can 
28 be aligned to either train or only to one of the trains (depending on plant-specific design).  
29 
30 For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at 
31 high pressure (about 2500 psig), a cold-leg injection path through'the'BIT (with two trains of 
32 redundant valves), irn alternate cold-leg injection path, and two hot-leg injection paths. One of 
33 the pumps is considered an installed spare. Recirculation is provided by taking suction from the 
34 RHR pump'discharges. A train consists of a pump, th pump suction alves and boron injection 

35 tank (BIT) injection line valves electrically associated with the pump, and the associated hot-leg 
36 injection path. The alternate cold-leg injection'*path is required'for recirculation, and should be 
37 included in the train with which its isolation valve is electrically associated. This represents a 
38 two-train HPSI system.  
39 
40 For Four-loop Westinghouse plants, the design feature's two centrifugal pumps that operate at 
41 high pressure (about 2500 psig), two centrifugal pumps that operate at an intermediate pressure 
42 (about 1600 psig), a BIT injection path (with two trains of injection valves), a cold-leg safety 
43 injection path, and two hot-leg injection paths. Recirculation is provided by taking suction from 
44 the RHR pump discharges. Each of two high pressure trains is comprised of a high pressure 
45 centrifugal pump, the pump suction valves and BIT valves that are electrically associated with 
46 the pump. Each of two intermediate pressure trains is comprised of the safety injection pump, the

15
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1 suction valves and the hot-leg injection valves electrically associated with the pump. The cold
2 leg safety injection path can be fed with either safety injection pump, thus it should be associated 
3 with both intermediate pressure trains. This HPSI system is considered a four-train system for 
4 monitoring purposes.  
5 
6 
7 
8 PWR Auxiliary Feedwater Systems 
9 Scope 

10 The AFW system provides decay heat removal via the steam generators to cool down and 
11 depressurize the reactor, coolant system, following a reactor, trip. The AFW system is assumed to 
12 be required for an extended period of operation during which the initial ýupply of water from the 
13 condensate storage tank is depleted and water from an alternative 'water source (e.g., the service 
14 water system) is required. Therefore components in the flow paths from both of these water 
15 sources are included; however, the alternative water source (e.g., service water system) is not 
16 included.  
17 
18 The function monitored for the indicator is the ability of the AFW system to take a suction from 
19 the primary water source (typically, the condensate storage tank) 'or, if required, from an 
20 emergency source (typically, a lake or river via the service water system) and inject into at least 
21 one steam generator at rated flow and pressure.  
22 
23 The scope of the auxiliary feedwater (AFW) or emergency feedwater (EFW) systems includes 
24 the pumps and the components in the flow paths from the condensate storage tank and, if 
25 required, the valve(s) that connect the alternative water source to the auxiliary feedwater system.  
26 Startup feedwater pumps are not included in the scope of this indicator.  
27 
28 Train Determination 

29 The number of trains is determined primarily by the number of parallel pumps. For example, a 
30 system with three pumps is defined asa thre6-train'system, whether it feeds two, three, or four 
31 injection lines, and regardless of the flow capacity of the pumps. Some components may be 
32 included in the scope of more than one train. For example, one set of flow regulating valves' and 
33 isolation valves in a three-pump, two-steam generator system are included in the motor-driven 
34 pumrp train with whicfh they are electrically associated, but they are also included (along with the 
35 redundant set of valves) in the turbine-driven pump train. In these instances, the effects of testing 
36 or failure of the valves should be reported in both affected trains. Similarly, when two trains 
37 provide flow to a common header, the effect of isolation or flow regulating valve failures in 
38 paths connected to the header should be considered in both trains.  
39

16
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1 PWR Residual Heat Removal System' 
2 Scope -

3 The functions monitored for the PWR residual heat removal (RIHR) system are those that are 
4 required to be available when the reactor is critical. These typically include the low-pressure 
5 injection function (if risk-significant) and the post-accident recirculation mode used to cool and 
6 recirculate water from the containment sump following depletion of RWST inventory to satisf 
7 provide the-post-accident mission4imesdecay heat removal. rThese4imes-.ae-defined-as-reaching 

8 a stable plant condition where normal shutdown cooling is sufflicint. Tyfpical mission times are
9 24 hours. However, ether: intervals as justified by analyses and moedeled in the PRA may be 

10 used-.-The pumps, heat exchangers, and associated piping and valves for those functions are 

11 included in the scope of the RHR system. Containment spray function should be included if it is 

12 identified in the PRA as a risk-significant post accident decay heat removal function. 

13 Containment spray systems that only provide containment pressure control are not included.  
14 
15 
16 
17 Train Determination 

18 The number of trains in the RHR system is determined by the number of parallel RHR heat 

19 exchangers. Some components are used to provide more than one function of RHR. If a 

20 component cannot perform as designed, rendering its associated train incapable of meeting one 

21 of the risk-significant functions, then the train is considered to be failed. Unavailable hours 

22 would be reported as a result of the component failure.  

23 Cooling Water Support System 
24 Scope 
25 The function of the cooling water support system is to provide for direct cooling of the 

26 components in the other monitored systems. It does not include indirect cooling provided by 

27 room coolers or other HVAC features.  
28 
29 Systems that provide this function typically include service water and component cooling water 

30 or their cooling water equivalents. Pumps, valves, heat exchangers and line segments that are 

31 necessary to provide cooling to the other monitored systems are included in the system scope up 

32 to, but not including, the last valve that connects the cooling water support system to the other 

33 monitored systems. This last valve is included in the other monitored system boundary.  

34 
35 Valves in the cooling water support system that must close to ensure sufficient cooling to the 

36 other monitored system components to meet risk significant functions are included in the system 

37 boundary.  
38 
39 
40 
41 Train Determination 
42 The number of trains in the Cooling Water Support System will vary considerably from plant to 

43 plant. The way these functions are modeled in the plant-specific PRA will determine a logical

17
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1 approach for train determination. For example, if the PRA modeled separate pump and line 
2 segments, then the number of pumps and line segments would be'the number of trains.  
3 
4 Clarifying Notes 
5 Service water pump strainers and traveling screens are not considered to be active components
6 and are therefore not part of URI. However, clogging of strainers and screens due to expected or 
7 routinely predictable environmental conditions that render the train unavailable to perform its 
8 risk significant cooling function (which includes the risk-significant mission times)are included 
9 in UAL 

10 
11 Unpredictable extreme environmental conditions that render the train unavailable to perform its 
12 risk significant cooling function should be addressed through the FAQ process to determine if 
13 resulting unavailability should be included in UAI.  
14

18I


