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Integrated Industry Indicator

Kinds of Thresholds

> Action Threshold

« Used to measure degrading industry performance,
similar to thresholds used in ROP process

> Early-Warning Threshold

« Used to alert NRC to an change in industry trends
that may indicate a degradation in industry safety
performance

August 22, 2002 Integrated Industry Indicator 3

ITP Process Flowchart

Update trend
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than early- reasons for tren than

warning and take acion Report to Congress
threshald? appropnate action threshold?

Possble Actions

Possible Actions
* No action

* No action

« Continue to monitor No * Continue to monttor
* Engage industry » Engage industry
* Generic communication * Generic communication
* Generic safety inspection Continue * Generic safety inspection
* New genenc safety issue to monitor * New generic safety issus
« Other * Other
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What is the Integrated Indicator?

» The integrated industry.indicator

. Is average of the sum of the products of the
current operating experience value for each
initiating event and the .appropriate welght
obtained from PRAs ;

. Is related to core damage frequency -

« Allows combined trending of frequent and
infrequent events with different risk
importances

» One indicator for BWRs and one for PWRs

August 22, 2002 Integrated Industry Indicator ~ 6
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Integrated Industry Indicator

Risk Information

> The relevant risk information for each
initiating event used in the Rev. 3 SPAR

models
e Bimbaum importance measure

* A measure similar to a conditional core damage
probability (CCDP) for a few initiating events that
are included in the fault trees

August 22, 2002 tntegrated Industry Indicator

Implementation of Integrated
Indicator

> Can be implemented in two ways

« Absolute value
* Related to core damage frequency
« Results are always positive
» Safety Goal

« Deviation from a baseline
* Related to change in core damage frequency
* Results can be positive or negative
* Regulatory Guide 1.174

> Both ways are equally valid
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Integrated Industry Indicator

Baseline:Values -

> Obtained from operating experienceover an
interval on which the trend is basically constant
(trend parameter is not statistically significant)

> For initiating events with few occurrences, the
interval is 1988-2001. For those with more
occurrences, the interval is shorter, but lncludes
at least 3 years

» Used to obtain the constralned non- -informative
prior distribution used for BayeS|an updates

August 22, 2002 Integrated Industry Indicator . 9

Current Performance--

» Current performarce is estimated using

. A constrained non-informative prior distribution based
on the baseline value, and/or .’

« One or more years of data (events and reactor cntlcal
years) . X
» The difference between the- current value’ and
the baseline can be positive or negative since -
the current value can be less than or greater
than the baselme value '

L S
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Integrated Industry Indicator

Initiating Events for BWRs

> Loss of Offsite Power

> Loss of Vital AC Bus

> Loss of Vital DC Bus

> Small / Very Small LOCA

> Loss of Feedwater

> BWR General Transients

> BWR Loss of Instrument Air

> BWR Loss of Heat Sink

> BWR Suck Open Relief/Safety Valve

August 22, 2002 Integrated Industry Indicator
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Initiating Events for PWRs

> Loss of Offsite Power

> Loss of Vital AC Bus

> Loss of Vital DC Bus

> Small / Very Small LOCA

> Loss of Feedwater

> PWR General Transients

> PWR Loss of Instrument Air

> PWR Loss of Heat Sink

> PWR Suck Open Relief/Safety Valve
> Steam Generator Tube Rupture
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Integrated PWR IE Indicator

(3-Year Bayesnan Update)
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Integrated Industry Indicator

Thresholds for Integrated Indicator

» Thresholds may be set by an expert panel
using the following considerations
« Safety Goal
« Regulatory Guide 1.174
« Behavior of the integrated indicator
¢ Simulations

* Maximum value

» Past operating experience trends for initiating
events

» Consistency with the ROP

August 22, 2002 Integrated Industry Indicator 19

Conclusions

> Single industry-wide performance
measure that has a logical relation with
risk metrics (CDF)

> Potentially relatable to the Safety Goal

> Allows rational combination of events with
different risk importances and frequencies

» Can establish early-warning and agency
action thresholds

> Complementary to plant-specific Pls

August 22, 2002 Integrated Industry Indicator 20
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Kinds of Thresholds

> Action Threshold

« Used to measure degrading industry performance,
similar to thresholds used in ROP process

> Early-Warning Threshold

« Used to alert NRC to an change in industry trends
that may indicate a degradation in industry safety
performance
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What is the Integrated Indicator?

» The integrated industry indicator

. Is average of the sum of the, products of the
current operating experience value for each
initiating event and the appropnate weight
obtained from PRAs

« Is related to core damage frequency

« Allows combined trending- of frequent and
infrequent events with dlfferent risk .
importances

» One indicator for: BWRs and one for PWRs
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Integrated Industry Indicator

Risk Information

> The relevant risk information for each
initiating event used in the Rev. 3 SPAR
models

* Birnbaum importance measure

» A measure similar to a conditional core damage
probability (CCDP) for a few initiating events that
are included in the fault trees
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Implementation of Integrated
Indicator

» Can be implemented in two ways

» Absolute value
* Related to core damage frequency
» Results are always positive
» Safety Goal
« Deviation from a baseline
* Related to change in core damage frequency
* Results can be positive or negative
* Regulatory Guide 1.174

> Both ways are equally valid
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Integrated Industry Indicator

Baseline Values-

» Obtained from operating experience ‘overan ..
interval on which the trend is basically constant .
(trend parameter is not statistically significant)

> For initiating events with few occurrences, the
interval is 1988-2001. For those with more
occurrences, the interval is shorter, but mcludes
at least 3years . . :

» Used to obtain the constralned non- mformatlve
prior distribution used for Bayesnan updates )
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- Current Performance

> Current performance is estimated using

« A constrained non-informative prior dlstnbutlon based
on the baseline value, and/or '

« One or more years of data (events and reactor critical
years) -
> The difference between the current value and
the baseline can be posmve or negative since -
the current value can be less than-or greater
than the basellne value i -

August 22, 2002 Integrated Industry Indicator - , 10

Dale M. Rasmuson



Integrated Industry Indicator

Initiating Events for BWRs

> Loss of Offsite Power

> Loss of Vital AC Bus

> Loss of Vital DC Bus

> Small / Very Smail LOCA

> Loss of Feedwater

> BWR General Transients

> BWR Loss of Instrument Air

> BWR Loss of Heat Sink

> BWR Suck Open Relief/Safety Valve
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Initiating Events for PWRs

» Loss of Offsite Power

> Loss of Vital AC Bus

> Loss of Vital DC Bus

> Small / Very Small LOCA

> Loss of Feedwater

> PWR General Transients

> PWR Loss of Instrument Air

> PWR Loss of Heat Sink

> PWR Suck Open Relief/Safety Valve
> Steam Generator Tube Rupture
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Integrated Industry Indicator

Thresholds for Integrated Indicator

> Thresholds may be set by an expert panel
using the following considerations
« Safety Goal
« Regulatory Guide 1.174
« Behavior of the integrated indicator
 Simulations

e Maximum value

» Past operating experience trends for initiating
events

« Consistency with the ROP
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Conclusions

> Single industry-wide performance
measure that has a logical relation with
risk metrics (CDF)

> Potentially relatable to the Safety Goal

> Allows rational combination of events with
different risk importances and frequencies

> Can establish early-warning and agency
action thresholds

> Complementary to plant-specific Pls
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MITIGATING SYSTEMS ,RERFQRMANCE‘INDEX PILOT
AGENDA
OWFN 14-B6
August 21, 2002

08:00 a.m. Introduction and Overview of MSPI Pilot Workshop &
Status of Regulatory Issues Summary and Techmcal lnstructlon

08:30 a.m. Discussion on suggested final changes to Section 2.2 and
.+ Appendix f of the MSPI pilot program guidance

10:00 a.m. " " 15 Minute Break
10:15 a.m. - Continue Discussion 6n'changes to MSPI pilot program guidance
12:00 p.m. Break for Lunch i

1:00 p.m. - Discussion‘on MSPI irri{)lémen'tatioh issues develobéd from the

MSPI workshop:

" -false negatlve/false posmve situations
-RHR risk-significant functions involving other
plant systems/shared dependencies
-use of default design basis and/or maintenance
rule critéria lacking corresponding PRA risk-
significant criteria
-how to model common components between
monitored systems and/or units
-green/white generic threshold issues

2:30 p.m. . break - ~ ¥

2:45 p.m. Continue discussion on MSPI ir}ipiémentation issues

4:00 p.m. ’ Adjoum



REVISED OVERSIGHT PROCESS MONTHLY
WORKING GROUP MEETING

AGENDA
OWFN 4-B-6

August 22, 2002

08:00 a.m. Introduction and Overview of ROP activities

08:15 a.m. Discussion on Industry Trends Program

08:45 a.m. Discussion update on SDP topics and status

09:00 a.m. Discussion on status of the draft reactor shutdown SDP

10:00 a.m. 15 minute break

10:15 a.m. Continue discussion on status of the draft reactor shutdown SDP
10:30 a.m. Discussion on ROP topics and changes to inspection manual

chapters and procedures.

11:15 a.m. Discussion on old design issues
12:00 p.m. Break for Lunch
1:00 p.m. Discussion on new and open FAQs (Surry, Grand Gulf, Hatch,

Oconee, and Salem FAQs via bridge lines)

2:30 p.m. break

2:45 p.m. Continue discussion on new and open FAQs

4:00 p.m. Adjoumn
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| MITIGATING SYSTEM PERFORMANCE INDEX

Purpose S

The purpose of the mitigating system performance index is to monitor the risk-impact-of-changes -

in-performance of selected systems based on their ability to perform risk-significant functions as
defined here-in.: -1t is comprised of two elements - system unavailability and system - .
unreliability. Fersingle-demandfailures-and-sccumulated-unavailability-Tthe index is used to
determine the significance of performance issues for single demand failures and accumulated
unavailability.: Due to the limitations of the index, the following conditions will rely upon the
inspection process for evaluatingdetermining the significance of -performance issues:

1 Multiple concurrent failures of components within-a-menitored-system

2. Common cause failures *

3. Conditions not capable of being discovered during normal surveillance tests -
4. Failures of non-active components

Indicator Definition . . .
Mutigating System Performance Index (MSPI) is the sum of changes in a simplified core damage
frequency evaluation resulting from changes in unavailability.and pnrelia!)itit)?)relat,i‘ve to
baseline values. '

Zram Unnavailability is the ratio of the hours the train/system was unavailable to perform its
risk-significant functions due to planned and unplanned maintenance or test on active and non-
active components during the previous 12 quarters while critical to the number of critical hours
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during the previous 12 quarters. (Fault exposure hours are not included, unavailable hours are
counted only for the time required to recover the train’s risk-significant functions.)

Frain-uUnreliability is the probability that the train-system would not perform its risk-significant
functions when called upon during the previous 12 quarters.

Baseline values are the values for unavailability and unreliability against which current changes
1n unavailability and unreliability are measured See Appendix F for further details.

The MSPL is calculated separately for each of the following five systems for each reactor type.

BWRs

e emergency AC power system

 high pressure injection systems (high pressure coolant injection, high pressure core spray, or
feedwater coolant injection)

e heat removal systems (reactor core isolation cooling)

¢ residual heat removal system (or their equivalent function as described in the Additional
Guidance for Specific Systems section.)

¢ cooling water support system (includes risk significant direct cooling functions provided by
service water and component cooling water or their cooling water equivalents for the above
four monitored systems)

PWRs

e emergency AC power system

¢ high pressure safety injection system

¢ auxiliary feedwater system

e residual heat removal system (or their equivalent function as described in the Additional

Guidance for Specific Systems section.)

¢ cooling water support system (includes risk significant direct cooling functions provided by
service water and component cooling water or their cooling water equivalents for the above
four monitored systems)

Data Reporting Elements

The following data elements are reported for each system

e Unavailability Index (UAI) due to unavailability for each monitored system
e Unreliability Index (URI) due to unreliability for each monitored system

During the pilot, the additional data elements necessary to calculate UAI and URI will be
reported monthly for each system on an Excel spreadsheet. See Appendix F
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1 Calculation

The MSPI for each system is the sum of the UAI due to unavailability for the system plus URI
due to unreliability for the system during the previous twelve quarters.

MSPI = UAI + URL.

See Appendix F for the calculational methodology for UAI due to system unavailability and URI
due to system unreliability.

fa—
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Definition of Terms - R

11 A train consrsts of a group of components that together provrde the rlsk srgmﬁcant ﬁmctrons of
12  the system as explained in the additional gurdance for specific mitigating systems. Fulﬁllrng the
13 risk-significant function of the system may requrre one or more trains of a system to operate
14 | simultaneously. The number of trains in a system is generally determrned as follows: -

15 -

16 o forsystems that provrde coolmg of flurds the number of trams is determrned by the number

17 of parallel heat exchangers, or the number of parallel pumps, or the minimum number, of

18 parallel flow paths, whichever is fewer. - y
19 . -

20 o for emergency AC power systems the number of trains is the number of class 1E emergency

21 (diesel, gas turbine, or hydroelectric) generators at the station that are installed to power

22 shutdown loads in the event of a loss of off-site power. (This does not include the diesel

23 generator dedicated to the BWR HPCS system, which is included in the scope of the I—IPCS

24 system ) 7) Q W 9*-}/0 W
25 W Cr e w;:‘g/’
26 f risk-significant SSC

Risk Significant Functions: those at power functions’o

27 ﬂantép%rﬁgﬁmmwtmmgmﬁtm&ﬁmuons M Mc/\: Vel
28 (ms

- ’ s~} .
29 ? Rrsk Ach'e</ ént Wogth - L . - ’.’Z'Lq |- (e
30 RisK tiop’Worth >26.00 (Fus l-V € 005) or . Seplinn o e
31 77?2} ant | 0 sth p Gr ir '.'.: Glise g' ata|o atfor the £op=9 %O[”"%
32 °  ofcore mage fquency50% o e-frequércy-accountetiofr: J—"“’LZ}L,&
33 ’ ) ' Sl

34 | Risk-Significant Mission Times: The mission time modeled in the PRA for satuj:vmg the risk- _

35 | significant function of reaching a stable plant condition where normal shutdown cooling is
36 | sufficient. Note that PRA models typically analyze an event for 24 hours, which may exceed the
37 | time needed for the risk-significant function captured in the MSPI. However, other intervals as
38 | justified by analyses and modeled in the PRA may be used.

39 ’

40  Success criteria are the plant specific values of parameters the train/system is requrred to achieve
41  to perform its risk-significant function. Default values of those parameters are the plant’s design
42  bases values unless other values are modeled in the PRA. ]

i
a i
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Clarifving Notes

Documentation

Each licensee will have the system boundaries, active components, risk-significant functions and
success criteria readily available for NRC inspection on site. Additionally, plant-specific
information used in Appendix F should also be readily available for inspection

Success Criteria

Individual component capability must be evaluated against train/system level success criteria
(e.g., a valve stroke time may exceed an ASME requirement, but if the valve still strokes in time
to meet the PRA success criteria for the train/system, the component has not failed for the
purposes of this indicator because the risk-significant train/system function is still satisfied).
Important plant specific performance factors that can be used to identify the required capability
of the train/system to meet the risk-significant functions include, but are not limited to
e Actuation

o Time

o Auto/manual

o Multiple or sequential
» Success requirements

o Numbers of components or trains
Flows
Pressures
Heat exchange rates
Temperatures
Tank water level
¢ Other mission requirements

o Runtime

o State/configuration changes during mission

O 0O 0O 0 O

. ® Accident environment from internal events

o Pressure, temperature, humidity
s QOperational factors
Procedures
o Human actions
o Training
o Available externalities (e.g., power supplies, special equipment, etc.)

0]

System/Component Interface Boundaries

For active components that are supported by other components from both monitored and
unmonitored systems, the following general rules apply:
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e For control and motivé power, only the last relay, breaKer of contactor necessary to
power or control the component is'included in the active component boundary. For
example, if an ESFAS signal actuates a MOV, only the relay that receives the ESFAS

signal in the control circuitry for the MOV is in the MOV boundary. No other portions
of the ESFAS are included. oo

e For water connections from systems that provide cooling water to an active component,
only the final active connecting valve is included in the boundary. For example, for -
“service water that provides cooling to-support an AFW pump, only the final active valve
© in the service water system that supplies the cooling water to the AFW system is
included in the AFW system scope. This same valve is not included in the cooling water

support system scope. ' - i

: 3

PR

Water Sources and Inventory s oeh

Water tanks are not considered to be active components. ' As such, they do not contribute to URL
However, periods of insufficient water inventory contribute to UAI if thiey result in loss of the
risk-significant train function for the required mission time. Water inventory can include -
operator recovery actions for water make-up provided the actions can be taken in time to meet
the mission times and are modeled in the PRA. If alternate-additional water sources are required -
to-provide-make-up-to satisfy train mission times, only the connecting active valve from the
alternate-systemadditional waler source is considered as an active component for calculating

URL. If there are valves in the primary water source that must change state to permit use of the
additional water source, these valves are considered active and should be included in URI for

the system. : T e e

Monitored Systems
Systems have been generically selected for this indicator based on théir importarice in preventing
reactor core damage. The systems include the principal systems needed for maintaining reactor -
coolant inventory following a loss of coolant accident, for decay heat removal followinga - =~
reactor trip.or loss of main feedwater, and for providing emergency AC power following a loss -
of plant off-site power. One risk-significant support function (cooling water support system) is
also monitored. The cooling water support system monitors the risk significant cooling functions
provided by service water and component cooling water, or their direct cooling water -

equivalents, for the four front-line monitored systems. No support systems age,tb_ be‘cé‘gcé’ded
onto the monitored systems, e.g., HVAC room coolers, DC p’owgr,‘ instrument air, etc.

Diverse Systems I
Except as specifically stated in the indicator definition and reporting guidance, no credit is given
for the achievement of a risk-significant function by an unmonitored system in determining

unavailability or unreliability of the monitored systems. -~ = o L

Common Components
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Some components in a system may be common to more than one train or system, in which case
| the unavailability/unreliability of a common component is included in all affected trains or
systems.

Short Duration Unavailability

Trains are generally considered to be available during periodic system or equipment
realignments to swap components or flow paths as part of normal operations. Evolutions or
surveillance tests that result in less than 15 minutes of unavailable hours per train at a time need
not be counted as unavailable hours. Licensees should compile a list of surveillances/evolutions
that meet this criterion and have it available for inspector review. In addition, equipment
misalignment or mispositioning which is corrected in less than 15 minutes need not be counted
as unavailable hours. The intent is to minimize unnecessary burden of data collection,

| documentation, and verification because these short durations have insignificant risk impact

If a licensee is required to take a component out of service for evaluation and corrective actions
for greater than 15 minutes (for example, related to a Part 21 Notification), the unavailable hours
must be included.

Treatment-of Degraded-Conditions

based-en-the-success-eriteria-of record-at-the-time-the-degraded-condition-is-discovered—If the

' Va -
ot Sane - O

sheuld-be-completed-

........... OR ' 2 -

f component-fatlure-analysis-cireuit-an

alysis;-or

are-included-in-unreliability-—Failures-on-demar 4-while-nen-critical-must-be-evaluated-to

O o -
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Normal-surveillance-tests-are-those-tests-that-are-performed-at-a-frequency-of-a-refueling-cycle-or

iscovered-conditions-that

td

n-a-regular-basis;-it-is-inap

ages-in-lines-not-regularly-tes

mand /Run Failures and Degr:

Treatment of De

1. _Treatment of Demand and Ru ures - - R
ents (see Appendix F) on demand or failures to run, either

determine if the failure would have resulted in the train not being able to perform its risk-
significant/at power functions, and must therefore be included in unreliability.
Unavailgble hours are included only for the time required to recover the train’s risk-
signifigant functions and only when the reactor is critical. ..

~r -~

2. Tréatment of Degraded Conditions - --- -~ .. . CoLT

a) Capable of Being Discovered By Normal Surveillance Tests - . °

" Normal surveillance tests are those tests that are performed at a frequency of a
.- refueling cycle or more frequently. . SETE e

foL s _e\/&vu. Ly v A

- Degraded conditions, where no ‘actual demand existed, that render an active
component incapable of performing its risk-significant functions are included in
unreliability as a demand and a failure. The appropriate failure mode must be
accounted for. For example, for valves, a demand and a demand failure would be
assumed and included in URI. For pumps and diesels, if the degraded condition

Y
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b)

would have prevented a successful start demand, a demand and a failure 1s
included in UR, but there would be no run time hours or run failures. If it was
determined that the pump/diesel would start and load run, but woulf

sometime during the 24 hour run test or its surverllance test equivalentbut-not-run
Jor-therisk-sigmficant-mission-time, the evaluated failure time would be included
in run hours and a run failure would be assumed. A start demand and start
Jailure would not be included g Unavailable hours are included for the ime
required to recover the risk-significant function(s).

Degraded condlitions, or actual unavailability due to mispositioning of non-active
components that render a train incapable of performing its risk-significant
Junctions are only included in unavailability for the time required to recover the
risk-significant function(s).

Loss of risk significant function(s) is assumed to have occurred if the established
success criteria has not been met. If subsequent analysis identifies additional
margin for the success criterion, future impacts on URI or UAI for degraded
conditions may be determined based on the new criterion. However, URI and
UAI must be based on the success criteria of record at the time the degraded
condition 1s discovered. If the degraded condition is not addressed by any of the
pre-defined success criteria, an engineering evaluation to determine the impact of
the degraded condition on the risk-significant function(s) should be completed
and documented. The use of component failure analysis, circuit analysis, or event
investigations is acceptable. Engineering judgment may be used in conjunction
with analytical techniques to determine the impact of the degraded condition on
the risk-significant function. The engineering evaluation should be completed as
soon as practicable. If it cannot be completed in time to support submission of
the PI report for the current quarter, the comment field shall note that an
evaluation is pending. The evaluation must be completed in time to accurately
account for unavailability/unreliability in the next quarterly report. Exceptions to
this guidance are expected to be rare and will be treated on a case-by-case bass.
Licensees should identify these situations to the resident inspector.

Not Capable of Being Discovered by Normal Surveillance Tests

These failures or conditions are usually of longer exposure time. Since these
Jailure modes have not been tested on a regular basis, it is inappropriate to
include them in the performance index statistics. These failures or conditions are
subject to evaluation through the inspection process. Examples of this type are
Jailures due to pressure locking/thermal binding of isolation valves, blockages in
lines not regularly tested, or inadequate component sizing/settings under accident
conditions (not under normal test conditions). While not included in the
calculation of the index, they should be reported in the comment field of the PI
data submittal.
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Credit for Operator Recoverv"'Aciions to Restore the Risk-Significant Function
A\
1. During testing or operatzonal altgnment . ‘. v
Unavailability of a risk-significant function durmg testmg or operatlonal alrgnment need not
be included if the test configuration is automatically overridden by a valid starting signal, or
| the ﬁmctlon can be promptly restored in-time-to- meet»%he—PRA—nsk-suceesscmena-exther by
an operator in the control room or by a de51gnated operator stationed locally for that
purpose. Restoration actions must be contained in a written procedure must be
uncomplicated (a single actzon or afew simple actzons) must be capable of being restored in
time to satisfy PRA success criteria and must not require dlagnos1s or repair., Credit fora
desrgnated local operator can be taken only if (s)he'is posmoned at the proper location .
throughout the duration of the test for the purpose of restoration of the train should a valid
demand occur. The intent of this paragraph is to allow licensees to take credit for restoration
actions that are virtually certain to be successful (i.e., probability nearly equal to 1) durmg
accrdent conditions. K C .

L

The individual performmg the restoratlon functron can be the person conductmg the test and
must be in communication with the control room. Credit can also be taken for an operator in
the main control room provided (s)he is in close proximity to restore the equipment when
needed. Normal staffing for the test may satisfy the requirement for a dedicated operator,
dependmg on work assignments. In all cases, the staffing must be considered in advance and
an operator identified to perform the restoration actions independent of other control room
actions that may be required.

Under stressful, chaotic conditions, otherwise simple muitiple actions may not be
accomphshed with the virtual certainty called for by the guidance (e.g., lifting test leads and
landing wires; or clearing tags). In addition, some manual operations of systems designed to
operate automatically, such as - manually controlling HPCI turbine to establish and control -
injection flow, are not virtually certain to be successful. These situations should be resolved
on a case-by-case basis through the FAQ process.

2. During Maintenance
Unavailability of a rlsk-51gmﬁcant ﬁmctlon durlng maintenance need not be included if the
| risk-significant function can be promptly restored mmﬁemeet—ehe—ll&%sueeess-efﬁeﬁa
either by an operator in the control room or by a de51gnated operator3 statloned locally for
that purpose. Restoration actions must be contained in a written procedure®, must be )

| uncomplicated (a single action or a few simple actions), must be capable of being restored in -

t Operator in this circumstance refers to any plant personnel quahﬁed and de51gnated to perform
the restoration function.

2 Including restorétion steps in an a’pplroved test proceddre.

3 Operator in this circumstance refers to any plant personnel quahﬁed and de51gnated to perform the
restoration function. . - . oL PR .

. / C " oL £
4 Including restoration steps in an approved test procedure.
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time to satisfy PRA fuccess criteria and must not require diagnosis or repair. Credit for a
designated local oplerator can be taken only if (s)he is positioned at a proper location
throughout the duyation of the maintenance activity for the purpose of restoration of the train
should a valid demnand occur. The intent of this paragraph is to allow licensees to take credit
for restoration of¥risk-significant functions that are virtually certain to be successful (e,
probability nearly equal to 1). The individual performing the restoration function can be the
person performing the maintenance and must be in communication with the control room
Credit can also be taken for an operator in the main control room provided (s)he is in close
proximity to restore the equipment when needed. Under stressful chaotic conditions
otherwise simple multiple actions may not be accomplished with the virtual certainty called
for by the guidance (e.g, lifting test leads and landing wires, or clearing tags). These
situations should be resolved on a case-by-case basis through the FAQ process.

‘ 3. Satisfying PRA success criteriaRisk-Significant-Mission-Times

Risk significant operator actions to satisfy pre-determined train/system risk-significant
mission times can only be credited if they are modeled in the PRA.

Swing trains and components shared between units

Swing trains/components are trains/components that can be aligned to any unit. To be credited

oss Tie Capability

Components that cross tie monitored systems between units should be considered active
components if they are modeled in the PRA and meet the active component criteria in Appendix
F. Such active components are counted in each unit’s performance indicators.

Maintenance Trains and Installed Spares

Some power plants have systems with extra trains to allow preventive maintenance to be carried
out with the unit at power without impacting the risk-significant function of the system. That s,
one of the remaining trains may fail, but the system can still perform its risk significant function.
To be a maintenance train, a train must not be needed to perform the system’s risk significant
function.

An "installed spare” is a component (or set of components) that is used as a replacement for other
equipment to allow for the removal of equipment from service for preventive or corrective
maintenance without impacting the risk-significant function of the system. To be an "installed
spare," a component must not be needed for the system to perform the risk significant function.

For unreliability, spare active components are included if they are modeled in the PRA.
Unavailability of the spare component/train is only counted in the index if the spare is substituted

10
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for a primary train/component. Unavailability is not monitored for a component/train when that
component/train has been replaced by an installed spare or maintenance train,

Use of Plant-Specific PRA and SPAR Models '

The MSPI is an approxrmatxon usmg some mformatlon from a plant’s actual PRA and is .
intended as an indicator of system performance. Plant-specific PRAs and SPAR models cannot -

be used to question the outcome of the PIs computed in accordance with this guideline.
Maintenance Rule Performance Monitoring

It is the intent that NUMARC 93-01 be revised to require con51stent unavallablllty and
unreliability data gathenng as requu'ed by thls gurdelme

Pt ot kb b e
QU WO N = OWOo -1 U & WK

ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS S . L

16 | This guidance provides typical system scopes. Individual plants should apply-include those

17 | systems employed at their plant that are necessary to satisfy the specific risk—significant _

18 | functions described below and reflected in their PRAs.

19 Emergency AC Power Systems , l

20  Scope ’

21  The function monitored for the emergéncy AC power system is the ability of the emergency -

22 generators to provide AC power to the class 1E buses upon a loss of off-site power while the
23 reactor is critical, including post-accident conditions. The emergency AC power system is

24  typically comprised of two or more independent emergency generators that provide AC power to
25  class 1E buses following a loss of off-site power. The emergency generator dedicated to

26 prov1d1ng AC power to the high pressure core spray system in BWRs is not w1th1n the scope of
27  emergency AC power. ) . —

2 8 b © e - - . . - N - - - :. B

29  The electrical circuit breaker(s) that connect(s) an emergency generator to the class IE buses that
30 are normally served by that emergency generator are consxdered to be part of the emergency

31  generator train. .

32

33 Emergency generators that are not safety grade, or that serve a backup role only (e.g., an’

34  alternate AC power source) are not mcluded in the performance reportmg

35 - s

36  Train Determination

37  The number of emergency AC power system trains for a unit is equal to the number of class 1E
38  emergency generators that are available to power safe-shutdown loads in the event of a loss of
39  off-site power for that unit. There are three typlcal conﬁguratlons for EDGs at a multi-unit

40  station: :

41

42 1. EDGs dedicated to only one unit.
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2. One or more EDGs are available to “swing” to either unit
3. All EDGs can supply all units

For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to
the unit For configuration 2, the number of trains for a unit is equal to the number of dedicated
EDG:s for that unit plus the number of “swing” EDGs available to that unit (i.e , The “swing”
EDGs are included in the train count for each unit). For configuration 3, the number of trains is
equal to the number of EDGs

Clarifying Notes

The emergency diesel generators are not considered to be available during the following portions
of periodic surveillance tests unless recovery from the test configuration during accident
conditions is virtually certain, as described in “Credit for operator recovery actions during
testing,” can be satisfied; or the duration of the condition is less than fifteen minutes per train at
one time.

e Load-run testing
e Barring

An EDG is not considered to have failed due to any of the following events:

e spurious operation of a trip that would be bypassed in a loss of offsite power event

e  malfunction of equipment that is not required to operate during a loss of offsite power event
(e.g, circuitry used to synchronize the EDG with off-site power sources)

e failure to start because a redundant portion of the starting system was intentionally disabled

for test purposes, if followed by a successful start with the starting system in its normal
alignment

Air compressors are not part of the EDG boundary However, air receivers that provide starting
air for the diesel are included in the EDG boundary.

If an EDG has a dedicated battery independent of the station’s normal DC distribution system,
the dedicated battery is included in the EDG system boundary.

If the EDG day tank is not sufficient to meet the EDG mission time, the fuel transfer function

should be modeled in the PRA. However, the fuel transfer pumps are not considered to be an
active component in the EDG system because they are considered to be a support system.

BWR High Pressure Injection Systems

(High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coclant
Injection)

12
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Scope

These systems function at high pressure to maintain reactor coolant inventory and to remove |
decay heat following a small-break Loss of Coolant Accident (LOCA) event or a loss of main
feedwater event.

The function monitored for the indicator is the ability of the monitored system to take suction’
from the suppression pool (and from the condensate storage tank, if credited in the plant’s
accident analysis) and inject -into the reactor vessel. S

5 -
T

Plants should monitor either the high-pressure coolant injection (HP_CI)‘,'_thé high—p‘r‘éééurer core
spray (HPCS), or the feedwater coolant injection (FWCI) system, whichever is installed: The
turbine and -governor (or motor-driven FWCI pumps), and associated piping and valves for
turbine steam supply and exhaust are within the scope of these systems. Valves in the feedwater
line are not considered within the scope of these systems. The emergency generator dedicated to
providing AC power to the high-pressure core spray system is included in the scope of the
HPCS. The HPCS system typically includes a "water leg" pump to prevent water hammer in the
HPCS piping to the reactor vessel. The "water leg" pump and valves in the "water.leg” pump
flow path are ancillary components and are not included in the scope of the HPCS system.
Unavailability is not included while critical but-if the system is—belewis below steam pressure --
specified in technical specifications at which the system can be operated. - ) -

Train Determination

The HPCI and HPCS systems are considered single-train systems. The booster pump and other
small pumps are ancillary components not used in determining the number of trains. The effect . -
of these pumps on system performance is included in the system indicator to the extent their .
failure detracts from the ability of the system to perform its risk-significant function. Forthe
FWCI system, the number of trains is determined by the number of feedwater pumps. The
qumber of condensate and feedwater booster pumps are not used to determine the number of
trains T <t .

BWR Heat Removal Systems
(Reactor Core Isolation Cooling or check:Isolation Condenser)

T - . — 2 . s, T

Scope - - AR
LT P T S
’ +

This system functions at high pressure to remove decay heat following a loss of main feedwater
event. The RCIC system also functions to maintain reactor coolant inventory following a very
small LOCA event. - A ; P 2.0 ° :
The function monitored for the indicator is the ability of the RCIC system to cool the reactor
vessel core and provide makeup water by taking a suction from either the condensate storage
tank or the suppression pool and injecting at rated pressure and flow into the reactor vessel.

,,,,,,

The Reactor Core Isolation Cooling (RCIC) system turbine - governor, and as's<ociat‘ed liiping and
valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the

» !

13
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feedwater line are not considered within the scope of the RCIC system. The Isolation Condenser
and inlet valves are within the scope of Isolation Condenser system Unavailability is not

| included while critical but-if the system is below steam pressure specified in technical
specifications at which the system can be operated

Train Determination

The RCIC system is considered a single-train system. The condensate and vacuum pumps are
ancillary components not used in determining the number of trains The effect of these pumps on
RCIC performance is included in the system indicator to the extent that a component failure

| resultsinan inability of the system to perform its risk significant function.

BWR Residual Heat Removal Systems

Scope

| The functions monitored for the BWR residual heat removal (RHR) system is-are the ability of
the RHR system to remove heat from the suppression pool, provide low pressure coolant

| injection, and provide post-accident decay heat removal.shutdewn-cooling— The pumps, heat
exchangers, and associated piping and valves for those functions are included in the scope of the
RHR system.

Train Determination

The number of trains in the RHR system is determined by the number of parallel RHR heat
exchangers.

PWR High Pressure Safety Injection Systems

Scope

These systems are used primarily to maintain reactor coolant inventory at high pressures
following a loss of reactor coolant. HPSI system operation following a small-break LOCA
involves transferring an initial supply of water from the refueling water storage tank (RWST) to
cold leg piping of the reactor coolant system. Once the RWST inventory is depleted,
recirculation of water from the reactor building emergency sump is required. The function
monitored for HPSI is the ability of a HPSI train to take a suction from the primary water source
(typically, a borated water tank), or from the containment emergency sump, and inject into the
reactor coolant system at rated flow and pressure.

The scope includes the pumps and associated piping and valves from both the refueling water

storage tank and from the containment sump to the pumps, and from the pumps into the reactor
coolant system piping. For plants where the high-pressure injection pump takes suction from the

| 14
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residual heat removal pum'ps the residual heat removal pump discharge header isolation valve to
the HPSI pump suction is included in the scope of HPSI system. .Some components may be
included in the scope of more than one train. For example, cold-leg injection lines may be fed
from a common header that is supplied by both HPSI trains. In these cases, the effects of testing -
or component failures in an injection line should be reported in both trains

Train Determination

In general, the number of HPSI system trains is defined by the number‘ of high head injection -
paths that provide cold leg and/or hot leg m_]ectlon capablllty, as appllcable

For Babcock and WllCOX (B&W) reactors, the de51gn features centnfugal pumps used for high " -
pressure injection (about 2,500 psig) and no hot-leg mjectlon ‘path.: Recirculation from the . -
containment sump requires operation of pumps in the residual heat removal system. They are
typically a two-train system, with an mstalled spare pump (dependmg on plant specxﬁc desxgn)
that can be aligned to either train. ) Do . T

For two-loop Westmghouse plants, the pumps operate at a lower pressure (about 1600 psig) and
there may be a hot-leg inj ectlon path in addttlon to a cold leg mjectlon path (both are mcluded as
a part of the tram) R ~
For Combustton Englneermg (CE) plants, the design features three centnfugal pumps that .
operate at intermediate pressure (about 1300 psig) and provide flow to two cold-leg injection
paths or two hot-leg injection paths.-In most designs, the HPSI pumps take suction directly from
the containment sump for recirculation. In these cases, the sump suction valves are included
within the scope of the HPSI system. This is a two-train system (two trains of combined cold-leg -
and hot-leg injection capability). One of the three pumps is typically an installed spare that can '~
be aligned to either train or only to one of the trains (depending on plant-specific de51gn)

For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at
high pressure (about 2500 psig), a cold-leg 1n_|ect10n path through the BIT (with two trains of °
redundant valves) an alternate cold-leg mjectxon path, and two hot-leg injection paths- One of -
the pumps is considered an installed spare. Recirculation'is provided by taking suction from the i
RHR pump dlscharges A tram consists of a pump, the pump suction valves and boron injection
tank (BIT) injection line valves electrically associated with the pump, and the associated hot-leg -
injection path. The alternafe cold- leg injection path is'required for recirculation, and should be
included in the train with which its 1solatlon valve is electrncally assoc1ated ThlS represents 2
two-train HPSI system ]

-
>
.t
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For Four-loop Westinghouse plants, thé design featurés two centrifugal pumps that operate at
high pressure (about 2500 p51g) two centrifugal pumps that operate at an infermediate pressure
(about 1600 psig), a BIT injection path (with two trains of injection valves), a cold-leg safety
injection path, and two hot-leg injection paths Recirculation is provided by taking suction from
the RHR pump discharges. Each of two high pressw e trains is comprised of a high pressure
centrifugal pump, the pump suction valves and BIT valves that are electrically associated with
the pump. Each of two intermediate pressure trains is comprised of the safety injection pump, the
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suction valves and the hot-leg injection valves electrically associated with the pump. The cold-
leg safety injection path can be fed with either safety injection pump, thus it should be associated
with both intermediate pressure trains This HPSI system 1s considered a four-train system for
monitoring purposes.

PWR Auxiliary Feedwater Systems
Scope

The AFW system provides decay heat removal via the steam generators to cool down and
depressurize the reactor coolant system following a reactor trip. The AFW system is assumed to
be required for an extended period of operation during which the initial supply of water from the
condensate storage tank is depleted and water from an alternative water source (e g., the service
water system) is required. Therefore components in the flow paths from both of these water
sources are included; however, the alternative water source (e.g., service water system) is not
included.

The function monitored for the indicator is the ability of the AFW system to take a suction from
the primary water source (typically, the condensate storage tank) or, if required, from an
emergency source (typically, a lake or river via the service water system) and inject into at least
one steam generator at rated flow and pressure.

The scope of the auxiliary feedwater (AFW) or emergency feedwater (EFW) systems includes
the pumps and the components in the flow paths from the condensate storage tank and, if
required, the valve(s) that connect the alternative water source to the auxiliary feedwater system.
Startup feedwater pumps are not included in the scope of this indicator.

Train Determination

The number of trains is determined primarily by the number of parallel pumps. For example, a
system with three pumps is defined as a three-train system, whether it feeds two, three, or four
injection lines, and regardless of the flow capacity of the pumps. Some components may be
included in the scope of more than one train. For example, one set of flow regulating valves and
isolation valves in a three-pump, two-steam generator system are included in the motor-driven
pump train with which they are electrically associated, but they are also included (along with the
redundant set of valves) in the turbine-driven pump train. In these instances, the effects of testing
or failure of the valves should be reported in both affected trains Similarly, when two trains
provide flow to a common header, the effect of isolation or flow regulating valve failures in
paths connected to the header should be considered in both trains.
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approach for train determination For example, if the PRA modeled separate pump and line
segments, then the number of pumps and line segments would be the number of trains

Clarifving Notes

Service water pump strainers and traveling screens are not considered to be active components
and are therefore not part of URI. However, clogging of strainers and screens due to expected or
routinely predictable environmental conditions that render the train unavailable to perform its
risk significant cooling function (which includes the risk-significant mission times)are included
in UAI

Unpredictable extreme environmental conditions that render the train unavailable to perform its
risk significant cooling function should be addressed through the FAQ process to determine if
resulting unavailability should be included in UAI
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RES Action ltems to support MSPI Pilot Program Table Top Activities
Auqust 6, 2002

Review of the boundary of DGs and other components in Table 2 of App. F for

consistency with PRA assumptions -- 08/02

- Review of historical data to determine risk-significance of DG fuel storage
transfer pumps

- DG sequencer

- Review of DG reliability study to determine DG boundary

Evaluations of SDP findings (provided by NRR for mitigating systems cornerstone
during the period of 2000 thru 2002) using the MSPI approach, and comparison of
results -- 10/02

Development of a white paper to describe the technical bases of the MSPI methodology
proposed for the pilot program. This is in response to the ACRS request -- 11/02

Independent verification (by NRC using SPAR models) of MSPI calculations done by the
pilot plants (e.g., FV, UA, UR, MSPI for each monitored system) -- 02/03

Issues related to invalid indicators; i.e., one failure above the baseline value exceeding

the G/W threshold of 1.0E-6 -- 12/02

- Independent verification of the screening equations in App. F

- Other components performance kept at zero versus at baseline

- One failure over plant-specific baseline versus one failure over the industry
baseline

Determination of acceptable level of false-positive and false-negative indication -- 02/03

- Development of an approach for calculating appropriate priors for components
with too many failures in a short period of time.
- Evaluation of longer than 3-yr monitoring intervals for highly reliable components

Review of UA/UR baseline values to determine the appropriate time period (e.g., 1995-
1997 versus 2000-2001 for UR) -- 02/03

Calculations of FV importance measures for cooling water support systems should
include impact on initiating events, as well as on mitigating functions -- 03/03

- Review of SPAR models to determine how CCW and SW initiators are modeled
- Review of pilot plant PRAs to determine how CCW and SW initiators are
modeled
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APPENDIX F

METHODOLOGIES FOR COMPUTING THE UNAVAILABILITY
INDEX, THE UNRELIABILITY INDEX AND DETERMINING
PERFORMANCE INDEX VALIDITY

This appendix provides the details of three calculations, calculation of the System
Unavailability Index, the System Unreliability Index, and the criteria for determining
when the Mitigating System Performance Index is unsuitable for use as a performance
index.

System Una'vailabiligl‘ Index (UAI) Due to Changes in Train Unavailability
Calculation of System UAI due to changes in train unavailability is as follows:
UAI:ZUAIq, T . Eql -
=1

where the summation is over the number of trains (n) and UAI, is the unavallablhty index
for a train. : : :

Calculation of UA/ for each train due to changes in train unavailability is as follows:

UAlL = CDF,| £V
UA

} (UA: - Udses), ' o Eq.2

p

where: y ) L o _
‘ CDF p is the pleht-speciﬁe, internal events, at power Core Dahlage I;requency,
“ FVuap is the train-specific Fussell-Vesely value for unavailability,
" UApis the plant-specific PRA value of unavailability for the train,

UA, is the actual unavailability of train t, deﬁned as:

UA Unavailabl e hours during the prewous 12 quarters whrle crmeal
t =

Critical hours during the previous 12 quarters
and,

UA By, is the historical baseline unavarlablhty value for the tram determmed
as described below. - \

UAgy,is the surh of two elements: planned and unplanned unavailability. Planned
unavailability is the actual, plant-specific three-year total planned unavailability
for the train for the years 1999 through 2001 (see clarnfyrng notes for details).
This period is chosen as the most representative of how the plant intends to

" perform rotine maintenance and surveillances at power. Unplanned ™
unavailability is the historical industry average for unplanned unavailability for

F-1:
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the years 1999 through 2001 See Table 1 for historical train values for
unplanned unavailability.

Calculation of the quantity inside the square bracket in equation 2 will be discussed at the
end of the next section. See clarifying notes for calculation of UAI for cooling water
support system

System Unreliability Index (URI) Due to Changes in Component Unreliability

Unreliability is monitored at the component level and calculated at the system level
Calculation of system URI due to changes in component unreliability 1s as follows:

URI = CDF,i[F Virg

1=l

] (URsq — URetq) Eq. 3

P

Where the summation is over the number of active components () in the system, and:
CDF, is the plant-specific internal events, at power, core damage frequency,
FVygc is the component-specific Fussell-Vesely value for unreliability,
URp. is the plant-specific PRA value of component unreliability,

URg. is the Bayesian corrected component unreliability for the previous 12
quarters,

and

URg;is the historical industry baseline calculated from unreliability mean values
for each monitored component in the system. The calculation is performed in a
manner similar to equation 4 below using the industry average values in Table 2.

Calculation of the quantity inside the square bracket in equation 3 will be discussed at the
end of this section.

Component unreliability is calculated as follows.
URse=Pp+ AT» Eq4
where:

Pp is the component failure on demand probability calculated based on data
collected during the previous 12 quarters,

A is the component failure rate (per hour) for failure to run calculated based on
data collected during the previous 12 quarters,

and

T s the risk-significant mission time for the component based on plant specific
PRA model assumptions. Add acceptable methodologies for determining misston
time.

F-2
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NOTE 4 ! N ‘ i

For valves only the Pp term apphes

-

For pumps Po+ AT, applles

For dresels Ppstan+ Ppoad run+ 7\. Tm apphes o : .

The first term on the right side of equationlél is calc_ulated as follows.' ‘
(N +a) S
(a+ b+ D) -

where. g B T R PR A

_Eq.5

Nais the total number of failures on demand during the previous 12 quarters, :

Dis the total number of demands dunng the prevrous 12 quarters (actual ESF
demands plus estimated test and esnmated operatlonal/allgnment demands. An_
update to the estimated demands is required if a change to the basis for the
estlmated demands results in a >25% change in the estlmate)

and -

a and b are parameters of the industry prior, derived from 1ndustry experlence (see
Table 2).

In the calculation of equation 5 the numbers of demands and failures is the sum of all

demands and failures for similar components within each system. Do not sum across

units for a multi-unit plant. For example, for a plant with two trains of Emergency Diesel

Generators, the demands and failures for both trains would be added together for one

evaluation of Pp which would be used for both trains of EDGs. ;

In the second term on the rlght srde of equatron 4, \i is calculated as follows
(Nr + a)

T(T +b)

where: * - . . . B oL

Eq.6

Nr is the total number of fallures to run dunng the prevrous 12 quarters,”

T is the total number of run hours dunng the prevrous 12 quarters (actual ESF run
- hours plus estimated test and estimated operational/alignment run hours. An

update to the estimated run hours is required if a change to the basis for the |

estimated hours results in a >25% change in the estimate).

and ) Lo ’ e - o,

! At'wood, Corwin L., Constrained noninformative priors in risk assessment, Reliability
Engineering and System Safety, 53 (1996; 37-46)
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a and b are parameters of the industry prior, derived from industry experience (see
Table 2).

In the calculation of equation 6 the numbers of demands and run hours is the sum of all
run hours and failures for similar components within each system. Do not sum across
units for a multi-unit plant. For example, a plant with two trains of Emergency Diesel
Generators, the run hours and failures for both trains would be added together for one
evaluation of A which would be used for both trains of EDGs.

Fussell-Vesely, Unavailability and Unreliability

Equations 2 and 3 include a term that is the ratio of a Fussell-Vesely importance value
divided by the related unreliability or unavailability Calculation of these quantities is
generally complex, but in the specific application used here, can be greatly simplified

The simplifying feature of this application is that only those components (or the
associated basic events) that can fail a train are included in the performance index.
Components within a train that can each fail the train are logically equivalent and the
ratio FV/UR is a constant value for any basic event in that train. It can also be shown that
for a given component or train represented by multiple basic events, the ratio of the two
values for the component or train is equal to the ratio of values for any basic event within
the train. Or

FVoe FVire FVi

= = = Constant
URve URpe UR:
and
£V = —FVUAP = Constant
UAd. UAp

Note that the constant value may be different for the unreliability ratio and the
unavailability ratio because the two types of events are frequently not logically
equivalent. For example recovery actions may be modeled in the PRA for one but not the
other.

Thus, the process for determining the value of this ratio for any component or train is to
identify a basic event that fails the component or train, determine the failure probability
or unavailability for the event, determine the associated FV value for the event and then
calculate the ratio. Use the basic event in the component or train with the largest failure
probability (hence the maximum notation on the bracket) to minimize the effects of
truncation on the calculation. Exclude common cause events, which are not within the
scope of this performance index

Some systems have multiple modes of operation, such as PWR HPSI systems that operate
in injection as well as recirculation modes In these systems all active components are not
logically equivalent, unavailability of the pump fails all operating modes while
unavailability of the sump suction valves only fails the recirculation mode. In cases such

F-4
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as these, if unavailability events exist separately for the components within a train, the
appropriate ratio to use is the maximum . !
Determination of systems for which the performance mdex is not valid

The performance index relies on the existing testing programs as the source of the data
that is input to the calculations. Thus, the number of demands in the monitoring period is

based on the frequency of testing requiréd by the current test programs. In most cases this

will prov1de a sufficient number of demands to result in a valid statistical result.
However, in some cases, the number of demands will be insufficient to resolve the
change in the performance index (1. 0x10°%) that corresponds to movement from a green
performance to a white performance level. In these cases, one failure is the difference
between baseline performance and performance in the white performance band. The
performance index is not suitable for monitoring such systems and monitoring is,
performed through the inspection process.

This section will define the method to be used to 1dent1fy systems for whlch the
performance indéx is not valid, and will not be used. '

The criteria to be used to identify an invalid performance index is:

If, for any failure mode for any component in a system, the risk increase
(ACDF) associated with the change in unreliability resulting from single
failure is larger than 1.0x10™, then the performance index W1ll be
considered invalid for that system

The increase in risk associated with a component failure is the sum of the contnbutxon
from the decrease in calculated reliability as a result of the failure and the decrease in -
availability resulting from the time required to affect the repaJr of the failed component. ’
The change in CDF that results from a demand type failure is given by

Ve '

A;ISPI i':CDF;_x -=, Z {FVUch .1 ;} -

URpc a+b+D

1 ‘ p UA p TMcan Re'pur

UA ¥4 Tm

N similar comp

BT

+CDFp

r -

Likewise, the ciiange in CDF per run type‘ﬁailure is giyenfby: : '

MSPI = CDFpx Zi {’;’;”R‘xb’i"T}" L
pC r

F VUAp % TMean Reparr

UA p TCR

N stmilar comp

+CDFpx
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In these expressions, the variables are as defined earlier and additionally
Tur 1s the mean time to repair for the component

and
Tcr is the number of critical hours in the monitoring period

The summation in the equations is taken over all similar components within a system
With multiple components of a given type in one system, the impact of the failure on
CDF is included in the increased unavailability of all components of that type due to

pooling the demand and failure data.

The mean time to repair can be estimate as one-half the Technical Specification Allowed
Outage Time for the component and the number of critical hours should correspond to the
1999 — 2001 actual number of critical hours.

These equations are be used for all failure modes for each component in a system. If the

resulting value of ACDF is greater than 1.0x10°® for any failure mode of any component,
then the performance index for that system is not considered valid.

Definitions

Tramn Unavailability: Train unavailability is the ratio of the hours the train was
unavailable to perform its risk-significant functions due to planned or unplanned
maintenance or test during the previous 12 quarters while critical to the number of critical
hours during the previous 12 quarters. (Fault exposure hours are not included;
unavailable hours are counted only for the time required to recover the train’s risk-
significant functions.)

Train unavailable hours: The hours the train was not able to perform its risk significant
function due to maintenance, testing, equipment modification, electively removed from
service, corrective maintenance, or the elapsed time between the discovery and the
restoration to service of an equipment failure or human error that makes the train
unavailable (such as a misalignment) while the reactor is critical.

Fussell-Vesely (FV) Importance:

The Fussell-Vesely importance for a feature (component, sub-system, train, etc.) of a
system is representative of the fractional contribution that feature makes to the to the total
risk of the system.

The Fussell-Vesely importance of a basic event or group of basic events that represent a
feature of a system is represented by"
FV =1- R

0

F-6
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Where:

Ro is the base (reference) case overall model rrsk LT
R,is the decreased risk level with feature i completely reliable.

In this expression, the second term on the right represents the fraction of the reference
risk remaining assuming the feature of interest is perfect. Thus 1.minus the second term is
the fraction of the reference risk attributed to the feature of interest.

The Fussell-Vesely importance is calculated according to the following equation:

ue ’

__1_ 1=ln

UCOJ

J=lm

where the denominator represents the’ union of m minimal cutsets Co generated with the
reference (basellne) model, and the numerator Tepresents the union | of n’minimal cutsets
C; generated assuming events reldted to the feature are perfectly rellable or therr fallure
probability is False. -

Critical hours: The number of hours the reactor was crrtrcal during a specrﬁed penod of
time. :

Component Unreliability: Component unreliability is the probability that the component
would not perform its risk-significant functions when called upon durlng the prevrous 12
quarters.

Active Component: A component whose failure to change state renders the train mcapable
of performing its nsk-srgmﬁcant functions. In addition; all pumps and diesels i in the
momtored systems are 1ncluded as active components (See clarrfymg notes.)

Manual Valve: A valve that can only be operated by a person. An MOV or AOV that is
remotely operated by a person may be an active component.

Start deniand. Any demand for the component to successfully start to perform its risk- -
significant ﬁ.mctlons actual or test. '(Exclude post mainténance tests, unless in case of a
failure the cause of farlure was independent of the maintenance performed )" ‘

Post maintenance fests: Tests performed followmg marntenance but pnor to declarmg the .
train/component operable, consistent with Maintenance Rule 1mplementatton

Run demand: Any demand for the component, given that it has successfully started, to,
run/operate for its mission time to perform its risk-significant functions. (Exclude post
maintenance tests, unless i m case of a failure the cause of farlure was mdependent of the
mamtenance performed )- ‘ :

EDG fatlure to start: A farlure to start 1ncludes those fallures up to the pomt the EDG has
achieved rated speed and voltage. (Exclude post maintenance tests, unless the cause of
failure was independent of the maintenance performed.)

F-7:
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EDG failure to load/run: Given that it has successfully started, a failure of the EDG
output breaker to close, loads successfully sequence and to run/operate for one hour to
perform its risk-significant functions. This failure mode is treated as a demand failure for
calculation purposes. (Exclude post maintenance tests, unless the cause of failure was
independent of the maintenance performed.)

EDG failure to run: Given that it has successfully started and loaded and run for an hour,
a failure of an EDG to run/operate, fer-its-misstomrtime 1o perform its Tisk-significant—

—funetions. (Exclude post maintenance tests, unless the cause of failure was independent of
the maintenance performed.)

Pump failure on demand: A failure to start and run for at least one hour is counted as
failure on demand (Exclude post maintenance tests, unless the cause of failure was
independent of the maintenance performed.)

Pump failure to run: Given that it has successfully started and run for an hour, a failure of
a pump to run/operate fm—aﬁwﬁmﬁeﬁfmmmms
(Exclude post maintenance tests, unless the cause of failure was independent of the
maintenance performed.)

Valve failure on demand: A failure to open or close is counted as failure on demand.
(Exclude post maintenance tests, unless the cause of failure was independent of the
maintenance performed.)

Clarifying Notes

Train Boundaries and Unavailable Hours

Include all components that are required to satisfy the risk-significant function of the
train. For example, high-pressure injection may have both an injection mode with
suction from the refueling water storage tank and a recirculation mode with suction from
the containment sump. Some components may be included in the scope of more than one
train. For example, one set of flow regulating valves and isolation valves in a three-pump,
two-steam generator system are included in the motor-driven pump train with which they
are electrically associated, but they are also included (along with the redundant set of
valves) in the turbine-driven pump train. In these instances, the effects of unavailability
of the valves should be reported in both affected trains. Similarly, when two trains
provide flow to a common header, the effect of isolation or flow regulating valve failures
in paths connected to the header should be considered in both trains

Cooling Water Support System Trains

The number of trains in the Cooling Water Support System will vary considerably from
plant to plant. The way these functions are modeled in the plant-specific PRA will
determine a logical approach for train determination. For example, if the PRA modeled
separate pump and line segments, then the number of pumps and line segments would be
the numkber of trains.
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51‘hedetermma&enoﬁtfams—forﬂtheceohngwater—suppeﬁ*system may—bedlfﬁeuk—w}n this

Active Components

For unreliability, use the followmg crlterla for determlnlng those components that should
be monitored: . - -

e Components that are normally running or have to change state to achieve'the risk -
significant function will be included in the performance index. Active failures of
check valves and manual valves are excluded from the performance index and will be
evaluated in the NRC mspectlon program. . .

o Redundant valves within a train are not 1ncluded in the performance index.” Only
those valves whose failure alone can 'fail a train will bé included. The PRA success
criteria are to be used to 1dent1fy these valves.

° Redundant valves within a multi-train system, whether in series or parallel, where the
failure of both valves would prevent all trains in the system from perforrmng a risk-
significant function are included. (See Figure F-5)

e All pumps and diesels are included in the performance index

Table 3 defines the boundaries of components, and Figures F-1, F-2, F-3 and F-4 provide

examples of typical component boundaries as described in Table 3.Each plant will
determine their system boundaries, active components and support components, and
have them available for NRC inspection.

Failures of Non-Active Components . L -

Failures of SSC’s that are not included in the performance index will not be counted asa
failure or a demand. Failurés of SSC’s that cause an SSC within the scope of the ™~
performance index to fail will not be counted as a failure or demand. An example could
be a manual suction isolation valve left closed which causes a pump to fail-This would
not be counted as a failure of the pump. Any mispositioning of the valve that caused the
train to be unavailable would be counted as unavallablhty from the time of discovery..
The significance of the mispositioned valve prior to discovery would be addressed
through the inspection process.

Baseline Values

The baseline values for unreliability are contained in Table 2 and remain fixed.

3
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The baseline values for unavailability include both plant-specific planned unavailability
values and unplanned unavailability values The unplanned unavailability values are
contained in Table 1 and remain fixed. They are based on ROP PI industry data from
1999 through 2001. (Most baseline data used in PIs come from the 1995-1997 time
period. However, in this case, the 1999-2001 ROP data are preferable, because the ROP
data breaks out systems separately (some of the industry 1995-1997 INPO data combine
systems, such as HPCI and RCIC, and do not include PWR RHR) It is important to note
that the data for the two periods is very similar.)

Support cooling is based on —pplant specific unplanned and planned unavailability for

years 1999 to 2001. Need-to-review-suppert-cooling-pump-and-valvecharacteristies-to

those-in-Fable-2-to-determine-if they-are-representative}—

The baseline planned unavailability is based on actual plant-specific values for the period
1999 through 2001. These values are expected to remain fixed unless the plant
maintenance philosophy is substantially changed with respect to on-line maintenance or
preventive maintenance. In these cases, the planned unavailability baseline value can be
adjusted. A comment should be placed in the comment field of the quarterly report to
identify a substantial change in planned unavailability. To determine the planned
unavailability-

1 Record the total train unavailable hours reported under the Reactor Oversight Process
for 1999 through 2001.

2 Subtract any fault exposure hours still included in the 1999-2001 period.
Subtract unplanned unavailable hours

4 Add any on-line overhaul hours and any other planned unavailability excluded in
accordance with NEI 99-02.

5 Add any planned unavailable hours for functions monitored under MSPI which were
not monitored under SSU in NEI 99-02.

6. Subtract any unavailable hours reported when the reactor was not critical.
7. Subtract hours cascaded onto monitored systems by support systems.

8. Divide the hours derived from steps 1-6 above by the total critical hours during 1999-
2001. This is the baseline planned unavailability

Baseline unavailability is the sum of planned unavailability from step 7 and unplanned
unavailability from Table 1

2 Note: The plant-specific PRA should model significant on-line overhaul hours.
F-10
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Table 1. Historical Unplanned Maintenance Unavailability Train Values
(Based on ROP Industrywide Data for 1999 through 2001)

UNPLANNED UNAVAILABILITY/T RAIN

SYSTEM

EAC 1.7E03. _ _ , , N _
PWRHPSI 6.1E-04 —
PWR AFW (TD) * ~ 9.1E-04 .

PWR AFW (MD) 6.9 E-04 )

PWR AFW (DieselD) 7.6 E-04

PWR (except CE) RHR 472 E-04

CE RHR 1.1 E-03

BWR HPCI . - 3.3 E-03

BWR HPCS -1 5.4 E-04

BWRRCIC - 29E-03

BWR RHR - 12503

Support Cooling - -| No Data Available -

F-11
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Table 2. Industry Priors and Parameters for Unreliability

Component Failure a® b? Industry Source(s)
Mode Mean
Value®
Motor-operated | Fail toopen | SOE-1 | 24E+2 | 2.1E-3 NUREG/CR-5500, Vol.
valve (or close) 4,789

Air-operated Failtoopen | 5O0E-1 |2SE+2 |2.0E-3 NUREG/CR-4550, Vol.
valve (or close)
Motor-driven Fail to start S OE-1 | 2 4E+2 2.1E-3 NUREG/CR-5500, Vol.
pump, standby 1,8,9

Fail to run 5.0E-1 | 50E+3h | 1.0E-4/h NUREG/CR-5500, Vol.

1,8,9

Motor-driven Fail to start | 4.9E-1 | 1.6E+2 3.0E-3 NUREG/CR-4550, Vol.
pump, running
or alternating Fail to run 5.0E-1 | 1.7E+4h | 3 OE-5/h NUREG/CR-4550, Vol.
Turbine-driven | Fail to start | 4.7E-1 | 2 4E+1 1.9E-2 NUREG/CR-5500, Vol
pump, AFWS

Fail to run 5.0E-1 |3 1E+2 1 6E-3/h NUREG/CR-5500, Vol.
Turbine-driven | Fail to start | 4 6E-1 | 1.7E+1 2 7E-2 NUREG/CR-5500, Vol
pump, HPCI or 4,7
RCIC

Fail to run 50E-1 | 3 1E+2h {1 6E-3/h NUREG/CR-5500, Vol

1,4,7

Diesel-driven Fail to start 47E-1 | 2 4E+1 1 9E-2 NUREG/CR-5500, Vol
pump, AFWS

Fail to run 5.0E-1 | 6 3E+2h | 8 OE-4/h NUREG/CR-4550, Vol
Emergency Fail to start | 4 8E-1 | 4 3E+1 1 1E-2 NUREG/CR-5500, Vol.
diesel generator

Fail to 50E-1 | 2.9E+2 1 7E-3° NUREG/CR-5500, Vol.

load/run

Fail to run S OE-1 | 2.2E+3h | 2 3E-4/h NUREG/CR-5500, Vol

F-12
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a. A constrained, non-informative prior is assumed. For fallure to run events, a=0.5 and
b = (a)/(mean rate). For fallure upon demand events, a is a function of the mean

‘probability:
~ Mean Probability . . a -
00000025 .. -~ ' = 050
>0.0025t00.010 " 049 " )
50010100016 © - - 048 -
>0 016t00023 A X A ,
50023100027 - - 046 - -

Then b = (a)(1.0 - tean probability)/(mean probability). .
b” Fkailﬁurehte run events eecﬁning within the first hour of oeeretioh are included within
the fail to start failure mode. Failure to Tun events occurring after the first hour of
operation are included within the fail to run failure mode. Unless otherwise noted, the -~

~ mean failure probabilities and rates include the probabllxty of non-recovery. Types of

allowable recovery are outlined i in the clarifying notes under “Credlt for Recovery
Actxons M : .

-
v -~

" ¢. Fail to load and run for one hour was calculated from the failure to run data in the

report indicated. The failure rate for 0.0 to 0.5 hour (3.3E-3/h) multiplied by 0.5 hour, = -
was added to the failure rate for 0.5.to -14 hours (2.3E-4/h) multiplied by 0.5 hour.

F-13
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Table 3. Component Boundary Definition

Component Component boundary
Diesel The diesel generator boundary includes the generator body, generator
Generators actuator, lubrication system (local), fuel system (local), cooling components

(local), startup air system receiver, exhaust and combustion air system,
dedicated diesel battery (which is not part of the normal DC distribution
system), individual diesel generator control system, circuit breaker for supply
to safeguard buses and their associated local control circuit (coil, auxiliary
contacts, wiring and control circuit contacts, and breaker closure interlocks) .

Motor-Driven
Pumps

The pump boundary includes the pump body, motor/actuator, lubrication
system cooling components of the pump seals, the voltage supply breaker,
and its associated local control circuit (coil, auxiliary contacts, wiring and
control circuit contacts).

Turbine-
Driven Pumps

The turbine-driven pump boundary includes the pump body, turbine/actuator,
lubrication system (including pump), extractions, turbo-pump seal, cooling
components, and local turbine control system (speed).

Motor-
Operated
Valves

The valve boundary includes the valve body, motor/actuator, the voltage
supply breaker (both motive and control power) and its associated local
opern/close circuit (open/close switches, auxiliary and switch contacts, and
wiring and switch energization contacts)

Air-Operated
Valves

The valve boundary includes the valve body, the air operator, associated
solenoid-operated valve, the power supply breaker or fuse for the solenoid
valve, and its associated control circuit (open/close switches and local
auxiliary and switch contacts).
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APPENDIX F

Y

‘METHODOLOGIES FOR COMPUTING THE UNAVAILABILITY
INDEX, THE UNRELIABILITY INDEX AND DETERMINING -
PERFORMANCE INDEX VALIDITY

This appendix provides the details of three calculations, calculation of the System
Unavailability Index, the System Unreliability Index, and the criteria for determining
when the Mmgatmg System Performance Index is unsurtable for use as a performance .
index.

System Una’vailability Index (UAI) Due to Chfangers in Train U-navalilabilig’
Calculation of System UAI due to changes in train unavailability is'as follows:-- _

UAI=2 UAlL . : ‘ | Eq. 1

J=1

where the summatlon is over the number of trams (n) and UAI, is the unavallablhty mdex
for a train. : :

Calculation of UAI, for each train due to changes in train unavailability is as follows:

UAL = CDFP[F(Z”"’] Udi-Udsy,  Eg.2

4

where: ' ’ Y
" CDF, is the plant-specific, internal e\}ents, at power Core Damage Frequency,
FVuap is the train-specific Fussell-Vesely value for una\railability, -
UApis the plant-specific PRA value of unavailability for the train, .
UA_ is the actual unavailability of train t, deﬁned as: o

Unavailabl e hours during the prev1ous 12 quarters whlle critical -

i Critical hours during the previous 12 quarters
and, '

UA: =

UAp.. is the historical baseline unavailability value for the train determined
as described below. Co

UAg, is the sum of two elements: planned and unplanned unavallablllty Planned
unavailability is the actual, plant-specific three-year total planned unavallabxllty
for the train for the years 1999 through 2001 (see clarlfylng notes for details)
This period is chosen as the most representative of how the plant intends to

* perform routine maintenance and surveillances at power. Unplanned -
unavailability is the historical industry average for unplanned unavailability for

F-1
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the years 1999 through 2001. See Table 1 for historical train values for
unplanned unavailability

Calculation of the quantity inside the square bracket in equation 2 will be discussed at the
end of the next section. See clarifying notes for calculation of UAI for cooling water
support system

System Unreliability Index (URI) Due to Changes in Component Unreliability
Unreliability is monitored at the component level and calculated at the system level

Calculation of system URI due to changes in component unreliability is as follows

URI = CDF, S [F Virg

J=1

J (URs — URs1) Eq.3

Pg

Where the summation is over the number of active components () in the system, and:
CDF, is the plant-specific internal events, at power, core damage frequency,
FVuyrc is the component-specific Fussell-Vesely value for unreliability,
URp. is the plant-specific PRA value of component unreliability,

URg. is the Bayesian corrected component unreliability for the previous 12
quarters,

and

URgi1s the historical industry baseline calculated from unreliability mean values
for each monitored component in the system. The calculation is performed in a
manner similar to equation 4 below using the industry average values in Table 2.

Calculation of the quantity inside the square bracket in equation 3 will be discussed at the
end of this section

Component unreliability is calculated as follows
URsc= Pp+ ATm Eq4
where.

Pp is the component failure on demand probability calculated based on data
collected during the previous 12 quarters,

A is the component failure rate (per hour) for failure to run calculated based on
data collected during the previous 12 quarters,

and

T'n ts the risk-significant mission time for the component based on plant specific
PRA model assumptions. Add acceptable methodologies for determining mission
time

F-2
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NOTE: ' : -

For valves only the Pp term applies

For pumps Pp +.A T,n applies |

For diesels Pp st + Ppioadrunt A T applies

The first term on the right side of 'equation 4 is calculated as follows '
_ _(Na+a)
(a+b+D)

where: - T ;

-~ ... Eq5

Ny is the total number of failures on demand during the previous 12 quarters,

D is the total number of demands during the previous 12 quarters (actual ESF
demands plus estimated test and estimated operational/alignment demands. An
update to the estimated demands is required if a change to the basis for the
‘estimated demands results in a >25% change in the estrmate)

and

a and b are parameters of the industry prior, derived from industry experience (see _
Table 2). :

In the calculation of equation 5 the numbers of demands and failures is the sum of all
demands and failures for similar components within each system. Do not sum across
units for a multi-unit plant. For example, for a plant with two trains of Emergency Diesel -
Generators, the demands and failures for both trains would be added together for one
evaluation of Pp which would be used for both trains of EDGs. :

In the second term on the right side of equation 4, A is calculated as t‘dllows.
_(Ne+a) - '
(T-+d)

Eq.6- -

where: )
Nr is the total number of fallures to run durmg the prev1ous 12 quarters

T, is the total number of run hours durmg the previous 12 quarters (actual ESF run -

- hours plus estimated test and estimated operational/alignment run hours. An
update to the estimated run hours is required if a change to the basis for the
estimated hours results in a >25% change in the estimate).

and . i

1 Atwood, Corwin L., Constrained noninformative priors in risk assessment, Reliability
Engineering and System Safety, 53 (1996; 37-46)
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a and b are parameters of the industry prior, derived from industry experience (see
Table 2).

In the calculation of equation 6 the numbers of demands and run hours is the sum of all
run hours and failures for similar components within each system Do not sum across
units for a multi-unit plant. For example, a plant with two trains of Emergency Diesel
Generators, the run hours and failures for both trains would be added together for one
evaluation of A which would be used for both trains of EDGs.

Fussell-Vesely, Unavailability and Unreliability

Equations 2 and 3 include a term that is the ratio of a Fussell-Vesely importance value
divided by the related unreliability or unavailability. Calculation of these quantities is
generally complex, but in the specific application used here, can be greatly simplified

The simplifying feature of this application is that only those components (or the
associated basic events) that can fail a train are included in the performance index.
Components within a train that can each fail the train are logically equivalent and the
ratio FV/UR is a constant value for any basic event in that train. It can also be shown that
for a given component or train represented by multiple basic events, the ratio of the two
values for the component or train is equal to the ratio of values for any basic event within
the train. Or

Fl/bc_FVURc FVI

= = = Constant
URve URpe UR:
and
£V = % = Constant
Ud. UAp

Note that the constant value may be different for the unreliability ratio and the
unavailability ratio because the two types of events are frequently not logically
equivalent. For example recovery actions may be modeled in the PRA for one but not the
other

Thus, the process for determining the value of this ratio for any component or train is to
identify a basic event that fails the component or train, determine the failure probability
or unavailability for the event, determine the associated FV value for the event and then
calculate the ratio. Use the basic event in the component or train with the largest failure
probability (hence the maximum notation on the bracket) to minimize the effects of
truncation on the calculation. Exclude common cause events, which are not within the
scope of this performance index

Some systems have multiple modes of operation, such as PWR HPSI systems that operate
in injection as well as recirculation modes In these systems all active components are not
logically equivalent, unavailability of the pump fails all operating modes while
unavailability of the sump suction valves only fails the recirculation mode In cases such

F-4
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as these, if unavailability events exist separately for the components within a train, the
appropriate ratio to use is the maximum. .

Determination of systems for which the performance index is not valid

The performance index relies on the existing testing programs as the source of the data
that is input to the calculations. Thus, the number of demands in the monitoring penod is
based on the frequency of testing requiréd by the current test programs. In most cases this
will provrde a sufficient number of demands to result in a valid statistical result.

However, in some cases, the number of demands will be insufficient to resolve the *
change in the performance index (1. 0x10°) that corresponds to movement from a green
performance to a white performance level. In these cases, one failure is the difference
between baseline performance and performance in the white performance band. The
performance index is not suitable for monitoring such systems and monitoring is .
performed through the inspection process.

This section will define the method to be used to identify systems for whlch the -
performance index is not valid, and will not be used. ,

The criteria to be used to identify an invalid performance mdex is:

If, for any failure mode for any component in a system, the risk increase
(ACDF) associated with the change in unreliability resulting from single
failure is larger than 1.0x107, then the performance index will be
considered invalid for that system. -

-

The increase in risk associated with a component failure is the sum of the contribution
from the decrease in calculated rehablhty as a result of the failure and the decrease in
availability resulting from the time required to affect the repalr of the failed component
The change in CDF that results from a demand type'failure is given by: -

MSPI =CDFyx 3 {ZII’;:R X'C;H}+‘b}. ,

N simlar comp

+CDFp FVUAp TMcanRepur (; iy
UAp Icr

. .
i i

Likewise, the change in CDF pervrun type fdilu_re is givenbby: /

MSPI = CDFyx Z{FV”"X I } L
N similar comp URPL‘ b+Tr
F VUAp % TMean Reparr

UA P TCR

+CDFpX
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In these expressions, the variables are as defined earlier and additionally
Tir 1s the mean time to repair for the component

and
Tcr 1s the number of critical hours in the monitoring period.

The summation in the equations is taken over all similar components within a system.
With multiple components of a given type in one system, the impact of the failure on
CDF is included in the increased unavailability of all components of that type due to
pooling the demand and failure data.

The mean time to repair can be estimate as one-half the Technical Specification Allowed
Outage Time for the component and the number of critical hours should correspond to the
1999 — 2001 actual number of critical hours.

These equations are be used for all failure modes for each component in a system. If the
resulting value of ACDF is greater than 1 0x10”® for any failure mode of any component,
then the performance index for that system is not considered valid.

Definitions

Train Unavailability' Train unavailability is the ratio of the hours the train was
unavailable to perform its risk-significant functions due to planned or unplanned
maintenance or test during the previous 12 quarters while critical to the number of critical
hours during the previous 12 quarters. (Fault exposure hours are not included;
unavailable hours are counted only for the time required to recover the train’s risk-
significant functions.)

Train unavailable hours' The hours the train was not able to perform its risk significant
function due to maintenance, testing, equipment modification, electively removed from
service, corrective maintenance, or the elapsed time between the discovery and the
restoration to service of an equipment failure or human error that makes the train
unavailable (such as a misalignment) while the reactor is critical.

Fussell-Vesely (FV) Importance:

The Fussell-Vesely importance for a feature (component, sub-system, train, etc.) of a
system is representative of the fractional contribution that feature makes to the to the total
risk of the system.

The Fussell-Vesely importance of a basic event or group of basic events that represent a
feature of a system is represented by
Fr=1-%&

0
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Where e - L

Ro is the base (reference) case overall model rlsk

L

‘R; is the decreased risk level w1th feature 1 completely rehable '

In this expressron the second term on the right represents ‘the fraction of the reference
risk remaining assuming the feature of interest is perfect. Thus 1 minus the second term is
the fractron of the reference rrsk attnbuted to the feature of interest.

The Fussell -Vesely 1mportance is calculated according to the followmg equatron

ye, -
FV—I“‘ 2L s B I T N - s

0y

o3

=l,m

where the denominator represents the union of m mrmmal cutsets Co generated with the =
reference (baselme) model, and the numerator represents the union of n minimal cutsets -
Ci generated assuming events related to the feature are perfectly rehable or therr fallure
probability is False.

Critical hours: The number of hours the reactor was crrtlcal durmg a spemﬁed perlod of
time.

Component Unreliability: Component unreliability is the probability that the component
would not perform its risk-significant functions when called upon durmg the previous 12
quarters.

Active Component: A component whose failure to change state renders the train incapable
of performing its risk-significant functions. In addition, all pumps and diesels in the
monitored systems are included as active components. (See clarifying notes. )

Manual Valve: A valve that can only be operated by a person. An MOV or AOV that is
remotely operated by a person may be an active component

Start demand: Any’ demand for the component to successfully start to perform its risk-
significant functions, actual or test. (Exclude post mamtenance tests, unless i in case of a
failure the cause of failure was 1ndependent of the mamtenance performed ).

Post maintenance tests: Tests performed followmg mamtenance but prior to declarlng ‘the ]
train/component operable, consistent with Maintenance Rule implementation. t

Run demand: Any demand for the component, given that it has successfully started, to
run/operate for its mission time to perform its rlsk-51gn1ﬁcant functions (Exclude post

maintenance tests, unless in case of a fallure the cause of failure was mdependent of the
mamtenance performed.) ; ’

EDG failure to start: A failure to start mcludes those fa1lures up to the pomt the EDG has
achieved rated speed and voltage. (Exclude post maintenance tests, unless the cause of
failure was independent of the maintenance performed.)

F-7.
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EDG failure to load/run: Given that it has successfully started, a failure of the EDG
output breaker to close, loads successfully sequence and to run/operate for one hour to
perform its risk-significant functions. This failure mode is treated as a demand failure for
calculation purposes. (Exclude post maintenance tests, unless the cause of failure was
independent of the maintenance performed.)

EDG failure to run: Given that it has successfully started and loaded and run for an hour,
a failure of an EDG to run/operate, fer-its-misstorrtime 1o perform [t Tisk-significant—

—funetiens (Exclude post maintenance tests, unless the cause of failure was independent of
the maintenance performed.)

Pump failure on demand: A failure to start and run for at least one hour is counted as
failure on demand. (Exclude post maintenance tests, unless the cause of failure was
independent of the maintenance performed )

Pump failure to run: Given that it has successfully started and run for an hour, a failure of
a pump to run/operate fdrﬁs—miﬁﬁeﬂ—&me-te-peﬁfermtrn'sk%rgmﬁ’cmrﬁﬂw%ﬁ
(Exclude post maintenance tests, unless the cause of failure was independent of the
maintenance performed.)

Valve failure on demand: A failure to open or close is counted as failure on demand.
(Exclude post maintenance tests, unless the cause of failure was independent of the
maintenance performed.)

Clarifying Notes

Train Boundaries and Unavailable Hours

Include all components that are required to satisfy the risk-significant function of the
train For example, high-pressure injection may have both an injection mode with
suction from the refueling water storage tank and a recirculation mode with suction from
the containment sump. Some components may be included in the scope of more than one
train. For example, one set of flow regulating valves and isolation valves in a three-pump,
two-steam generator system are included in the motor-driven pump train with which they
are electrically associated, but they are also included (along with the redundant set of
valves) in the turbine-driven pump train. In these instances, the effects of unavailability
of the valves should be reported in both affected trains. Similarly, when two trains
provide flow to a common header, the effect of isolation or flow regulating valve failures
in paths connected to the header should be considered in both trains

Cooling Water Support System Trains

The number of trains in the Cooling Water Support System will vary considerably from
plant to plant. The way these functions are modeled in the plant-specific PRA will
determine a logical approach for train determination. For example, if the PRA modeled
separate pump and line segments, then the number of pumps and line segments would be
the number of trains.
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Active Components

For unreliability, use the followmg criteria for determmmg those components that should .
be monitored: - ‘

e Components that are normally running or have to change state to achieve the risk
significant function will be included in the performance index. Active failures of
check valves and manual valves are excluded from the performance index and will be
evaluated in the NRC inspection program.- ; -

e Redundant valves within a train are ‘not mcluded in the performance index.” Only
those valves whose failure alone can fail a train will be included. The PRA success
criteria are to be used to identify these valves.

e Redundant valves within a multi-train system, ‘whether in series or parallel, where the
failure of both valves would prevent all trains in the system from performmg a risk-
significant function are included. (See Figure F-5)

e All pumps and diesels are included in the performance index

Table 3 defines the boundaries of components, and Figures F-1, F-2, F-3 and F-4 provide
examples of typical component boundaries as described in Table 3. Each plant will -
determine their system boundaries, active components, and support components, and
have them available for NRC inspection.

Failures of Non-Active Components . .

Failures of SSC’s that are not included in the performance index w111 not be counted asa
failure or a demand. Failures of SSC’s that cause an SSC within the scope of the
performance index to fail will not be counted as a fallure or demand. An example could
be a manual suction isolation valve left closed which causes a pump to fail. This would
not be counted as a failure of the pump.. Any mispositioning of the valve that caused the
train to be unavailable would be counted as unavarlabllxty from the time of dlscovery
The significance of the mispositioned valve prior to discovery would be addressed
through the inspection process.

Baseline Values

The baseline values for unreliability are contained in Table 2 and remain fixed.
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The baseline values for unavailability include both plant-specific planned unavailability
values and unplanned unavailability values The unplanned unavailability values are
contained in Table 1 and remain fixed. They are based on ROP PI industry data from
1999 through 2001. (Most baseline data used in PIs come from the 1995-1997 time
period. However, in this case, the 1999-2001 ROP data are preferable, because the ROP
data breaks out systems separately (some of the industry 1995-1997 INPO data combine
systems, such as HPCI and RCIC, and do not include PWR RHR) It is important to note
that the data for the two periods is very similar.)

Support cooling is based on —pplant specific unplanned and planned unavailability for

years 1999 to 2001 Need-te-reviewsupport-cooling-pump-and-valvecharacteristicsto

those-in-Fable-2-te-determine-if-they-are-representative]—-

The baseline planned unavailability is based on actual plant-specific values for the period
1999 through 2001. These values are expected to remain fixed unless the plant
maintenance philosophy is substantially changed with respect to on-line maintenance or
preventive maintenance. In these cases, the planned unavailability baseline value can be
adjusted. A comment should be placed in the comment field of the quarterly report to
identify a substantial change in planned unavailability. To determine the planned
unavailability:

1. Record the total train unavailable hours reported under the Reactor Oversight Process
for 1999 through 2001.

2. Subtract any fault exposure hours still included in the 1999-2001 period
Subtract unplanned unavailable hours

4 Add any on-line overhaul hours and any other planned unavailability excluded in
accordance with NEI 99-02. °

5 Add any planned unavailable hours for functions monitored under MSPI which were
not monitored under SSU in NEI 99-02.

6 Subtract any unavailable hours reported when the reactor was not critical.
7 Subtract hours cascaded onto monitored systems by support systems.

8 Divide the hours derived from steps 1-6 above by the total critical hours during 1999-
2001. This is the baseline planned unavailability

Baseline unavailability is the sum of planned unavailability from step 7 and unplanned
unavailability from Table 1

2 Note: The plant-specific PRA should model significant on-line overhaul hours.
F-10
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Table 1. Historical Unplanned Maintenance Unavailability Train Values

W W N

(Based on ROP Industrywide Data for 1999 through 2001)

SYSTEM UNPLANNED UNAVAILABILITY/TRAIN
EAC - 7E03
[PWRHPST §1E-04
[ PWRAFW (TD) “[91E04 - - . -
PWRAFW (MD) .. |69E04
PWR AFW (DieseID) 76E04 -~ -
PWR (except CE) RHR 47-2E-04 - A
CE RHR B 11E03 .
BWR HPCI 33E-03 . P
BWR HPCS - - S4E04 .. N
BWR RCIC 29E03 . - - :
BWR RHR ] 12803
Support Cc;c;lihg — Bfo I\)a-taquilableh —

]
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Table 2. Industry Priors and Parameters for Unreliability

Component Failure a’ b? Industry Source(s)
Mode Mean
Value®
Motor-operated | Failtoopen |5 OE-1 [ 2.4E+2 | 2.1E-3 NUREG/CR-5500, Vol
valve (or close) 4,7.8,9

Air-operated Fail to open | S.0E-1 | 2.5E+2 | 2 0E-3 NUREG/CR-4550, Vol
valve (or close)
Motor-driven Fail to start S 0E-1 | 2.4E+2 2 1E-3 NUREG/CR-5500, Vol
pump, standby 1,8,9

Fail to run S OE-1 | 5.0E+3h | 1 OE-4/h NUREG/CR-5500, Vol

1,8,9

Motor-driven Fail to start | 4 9E-1 | 1.6E+2 3.0E-3 NUREG/CR-4550, Vol.
pump, running
or alternating Fail to run 5.0E-1 | 1.7E+4h | 3 OE-5/h NUREG/CR-4550, Vol
Turbine-driven | Fail to start 4 7E-1 | 2.4E+1 1.9E-2 NUREG/CR-5500, Vol
pump, AFWS

Fail to run 50E-1 | 3.1E+2 1 6E-3/h NUREG/CR-5500, Vol
Turbine-driven | Fail to start 4 6E-1 | 1.7E+1 2 7E-2 NUREG/CR-5500, Vol
pump, HPCI or 4,7
RCIC

Fail to run 5 0E-1 | 3.1E+2h | 1.6E-3/h NUREG/CR-5500, Vol.

1,4,7

Diesel-driven Fail to start 4.7E-1 | 2.4E+1 1.9E-2 NUREG/CR-5500, Vol.
pump, AFWS

Fail to run 5.0E-1 | 6.3E+2h | 8.0E-4/h NUREG/CR-4550, Vol
Emergency Fail to start | 4 8E-1 | 4.3E+1 1 1E-2 NUREG/CR-5500, Vol.
diesel generator

Fail to 5 0E-1 | 2.9E+2 1 7E-3° NUREG/CR-5500, Vol.

load/run

Fail to run 50E-1 | 22E+3h |2 3E-4/h NUREG/CR-5500, Vol.

F-12
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a. A constrained, non- informative prior is assumed. For fallure to run events, a = 0.5 and
b = (a)/(mean rate). For fallure upon demand events, a is a functlon of the mean
. probability: ” o

Mean Probability . a
- 0.0t00.0025 - - 0,50
>0.0025t00010  ©° 0.49
50010100016 . . 048
>0.01600.023 = © - 047 .
>0.023 to 0.027 - S -046 - - e -

T

Then b = (a)(1.0 - mean probability)/(mean probability).

b. Failure to run events occumng w1thm the first hour of operatlon are included within
the fail to start failure mode. " Failure to run events occurring after the first hour of
operation are included within the fail to run failure mode. Unless otherwise noted, the
mean failure probabilities and rates include the probability of non-recovery. Types of
allowable recovery are outlined in the clarlfymg notes under “Credit for Recovery
Actions.” :

c. Fail to load and run for one hour was calculated from the faiiure to run data in the
report indicated. The failure rate for 0.0 to 0.5 hour (3.3E-3/h) multiplied by 0.5 hour,
was added to the failure rate for 0.5 to 14 hours (2.3E-4/h) multiplied by 0.5 hour. |

: - : g e e e . -

- ¥
M . f
wo « - - ’ L
[ A - - 3 P, .
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Table 3. Component Boundary Definition

Component Component boundary
Diesel The diesel generator boundary includes the generator body, generator
Generators actuator, lubrication system (local), fuel system (local), cooling components

(local), startup air system receiver, exhaust and combustion air system,
dedicated diesel battery (which is not part of the normal DC distribution
system), individual diesel generator control system, circuit breaker for supply
to safeguard buses and their associated local control circuit (coil, auxiliary
contacts, wiring and control circuit contacts, and breaker closure interlocks)

Motor-Driven
Pumps

The pump boundary includes the pump body, motor/actuator, lubrication
system cooling components of the pump seals, the voltage supply breaker,
and its associated local control circuit (coil, auxiliary contacts, wiring and
control circuit contacts).

Turbine-
Driven Pumps

The turbine-driven pump boundary includes the pump body, turbine/actuator,
lubrication system (including pump), extractions, turbo-pump seal, cooling
components, and local turbine control system (speed).

Motor-
Operated
Valves

The valve boundary includes the valve body, motor/actuator, the voltage
supply breaker (both motive and control power) and its associated local
open/close circuit (open/close switches, auxiliary and switch contacts, and
wiring and switch energization contacts).

Air-Operated
Valves

The valve boundary includes the valve body, the air operator, associated
solenoid-operated valve, the power supply breaker or fuse for the solenoid
valve, and its associated control circuit (open/close switches and local
auxiliary and switch contacts).

F-14




DRAFT NEI 99-02 MSPI

8/ 19/20028/9/2002

Bet covee  creveves cesmesen seeense Sacess ¢ seres  Seess sevesesesse

ESFAS/Sequencer
Z
5 DC Power Class 1E Bus |
UV SHEuy p— - S e s e, s e
|
! EDG
Lubrication Governor and Exhaust Breaker
System Control System System
A
\4 A
Control and
Protection System  [™——____
Diesel Engine Generator
Starting Air \ ;
System Receiver b i
Jacket Fuel Oil, . | . Exciter and
Combustion Air Wa‘ter Svstpl.m -Voltage
System and , Regulator
Sfxpply s S bl Fuel Oil Day 6
SV Isol. Tank
Val
EDG Boundary e i \
F 3
197 T \ T
20 - :
01 Cempoment’ Fuel Storage and |
CoolingLEEW) Transfer System
22 cmru‘ WMaoie.
23 Figure F-1

F-15




(LI N U R -

DRAFT NEI 99-02 MSPI 8/19/20028/9{20602

Controls

ESFAS

Breaker

Motor Operator

=t Pump

Motor Driven Pump Boundary

Figure F-2




DRAFT NEI 99-02 MSPI &

Controls

Breaker.

oo & seesss beveb  Bewss § besstiretss 20 bee  bee o 0

Motor Operator

. MOV Boundary

3

'

. mFlguré 3

i

F-17

ESFAS




DRAFT NEI 99-02 MSPI 8/19/20028/9/2002

Controls

ESFAS

Turbine

Pump

Turbine Driven Pump Boundary

Figure F-4

F-18




DRAFT NEI 99-02 MSPI 8/19/20028/9/2002

>~ Z > 3

Non-active
Components
. NA
) Active <]
Active Components
Components
NA
NA [
N
4 P
P4
nNA

Figure F-5




OO0 Ut W N =

- =
L]

12

13
14

15

16

17
18
19
20
21

22

23

24
25

26
27
28
29
30
31

o'

DRAFT NEI 99-02 MSPI 8/19/20028/9/2002 .
APPENDIXF .~ - - =

METHODOLOGIES FOR COMPUTING THE UNAVAILABILITY .
INDEX, THE UNRELIABILITY INDEX AND DETERMINING
PERFORMANCE INDEX VALIDITY

This appendix provides the details of three calculations, calculation of the System
Unavailability Index, the System Unreliability Index, and the criteria for determining *
when the Mitigating System Performance Index is unsuitable for use as a performance
index. ‘

System Unavailability Index (UAT) Due to Cilanges in Train 7Unavailabiligx‘
Calculation of System UAI due to changes in train unavailability is as follows!

UAI =" UAh T . - Eq1

1=l

where the summatlon is over the nurnber of trams (n) and UAL is the unavaxlablllty index
for a train.

Calculation of UA/, for each train due to changes in train unavailability is as follows:
FVUAp I

P

UAlL = CDFp[ ] (Ude-Udszs), " . Eq.2

where: ) . L ‘
CDF, is the plant-specific, internal events, at power Core Darflaée Freqﬁéncy,
FVyap is the train-specific Fussell-Vesely value for unavailability,
UApis the plant-specific PRA value of unavailability for the train,
UA, is the actual unavailability of train t, deﬁned as:

Unavailabl e hours during the prewous 12 quarters whlle cntlcal
Critical hours during the previous 12 quarters

UA: =

and,

UApr.is the historical baseline unavailability value for the train determmed
as described below. . C

UAgL, is the sum of two elements: planned and unplanned unavailability. Planned
unavailability is the actual, plant-specific three-year total planned unavailability
for the train for the years 1999 through 2001 (see clarifying notes for details).
This period is chosen as the most representative of how the plant intends to
perform routine mamtenance and surveillances at power. Unplanned
unavailability is the historical iridustry average for unplanned unavallablhty for

F-1".
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the years 1999 through 2001. See Table 1 for historical train values for
unplanned unavailability

Calculation of the quantity inside the square bracket in equation 2 will be discussed at the
end of the next section. See clarifying notes for calculation of UAI for cooling water
support system

System Unreliability Index (URI) Due to Changes in Component Unreliability

Unreliability is monitored at the component level and calculated at the system level.
Calculation of system URI due to changes in component unreliability is as follows

URI = CDF,¥. [F Virg

1=l

} (URzq ~ URet2) Eq.3

Py

Where the summation is over the number of active components (m) in the system, and:
CDF, is the plant-specific internal events, at power, core damage frequency,
FVyrc 1s the component-specific Fussell-Vesely value for unreliability,
URp. is the plant-specific PRA value of component unreliability,

URg. is the Bayesian corrected component unreliability for the previous 12
quarters,

and

URgiis the historical industry baseline calculated from unreliability mean values
for each monitored component in the system. The calculation is performed in a
manner similar to equation 4 below using the industry average values in Table 2.

Calculation of the quantity inside the square bracket in equation 3 will be discussed at the
end of this section.

Component unreliability is calculated as follows
URse= Pp+ ATm Eq4
where:

Pp is the component failure on demand probability calculated based on data
collected during the previous 12 quarters,

A is the component failure rate (per hour) for failure to run calculated based on
data collected during the previous 12 quarters,

and

Tm 1s the risk-significant mission time for the component based on plant specific
PRA model assumptions. Add acceptable methodologies for determining misston
time
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NOTE:" ‘

For valves only the Pp term applies

For pumps Pp+ A T,,,rapplies/ ,

For diesels Ppsun* Ppiosdrn* A Tra applies

The first term on the right side of equation 4 is calculated as follow’s.1
Na+ o \ -
- .(“—f’) _ . -Eq. S
(a+b+D) - -

where:
Nai is the total number of failures on demand durmg the prev1ous 12 quarters,’

Dis the total number of demands durmg the previous 12 quarters (actual ESF
demands plus estimated test and estimated operational/alignment demands. An
update to the estimated demands is requnred if a change to the basis for the
estimated demands results in a >25% change in the estimate),

and

a and b are parameters of the industry prior, derived from 1ndustry experxence (see

Table 2).

In the calculation of equation 5 the numbers of demands and failures is the sum of all
demands and failures for similar components within each system. Do not sum across
units for a multi-unit plant. For example, for a plant with two trains of Emergency Dlesel
Generators, the demands and failures for both trains would be added together for one
evaluation of Pp which would be used for both trains of EDGs. :

In the second zem on tilg right side of e‘:‘qnation4, Ais 'cialcu,lated as follows. A
_(er-i-a) - Y | T ‘
(Tr+b)
where: ' -
‘ N; is the Niqtal numbeér of fqiluffes to run: ddnng the pfévious 12 quérters,
T, is the total number of run hours during the previous 12 quarters (nctual ESF run
hours plus estimated test and estimated operational/alignment run hours. An -

update to the estimated run hours is required if a change to the basis for the -
estimated hours results in a >25% change in the estimate). . .

and - ST

t Atwood, Corwin L., Constrained noninformative priors in risk assessment, Reliab'ility \
Engineering and System Safety, 53 (1996; 37-46)
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a and b are parameters of the industry prior, derived from industry experience (see
Table 2).

In the calculation of equation 6 the numbers of demands and run hours is the sum of all
run hours and failures for similar components within each system. Do not sum across
units for a multi-unit plant For example, a plant with two trains of Emergency Diesel
Generators, the run hours and failures for both trains would be added together for one
evaluation of A which would be used for both trains of EDGs

Fussell-Vesely, Unavailability and Unreliability

Equations 2 and 3 include a term that is the ratio of a Fussell-Vesely importance value
divided by the related unreliability or unavailability Calculation of these quantities is
generally complex, but in the specific application used here, can be greatly simplified

The simplifying feature of this application is that only those components (or the
associated basic events) that can fail a train are included in the performance index
Components within a train that can each fail the train are logically equivalent and the
ratio FV/UR is a constant value for any basic event in that train. It can also be shown that
for a given component or train represented by multiple basic events, the ratio of the two
values for the component or train is equal to the ratio of values for any basic event within
the train. Or:

FVoe FVure FVi

= = = Constant
URbn URPc UR!
and
FVe - FVuap = Constant
UA.. UAp

Note that the constant value may be different for the unreliability ratio and the
unavailability ratio because the two types of events are frequently not logically
equivalent. For example recovery actions may be modeled in the PRA for one but not the
other

Thus, the process for determining the value of this ratio for any component or train is to
identify a basic event that fails the component or train, determine the failure probability
or unavailability for the event, determine the associated FV value for the event and then
calculate the ratio. Use the basic event in the component or train with the largest failure
probability (hence the maximum notation on the bracket) to minimize the effects of
truncation on the calculation Exclude common cause events, which are not within the
scope of this performance index

Some systems have multiple modes of operation, such as PWR HPSI systems that operate
in injection as well as recirculation modes. In these systems all active components are not
logically equivalent, unavailability of the pump fails all operating modes while
unavailability of the sump suction valves only fails the recirculation mode In cases such

F-4
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as these, if unavallablllty events exist separately for the components within'a train, the °
appropriate ratio to use is the maximum.

Determination of systems for which the performance index is not vahd

The performance index relies on the existing testing programs as the source of the data

that is input to the calculations Thus, the number of demands in the monitoring period is
based on the frequency of testing required by the current test programs. In most cases this
will prov1de a sufficient number of demands to fesult in a valid statistical result.

However, in some cases, the number of demands will be insufficient to resolve the

change in the performance index (1. 0x10) that corresponds to movement from a green '~

performance to a white performance level. In these cases, one failure is the difference
between baseline performance and performance in the whlte performance band. The
performance index is not suitable for monitoring such systems and monitoring is .-,
performed through the inspection process.

This section will define the method to be used to ldentlfy systems for Wthh the ‘ ’ *
performance index is not valid, and will not be used

The criteria to be used to identify an invalid performance index is:

If, for any failure mode for any component in a system, the risk increase
(ACDF) associated with the change in unreliability resulting from single
failure is larger than 1.0x10°, then the performance index will be

considered invalid for that system.

H

The increase in risk associated with a component failure is the sum of the contnbutlon
from'the decrease in calculated rehabxhty as a result of the failure and the decrease in -
availability resulting from the time required to affect the repalr of the failed component

The change in CDF that results from a demand type failure is given by

FV URc
MSPI . CDF, ’
'F',?(Nnmgcomp{ URP‘-‘ a+b+D
( FV UAp TMcanRepur
+CDFpx
Px UA } 4 TCR

Likewise, the change in CDF per_rtmtype failure is given,by:

},

Peo
..

MSPI = CDFp x

+CDFpX

1

N similar comp

FVUA;: %

URpe

Tm

X
b+T:

TMean Repair

P

Ter
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In these expressions, the variables are as defined earlier and additionally
Tyr 1s the mean time to repair for the component

and
Tcr 1s the number of critical hours in the monitoring period

The summation in the equations is taken over all similar components within a system.
With multiple components of a given type in one system, the impact of the failure on
CDF is included in the increased unavailability of all components of that type due to
pooling the demand and failure data.

The mean time to repair can be estimate as one-half the Technical Specification Allowed
Outage Time for the component and the number of critical hours should correspond to the
1999 — 2001 actual number of critical hours.

These equations are be used for all failure modes for each component in a system. If the

resulting value of ACDF is greater than 1.0x10° for any failure mode of any component,
then the performance index for that system is not considered valid.

Definitions

Train Unavailability: Train unavailability is the ratio of the hours the train was
unavailable to perform its risk-significant functions due to planned or unplanned
maintenance or test during the previous 12 quarters while critical to the number of critical
hours during the previous 12 quarters. (Fault exposure hours are not included;
unavailable hours are counted only for the time required to recover the train’s risk-
significant functions.)

Train unavailable hours: The hours the train was not able to perform its risk significant
function due to maintenance, testing, equipment modification, electively removed from
service, corrective maintenance, or the elapsed time between the discovery and the
restoration to service of an equipment failure or human error that makes the train
unavailable (such as a misalignment) while the reactor is critical.

Fussell-Vesely (FV) Importance:

The Fussell-Vesely importance for a feature (component, sub-system, train, etc.) of a
system is representative of the fractional contribution that feature makes to the to the total
risk of the system.

The Fussell-Vesely importance of a basic event or group of basic events that represent a
feature of a system is represented by:

Fr=1-%

0
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Where:
Ry is the base (reference) case overall model risk,
R, is the decreased risk level with feature i completely reliable.

In this expression, the second term on the right represents the fraction of the reference
risk remaining assuming the feature of interest is perfect. Thus 1 minus the second term is
the fraction of the reference risk attributed to the feature of interest.

The Fussell-Vesely importance is calculated according to the following equation:

where the denominator represents the union of m minimal cutsets Cy generated with the
reference (baselme) model, and the numerator represents the union of n minimal cutsets
G generated assuming events related to the feature are perfectly reliable, or their failure
probability is False.

Critical hours: The number of hours the reactor was critical during a specified period of
time. ) )

Component Unreliability: Component unreliability is the probability that the component
would not perform its risk-significant functions when called upon during the previous 12
quarters.

Active Component: A component whose failure to change state renders the train incapable
of performing its risk-significant functions. In addition, all pumps and dlesels in the
monitored systems are included as active components. (See clarifying notes.)

Manual Valve: A valve that can only be operated by a person. An MOV or AOV that is
remotely operated by a person may be an active component.

Start demand: Any demand for the component to successfully start to perforrn its risk-
significant functions, actual or test. (Exclude post maintenance tests, unless in caseé of a
failure the cause of failure was independent of the mamtenance performed. )

Post maintenance tests: Tests performed followmg mamtenance but prior to declarmg the
train/component operable, consistent with Maintenance Rule 1mplementat10n

Run demand: Any demand for the component, given that it has successfully started, to
run/operate for its mission tlme to perform its risk-significant functions. (Exclude post
maintenance tests, unless in case of a failure the cause of failure was 1ndependent of the
maintenance performed. )

EDG failure to start: A fallure to start mcludes those failures up to the point the EDG has
achieved rated speed and voltage. (Exclude post maintenance tests, unless the cause of
failure was independent of the maintenance performed.)

F-7
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EDG failure to load/run: Given that it has successfully started, a failure of the EDG
output breaker to close, loads successfully sequence and to run/operate for one hour to
perform its risk-significant functions. This failure mode is treated as a demand failure for
calculation purposes. (Exclude post maintenance tests, unless the cause of failure was
independent of the maintenance performed.)

EDG failure to run: Given that it has successfully started and loaded and run for an hour,

a failure of an EDG to run/operate, ferits-misstomrtime 1o perform its risk-significant—

~functions. (Exclude post maintenance tests, unless the cause of failure was independent of

the maintenance performed.)

Pump failure on demand: A failure to start and run for at least one hour is counted as
failure on demand. (Exclude post maintenance tests, unless the cause of failure was
independent of the maintenance performed.)

Pump failure to run: Given that it has successfully started and run for an hour, a failure of
a pump to run/operate fdr&s—miss&e*%e—te—peﬁefmﬂrmbsrgnmmm
(Exclude post maintenance tests, unless the cause of failure was independent of the
maintenance performed.)

Valve failure on demand. A failure to open or close is counted as failure on demand.
(Exclude post maintenance tests, unless the cause of failure was independent of the
maintenance performed.)

Clarifying Notes,

Train Boundaries and Unavailable Hours

Include all components that are \required to satisfy the risk-significant function of the
train. For example, high-pressure mjectlon may have both an injection mode with
suction from the refueling water storage tank and a recirculation mode with suction from
the containment sump. Some components may be included in the scope of more than one
train. For example, one set of flow regulating valves and isolation valves in a three-pump,
two-steam generator system are included in the motor-driven pump train with which they
are electncally associated, but they are also included (along with the redundant set of
valves) in the turbine-driven pump train. In these instances, the eﬁ'ects of unavailability
of the valves should be reported in both affected trains. Similarly, when two trains
prov1de flow to a common header, the effect of isolation or flow regulating valve failures
in paths connected to the header should be considered in both trains

Cooling Water Support System Tram

The number of trains in the Coolmg Water Support System will vary considerably from
plant to plant. The way these functions are modeled in the plant-specific PRA will
determine a logical approach for train determination. For example, if the PRA modeled
separate pump and line segments, then the number of pumps and line segments would be
the number of trains.

F-8
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The- determmatieﬁefltrams~fef—theceehﬂgwater~suppert~system—may—bedrfﬁeult———kﬁhts

Actrve Components

For unreliability, use the followmg criteria for determmmg those components that should
be monitored:

e Components that are normally running or have to change state to achieve the risk
significant function will be included in the performance index. Active failures of
check valves and manual valves are excluded from the performance index and will be
evaluated in the NRC inspection program. -

¢ Redundant valves within a train are not included in the performance index: Only
those valves whose failure alone can fail a train will be included. The PRA success
criteria are to be used to identify these valves.

e Redundant valves within a multiitrainzsystem, whether in series or parallel, where the
failure of both valves would prevent all trains in the system from performing a risk-
significant function are included. (See Figure .F-5) . - Co

o All pumps and diesels are included in the performance index

Table 3 defines the boundaries of components, and Figures F-1, F-2, F-3 and F-4 provide
examples of typical component boundaries as described in Table 3. Each plant will
determine their system boundaries, active components, and support components, and
have them available for NRC inspection.

Failures of Non-Active Components

Failures of SSC’s that are not included in the performance index will not be counted asa
failure or a demand. Failures of SSC’s that cause an SSC within the scope of the
performance index to fail will not be counted as a failure or demadnd. An example could
be a manual suction isolation valve left closed which causes a'pumpto fail. This would
not be counted as a failure of the pump. Any mispositioning of the valve that caused the
train to be unavailable would be counted as unavallabllrty from the time of discovery.
The significance of the mispositioned valve prior to discovery would be addressed
through the inspection process.

Baseline Values

The baseline values for unreliability are contained in Table 2 and remain fixed.

F-9
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The baseline values for unavailability include both plant-specific planned unavailability
values and unplanned unavailability values. The unplanned unavailability values are
contained in Table 1 and remain fixed. They are based on ROP PI industry data from
1999 through 2001. (Most baseline data used in PIs come from the 1995-1997 time
period. However, in this case, the. 1999-2001 ROP data are preferable, because the ROP
data breaks out systems separately (some of the industry 1995-1997 INPO data combine
systems, such as HPCI and RCIC, and do not include PWR RHR). It is important to note
that the data for the two periods is very similar.)

Support cooling is based on —pplant specrﬁc unplanned and planned unavallablllty for
years 1999 to 2001. Nee : mp-and AFa

thosem-”{:able—z-t&detemme—rf-they-are representatwe]———

The baseline planned unavailability is based on actual plant-specific values for the period
1999 through 2001. These values are expected to remain fixed unless the plant
maintenance philosophy is substantially changed with respect to on-line maintenance or
preventive maintenance. In these cases, the planned unavailability baseline value can be
adjusted. A comment should be placed in the comment field of the quarterly report to
identify a substantial change in planned unavailability. To determme the planned
unavailability:

1. Record the total train unavailable hours reported under the Reactor Oversight Process
for 1999 through 2001.

2. Subtract any fault exposure hours still included in the 1999-2001 perrod
3. Subtract unplanned unavailable hours

4. Add any on-line overhaul hours and any other planned unavailability excluded in
accordance with NEI 99-02. 2

5. Add any planned unavailable hours for functions monitored under MSPI which were
not monitored under SSU in NEI 99-02.

6. Subtract any unavailable hours reported when the reactor was not critical.
7. Subtract hours cascaded onto momtored systems by support systems.

8. Divide the hours derived from steps 1- 6 above by the total critical hours during 1999-
2001. This is the baseline planned unavailability

Baseline unavailability is the sum of planned unavailability from step 7 and unplanned
unavailability from Table 1.

2 Note: The plant-specific PRA should model significant on-line overhaul hours.
F-10
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Table 1. Historical Unplanned Maintenance Unavailability Train Values
(Based on ROP Industrywide Data for 1999 through 2001)

SYSTEM UNPLANNED UNAVAILABILITY/TRAIN
EAC . 1.7 E-03

PWR HPSI 6.1 E-04

PWR AFW (TD) 9.1 E-04

PWR AFW (MD) 6.9 E-04 )
PWR AFW (DieselD) 7.6 E-04

PWR (except CE) RHR 4.7-2 E-04

CE RHR 1.1 E-03

BWR HPCI [3.3E-03

BWR HPCS 54 E-04

BWR RCIC 2.9 E-03

BWR RHR 12E-03

Support Cooling No Datzl Availét;le

F-11
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Table 2. Industry Priors and Parameters for Unreliability

Component Failure a® b* Industry Source(s)
Mode Mean
Value®
Motor-operated | Fail toopen | 5.0E-1 | 2.4E+2 | 2.1E-3 NUREG/CR-5500, Vol.
valve (or close) 4,7,8,9 '

Air-operated Failtoopen | 5.0E-1 [ 2.5E+2 | 2.0E-3 NUREG/CR-4550, Vol.
valve (or close) ‘
Motor-driven Fail to start 5.0E-1 | 2.4E+2 2.1E-3 NUREG/CR-5500, Vol.
pump, standby 1,8,9

Fail to run 5.0E-1 | 5.0E+3h | 1.0E-4/h NUREG/CR-5500, Vol.

1,8,9

Motor-driven Fail to start | 4.9E-1 | 1.6E+2 3.0E-3 NUREG/CR-4550, Vol.
pump, running
or alternating Fail to run 5.0E-1 | 1.7E+4h | 3.0E-5/h NUREG/CR-4550, Vol.
Turbine-driven | Fail to start | 4.7E-1 | 2.4E+1 1.9E-2 NUREG/CR-5500, Vol.
pump, AFWS c i

Fail to run 5.0E-1 | 3.1E+2 1.6E-3/h NUREG/CR-5500; Vol.
Turbine-driven | Fail to start | 4.6E-1 | 1.7E+1 2.7E-2 NUREG/CR-5500, Vol.
pump, HPCI or 4,7
RCIC

Fail to run 5.0E-1 | 3.1E+2h | 1.6E-3/h NUREG/CR-5500, Vol.

1,4,7

Diesel-driven Fail to start | 4.7E-1 | 2.4E+1 1.9E-2 NUREG/CR-5500, Vol.
pump, AFWS

Fail to run 5.0E-1 | 6.3E+2h | 8.0E-4/h NUREG/CR-4550, Vol.
Emergency Fail to start | 4.8E-1 | 43E+1 1.1E-2 NUREG/CR-5500, Vol.
diesel generator

Fail to 5.0E-1 [ 2.9E+2 1 7E-3°¢ NUREG/CR-5500, Vol.

load/run

Fail to run 5.0E-1 | 2.2E+3h | 2.3E-4/h NUREG/CR-5500, Vol.

F-12
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a. A constrained, non-informative prior is assumed. For failure to run events, a=0.5 and
b = (a)/(mean rate). For failure upon demand events, a is a function of the mean
probability:

Mean Probability ; a

0.0 to 0.0025 : 0.50
>0,0025 t0 0.010 0.49
>0.010 to 0.016 0.48
>0.016 t0 0.023 ‘ 047
>0.023 to 0,027 0.46

Then b = (a)(1.0 - mean probability)/(mean probability).

b. Failure to run events occurring within the first hour of operation are included within
the fail to start failure mode. Failure to run events occurring after the first hour of
operation are included within the fail to run failure mode. - Unless otherwise noted, the
mean failure probabilities and rates include the probability of non-recovery. Types of
allowable recovery are outlined in the clarifying notes, under “Credit for Recovery
Actions.”

c. Fail to load and run for one hour was calculated from the failure to ﬁ_m data in the
report indicated. The failurerate for 0.0 to 0.5 hour (3.3E-3/h) multiplied by 0.5 hour,
was added to the failure rate for 0.5 to 14 hours (2.3E-4/h) multiplied by 0.5 hour.
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Table 3. Component Boundary Definition

Component Component boundary
Diesel The diesel generator boundary includes the generator body, generator
Generators actuator, lubrication system (local), fuel system (local), cooling components

(local), startup air system receiver, exhaust and combustion air system,
dedicated diesel battery (which is not part of the normal DC distribution
system), individual diesel generator control system, circuit breaker for supply
to safeguard buses and their associated local control circuit (coil, auxiliary
contacts, wiring and control circuit contacts, and breaker closure interlocks) .

Motor-Driven
Pumps

The pump boundary includes the pump body, motor/actuator, lubrication
system cooling components of the pump seals, the voltage supply breaker,
and its associated local control circuit (coil, auxiliary contacts, wiring and
control circuit contacts).

Turbine-
Driven Pumps

The turbine-driven pﬁmp boundary includes the pump“bod‘y, turbine/actuator,
lubrication system (including pump), extractions, turbo-pump seal, cooling
components, and local turbine control system (speed).

The valvé boundary fﬁcludes the valve body, motor/actuator, the voltage

Motor-

Operated supply breaker (both motive and control power) and its associated local

Valves open/close circuit (open/close switches, auxiliary and switch contacts, and
wiring and switch energization contacts).

Air-Operated The valve boundary includes the valve body, the air operator, associated

Valves solenoid-operated valve, the power supply breaker or fuse for the solenoid

valve, and its associated control circuit (open/close switches and local
auxiliary and switch contacts).

F-14
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15 | Thereare-two-sets-ofindicators-inthis-cornerstene:

20 ml'l' IGATING SYSTEM PERFORMANCE INDEX

21  Purpose

22 | The purpose of the mitigating system performance index is to monitor the risk-impaet-of-changes
23 | in-performance of selected systems based on their ability to perform risk-significant functions as
24 | defined here-in.- It is comprised of two elements - system unavailability and system _

25 | unreliability. -Feﬁsk;g}edemaﬂé—&k}fes—&nd—aeeuﬂw%afeé—&&avaﬂ&bﬂ*w—ﬁhe index is used to
26 | determine the significance of performance issues for single demand failures and accumulated
27 | unavailability.- Due to the limitations of the index, the following conditions w111 rely upon the
28 | inspection process for evaluatingdetermining the significance of -performance issues:

29

30 | 1. Multiple concurrent failures of components within-a-menitered-system

31 2. Common cause failures o

32 3. Conditions not capable of being discovered during normal survetllance tests .
33 . 4. Failures of non-active components

34

35 Indicator Definition

36  Mitigating System Performance Index (MSPI) is the sum of changes in a simplified core damage
37 frequency evaluation resulting from changes in unavailability and unreliability relative to

38 baseline values.

39

40 | ZTraein Unnavailability is the ratio of the hours the train/system was unavailable to perform its

41  risk-significant functions due to planned and unplanned maintenance or test on active and non-
42  active components during the previous 12 quarters while critical to the number of critical hours
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during the previous 12 quarters. (Fault exposure hours are not included; unavailable hours are
counted only for the time required to recover the train’s risk-significant functions.)

TrainuUnreliability is the probabi,l\thy that the tratn-system would not perform its risk-significant
functions when called upon during the previous 12 quarters.

Baseline values are the values ~for” unavailability and unreliability against which current changes
in unavailability and unreliability are measured. See Appendix F for further details.

The MSPI is calculated separately for each of the following five systems for each reactor type.

BWRs
e emergency AC power system,

e high pressure injection systems (high pressure coolant i mjectlon, high pressure core spray, or
feedwater coolant injection)

e heat removal systems (reactor core isolation cooling)

¢ residual heat removal system (or their equivalent function as described in the Additional
Guidance for Specific Systems section.)

o coolmg water support system (includes risk 51gn1ﬁcant direct cooling functions provided by
service water and component cooling water or their cooling water equivalents for the above
four monitored systems)

PWRs

emergency AC power system

high pressure safety injection system

auxiliary feedwater system

residual heat removal system (or their equivalent function as described in the Additional

Guidance for Specific Systems section.)

. coolmg water support system (includes risk significant direct cooling functions provided by
service water and component cooling water or their cooling water equivalents for the above
four monitored systems)

Data Reporting Elements

The following data elements are reported for each system

¢ Unavailability Index (UAI) due to unavailability for each monitored system
¢ Unreliability Index (URI) due to unreliability for each monitored system

During the pilot, the édditi_onal data elements necessary to calculate UAI and URI will be
reported monthly for each system on an Excel spreadsheet. See Appendix F.
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Calculation

The MSPI for each system is the sum of the UAI due to unavailability for the system plus URI
due to unreliability for the system during the previous twelve quarters.

4

MSPI = UAI + URL

See Appendix F for the calculational methodology for UAI due to system unavailability and URI
due to system unreliability.

Definition of Terms

A train consists of a group of components that together provide the risk significant functions of
the system as explained in the additional guxdance for specific mitigating systems. Fulfilling the
risk-significant function of the system may requ1re one or more trains of a system to operate

| simultaneously. The number of trains in a system is generally determined as follows

e for systems that provide cooling of fluids, the number of trains is determined by the number
of parallel heat exchangers, or the number of parallel pumps, or the minimum number of
parallel flow paths, whichever is fewer. '

o for emergency AC power systems the number of trains is the number of class 1E emergency
(diesel, gas turbine, or hydroelectric) generators at the station that are installed to power
shutdown loads in the event of a loss of off-site power. (This does not include the diesel
generator dedicated to the BWR HPCS system, which is included in the scope of the HPCS
system.)

Risk Significant Functions: those at power functions of risk-significant SSCs as modeled in the
plant-specific PRA. Risk metrics for identifying risk-significant functions are:

Risk Achievement Worth > 2.0, or
Risk Reduction Worth >18.005 (Fussell-Vesely>0. 005) or
The risk significant functions that appear in the PRA cutsets that account for the top 90%

©  of core damage frequency96%-efcore-damage-frequency-accounted-for:

Risk-Significant Mission Times: The mission time modeled in the PRA for satisfying the risk-
significant function of reaching a stable plant condition where normal shutdown cooling is
sufficient. Note that PRA models typically analyze an event for 24 hours, which may exceed the
time needed for the risk-significant function captured in the MSPI. However, other intervals as
Jjustified by analyses and modeled in the PRA may be used.

Success criteria are the plant specific values of parameters the train/system is required to achieve
to perform its risk-significant function. Default values of those parameters are the plant’s design
bases values unless other values are modeled in the PRA.

N
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Clarifying Notes

Documentation

Each licensee will have the system boundaries, active components, risk-significant functions and
success criteria readily available for NRC inspection on site. Additionally, plant-specific
information used in Appendix F should also be readily available for inspection.

Success Criteria

Indlvxdual component capablhty must be evaluated against tram/system level success criteria
(e.g., a valve stroke time may exceed an ASME requirement, but if the valve still strokes in time
10 meet the PRA success criteria for the train/system, the component has not failed for the
purposes of this indicator because the risk-significant train/system function is still satisfied).
Important plant specific performance factors that can be used to identify the required capability
of the train/system to meet the risk-significant functions include, but are not limited to:
e Actuation

o Time

o Auto/manual

o Multiple or sequential
e Success requirements :

o Numbers of components or trains
Flows
Pressures
Heat exchange rates
Temperatures
Tank water level
e Other mission requirements

o Runtime

o State/configuration changes during mission
e Accident environment from internal events

o Pressure, temperature, humidity
¢ Operational factors

o Procedures

o Human actions

o Training

o Auvailable externalities (e.g., power supplies, special equipment, etc.)

O O 00O

System/Component Interface Boundaries

For active components that are supported by other components from both monitored and
unmonitored systems, the following general rules apply:
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o For control and motive power, only the last relay, breaker or contactor necessary to
power or control the component is included in the active component boundary.” For
example, if an ESFAS signal actuates a MOV, only the relay that receives the ESFAS
signal in the control circuitry for the MOV is in the MOV boundary No other portions
of the ESFAS are included.

« For water connections from systems that provide cooling water to an active component,
only the final active connecting valve is included in the boundary. For example, for
service water that provides cooling to support an AFW pump, only the final active valve
in the service water system that supplies the cooling water to the AFW system is
included in the AFW system scope. ‘This same valve is not mcluded in the cooling water
‘support system scope.

Water Sources and Inventory

Water tanks are not considered to be active components. As such, they do not contribute to URL
However, periods of insufficient water inventory contribute'to UAI if they result in loss of the
risk-significant train function for the required mission time. Water inventory can include
operator recovery actions for water make-up provided the actions can be taken in time to meet
the mission times and are modeled in the PRA. If alternate-additional water sources are required
to-provide-make-up-to satisfy train mission times, only the connecting active valve from the
alternate-systemadditional water source is considered as an active component for calculating
URL. If there are valves in the primary water source that must change state to permit use of the
additional water source, these valves are considered active and should be included in URI for
the system.

Monitored Systems®

Systems have been generically selected for this indicator based on their importance in preventing
reactor core damage. The systems include the principal systems needed for maintaining reactor
coolant mventory followmg a loss of coolant accident, for decay heat removal following a
reactor trip or loss of main feedwater and for providing emergency AC power following a loss’
of plant off-site power. One risk-significant support function (cooling water support system) is ’
also monitored. The cooling water support system monitors the risk significant cooling functions
provided by service water and component cooling water, or their direct cooling water
equivalents, for the four front-line monitored systems. No support systems are to be cascaded
onto the monitored systems, e. g., HVAC room coolers DC power 1nstrument air, etc.

Diverse Systems

Except as specifically stated in the indicator definition and reporting guidance no credit is given -
for the achievement of a risk-significant function by an unmomtored system in determining
unavaxlablllty or unrellablhty of the monitored systems

Common Components
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Some components in a system may be common to more than one train or system, in which case
the unavailability/unreliability of a common component is included in all affected trains or
systems.

Short Duration Unavailability

Trains are generally considered to be available during periodic system or equipment
realignments to swap components or flow paths as part of normal operations. Evolutions or
surveillance tests that result in less than 15 minutes of unavailable hours per train at a time need
not be counted as unavailable hours. Licensees should compile a list of surveillances/evolutions
that meet this criterion and have it available for inspector review. In addition, equipment
misalignment or mispositioning which is corrected in less than 15 minutes need not be counted
as unavailable hours. The intent is to minimize unnecessary burden of data collection,
documentation, and verification because these short durations have insignificant risk impact

If a licensee is required to take a component out of service for evaluation and corrective actions
for greater than 15 minutes (for example, related to a Part 21 Notification); the unavailable hours
must be included.

-’Ffeatment-eflgegﬁ;ded—éeﬂditieas
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Treatment 07’ Demand /Run Fazlures and Degraded Condztlons

1 Treatment of Demand and Run Failures

Failures of active components (see Appendix F) on demand or fazlures to run, either
 actual or test, while critical, are included in unreliability.. Failures on demand or

Sailures to run with the reactor shutdownwhile-non-critieal must be evaluated to
determine if the failure would have resulted in the train not being able to perform its risk-
significant at power functions, and must therefore be included in unreltablltty
Unavailable hours are included only for the time required to recover the frain’s risk-
significant functions and only when the reactor is critical.

2. Treatment of Degraded Conditions

" a) Capable of Being Discovered By Normal Surveillance Tests. |
Normal surveillance tests are those tests that are performed at a frequency ofa
refueling cycle or more frequently .

_2 \/&M ) ‘ ’,

Degraded condmons where no actual demand exzsted that render an active
component incapable of performing its risk-significant functions are included in
unreliability as a demand and a failure. The appropriate failure mode must be
accounted for. For example, for valves, a demand and a demand failure would be
assumed and included in URI. For pumps and diesels, if the degraded condition
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would have prevented a successful start demand, a'demand and a Sfailure 1s
included in URI, but there would be no run time hours or run failures. If it was
determined that the pump/diesel would start and load run, but would fail
sometime during the 24 hour run test or its surveillance test equivalentbut-not-run
for-the-risk-sigrificant-mission-tume, the evaIua(ed failure time would be included
in run hours and a run failure would be assumed A start demand and start
failure would not be included. Unavailable hours are included for the time
required to recover the risk-significant function(s).

Degraded conditions, or actual unavailability due to mispositioning of non-active
camponents that render a train incapable of pe)formmg its risk-significant
functions are only included in unavailability for the time required to recover the
risk-significant function(s).

Loss of risk significant function(s) is assumed to have occurred if the established
success criteria has not been met. [f subsequent analysis identifies additional -
margin for the success criterion, future impacts on URI or UAI for degraded
conditions may be determmed based on the new criterion. However, URI and -
UAI must be based on the success criteria of record at the time the degraded
condition is discovered. If the degraded condition is not addressed by any of the
pre-defi ined success criteria, an engineering evaluation 1o determine the impact of
the degraded condition on the risk-significant function(s) should be completed
and documented. The use of component failure analysis, circuit analysis, or event
investigations is acceptable 'Engineering judgment may be used in conjunction
with analytical techniques to determine the impact of the degraded condition on
the risk-significant function. The engineering evaluation should be completed as
soon as practicable. If it cannot be completed in time to support submission of
the PI report for the current quarter, the comment field shall note that an
evaluation is pending. The evaluation must be completed in time to accurately
account for unavazlabtllty/unrelzabllzty in the next quarterly report. Exceptions to
this guidance are expected to be rare and will be treated on a case-by-case basis.
Licensees sigpuld identify these situations to the resident inspector.

b) Not Capable of Being Discovered by Normal Surveillance Tests
These failures or conditions are usually of longer exposure time. Since these
failure modes have not been tested on a regular basis, it is inappropriate to
include them in the performance index statistics._ These failures or conditions are
_subject to evaluation through the inspection process. Examples of this type are
Jfailures due to pressure locking/thermal binding of isolation valves, blockages in
lines not regularly tested, or inadequate component sizing/settings under accident
conditions (not under normal test conditions): While not included in the
calculation of the index, they should be reported in the comment field of the PI
data submittal,
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Credit for Operator Recovery Actions to Restore the Risk-Sienificarit Function

1
2
3 1. During testing or operational alignment.
4 Unavailability of a risk-significant function during testing or operational ahgnment need not
5 be included if the test configuration is automatically overridden by a valid starting signal, or
6 | the function can be promptly restored mﬁme»te«meet«the—?PQA«risk—sucees&cmena—exther by
7 an operator in the control room or by a designated operator'. stationed locally for that
8 purpose. Restoration actions must be contained in a written procedure?, must be
9 uncomplicated (a single action or a few simple actlons) must be capable of being restored in
10 time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a

11 designated local operator can be taken only if (s)he is positioned at the proper location

12 throughout the duration of the test for the purpose of restoration of the train should a valid

13 demand occur. The intent of this paragraph is to allow licensees to take credit for restoration
14 actions that are virtually certain to be successful (1 e. probabxhty nearly equal to 1) during
15 accident conditions. :

16 - : o . : g

17 The individual performing the restoration function can be the person conducting the test and
18 must be in communication with the control room. Credit can also be taken for an operator in
19 the main control room provided (s)he is in close proximity to restore the equipment when

20 needed. Normal staffing for the test may satisfy the requirement for a dedicated operator,

21 depending on work assignments. In all cases, the staffing must be considered in advance and
22 an operator identified to perform the restoration actions independent of other control room
23 actions that may be required.

24

25 "Under stressful, chaotic conditions, otherwise simple multiple actions may not be

26 accomplished with the virtual certainty called for by the guidance (e.g., lifting test leads and
27 landing wires, or clearing tags). In addition, some manual operations of systems designed to
28 operate automatically, such as manually controlling HPCI turbine to establish and control

29 injection flow, are not virtually certain to be successful. These situations should be resolved
30 on a case-by-case basis through the FAQ process.

31

32 2. During Maintenance

33 Unavailability of a risk-significant funcuon durmg maintenance need not be included if the
34 | risk-significant function can be promptly restored ia-time-to-meet-the-PRA-sucecess-eriteria
35 either by an operator in the control room or by a designated operatonj statloned locally for
36 that purpose. Restoration actions must be contained in a written procedure®, must be

37 | uncompllcated (a single action or a few simple actions), must be capable of being restored in

1

1 Operator in this circumstance refers to any plant personnel quahﬁed and deSIgnated to perform
the restoration function.’ : .

2 Including restoration steps'in an approve& test procedure.

3 Operator in this circumstance refers to any plant personnel qualified and desngnated to perform the
restoration function,

4 Including restoration steps in an approved test procedure.
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time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a
designated local operator can be taken only if (s)he is positioned at a proper location
throughout the duration of the maintenance activity for the purpose of restoration of the train
should a valid demand occur. The intent of this paragraph is to allow licensees to take credit
for restoration of risk-significant functions that are virtually certain to be successful (i e.,
probability nearly equal to 1).- The individual performing the restoration function can be the
person performing the maintenance and must be in communication with the control room.
Credit can also be taken for an operator in the main control room provided (s)he is in close
proximity to restore the equipment when needed. Under stressful chaotic conditions
otherwise simple multiple actions may not be accomplished with the virtual certainty called
for by the guidance (e.g., lifting test leads and landing wires, or clearing tags). These
situations should be resolved on a case-by-case basis through the FAQ process.

3. Satisfying PRA success criteriaRisk-Signtficant-Mission-Times "
Risk significant operator actions to satisfy pre-determined train/system risk-significant
mission times can only be credited if they are modeled in the PRA.

Swing trains and components shared between units

Swing trains/components are trains/components that can be aligned to any unit. To be credited
as such, their swing capability should be modeled in the PRA to provide an appropriate Fussel/-
Vessely value. '

Unit Cross Tie Capability

Components that cross tie monitored systems between units should be considered active
components if they are modeled in the PRA and meet the active component criteria in Appendix
F. Such active components are counted in each unit’s performance indicators.

Maintenance Trains and Installed Spares

Some power plants have systems with extra trains to allow preventive maintenance to be carried
out with the unit at power without impacting the risk-significant function of the system. That is,
one of the remaining trains may fail, but the system can still perform its risk significant function.
To be a maintenance train, a train must not be needed to perform the system’s risk significant
function. ‘

An "installed spare" is a component (or set of components) that is used as a replacement for other
equipment to allow for the removal of equipment from service for preventive or corrective
maintenance without impacting the risk-significant function of the system. To be an "installed
spare," a component must not be needed for the system to perform the risk significant function.

For unreliability, spare active components are included if they are modeled in the PRA.
Unavailability of the spare component/train is only counted in the index if the spare is substituted

10
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for a primary train/component.( Unavailability is not monitored for'a component/train when that
component/train has been replaced by an installed spare or maintenance train. 4

Use of Plant-Specific PRA and SPAR Models

The MSPI is an approximation using some information from a plant’s acrual PRA and is s
intended as an indicator of system performance. Plant-specific PRAs and SPAR models cannot
be used to question the outcome of the PIs computed in accordance with this guideline.

Maintenance Rule Performance Monitoring

It is the intent that NUMARC 93-01 be revised to require consistent unavallablllty and
unrellablllty data gathering as required by this gurde]me

1

ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS .

This guidance provides typical system scopes. Individual plants should apply-include those
systems employed at their plant that are necessary to satisfy the specific risk—significant
functions described below and reflected in their PRAs.

Emergency AC Power Systems‘

Scope

The function monitored for the emergency AC power system is the ability of the emergency
generators to provide AC power to the class 1E buses upon a loss of off-site power while the
reactor is critical, including post-accident conditions. The emergency AC power system is
typically comprised of two or more independent emergency generators that provide AC power to
class 1E buses following a loss of off-site power. The emergency generator dedicated to "
providing AC power to the high pressure core spray system in BWRs is not within the scope of
emergency AC power.

The electrical circuit breaker(s) that connect(s) an emergency generator to the class IE buses that
are normally served by that emergency generator are consrdered to be part of the emergency
generator train. - -

Emergency generators that are not safety grade, or'that servea ' backup role only (e.g., an
alternate AC power source) are not included in the performance reporting.

Train Determination

The number of emergency AC power system trains for a unit is equal to the number of class 1E
emergency generators that are available to power safe-shutdown loads in the event of a loss of
off-site power for that unit. There are three typical conﬁguratlons for EDGs ata multi-unit
station:

1. EDGs dedicated to only one unit.
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2. One or more EDGs are available to “swing” to either unit

3. All EDGs can supply all units

For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to
the unit. For configuration 2, the number of trains for a unit is equal to the number of dedicated
EDGs for that unit plus the number of “swing” EDGs available to that unit (i.e., The “swing”
EDGs are included in'the train count for each unit). For configuration 3, the number of trains is
equal to the number of EDGs.

Clarifying Notes

The emergency diesel generators are not considered to be available during the following portions

of periodic surveillance tests unless recovery from the test configuration during accident
conditions is virtually certain, as described in “Credit for operator recovery actions during
testing,” can be satisfied; or the duration of the condition is less than fifteen minutes per train at
one time:

¢ Load-run testing
e Barring

An EDG is not considered to have failed due to any of the following events:

e  spurious operation of a trip that would be bypassed in a loss of offsite power event

e malfunction of equipment that is not required to operate during a loss of offsite power event
(e.g., circuitry used to synchronize the EDG with off-site power sources)

» failure to start because a redundant portion of the starting system was mtentlonally disabled
for test purposes, if followed by a successful start with the starting system in its normal
alignment

Air compressors are not part of the EDG béundary. However, air receivers that provide starting
air for the diesel are included in the EDG boundary.

Ifan EDG has a dedicated B‘Attrery independent of the station’s normal DC distribution system,
the dedicated battery is included in the EDG system boundary.

If the EDG day tank is not sufficient to meet the EDG mission time, the fuel transfer function

should be modeled in the PRA. However, the fuel transfer pumps are not considered to be an
active component in the EDG system because they are considered to be a support system.

BWR High Pressure Iﬁjection' Systems

(High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coolant
Injection)

12
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Scope

These systems function at high pressure to maintain reactor coorlant! in{/eritqry and to.remove
decay heat following a small-break Loss of Coolant Accident (LOCA) event or a loss of main
feedwater event.

The function monitored for the indicator is the ability of the monitored system to take suction
from the suppression pool (and from the condensate storage tank, if credited in the plant’s
accident analysis) and inject -into the reactor vessel.

Plants should monitor either the high-pressure coolant injection (HPCI), the high-pressure core
spray (HPCS), or the feedwater coolant injection (FWCI) system, whichever is installed. The
turbine and -governor (or motor-driven FWCI pumps), and associated piping and valves for
turbine steam supply and exhaust are within the scope of these systems. Valves in the feedwater
line are not considered within the scope of these systems The emergency generator dedicated to
providing AC power to the high-pressure core spray system is included in the scope of the
HPCS. The HPCS system typically includes a "water leg" pump to prevent water hammer in the
HPCS piping to the reactor vessel. The "water leg" pump and valves in the "water leg" pump
flow path are ancillary components and are not included in the scope of the HPCS system. -
Unavailability is not included while critical but-if the system is—belewis below steam pressure
specified in technical specifications at which the system can be operated.

Train Determination

The HPCI and HPCS systems are considered single-train systems. The booster pump and other
small pumps are ancillary components not used in determining the number of trains. The effect
of these pumps on system performance is included in the system indicator to the extent their
failure detracts from the ability of the system to perform its risk-significant function. For the
FWCI system, the number of trains is determined by the number of feedwater pumps. The
number of condensate and feedwater booster pumps are not used to determine the number of
trains :

BWR Heat Removal Systems
(Reactor Core Isolation Cooling or check:Isolation Condenser)

Scope - o , ' ' : e

This system functions at fligh pressure to remove decay heat following a loss of main feedwater
event. The RCIC system also functions to maintain reactor coolant inventory following a very
small LOCA event. ‘ ! o T

The function monitored for the indicator is the ability of the RCIC system to cool the reactor -
vessel core and provide makeup water by taking a suction from either the condensate storage

tank or the suppression pool and injecting at rated pressure and flow into the reactor Vessel.

The Reactor Core Isolation Cooling (RCIC) system turbine, governor, and associated piping and
valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the

13
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feedwater line are not considered within the scope of the RCIC system. The Isolation Condenser
and inlet valves are within the scope of Isolation Condenser system. Unavailability is not
included while critical but-if the system is below steam pressure specified in technical
specifications at which the system can be operated.

Train Determination

The RCIC system is considered a single-train system. The condensate and vacuum pumps are
ancillary components not used in determining the number of trains. The effect of these pumps on
RCIC performance is included in the system indicator to the extent that a component failure
results in an inability of the system to perform its risk significant function.

BWR Residual Heat Removal Systems

Scope

The functions monitored for the BWR residual heat removal (RHR) system is-are the ability of
the RHR system to remove heat from the suppression pool, provide low pressure coolant
injection, and provide post-accident decay heat removal.shutdewn-coeling=- The pumps, heat
exchangers, and associated piping and valves for those functions are included in the scope of the
RHR system.

Train Determination

The number of trains in the RHR system is determined by the number of parallel RHR heat
exchangers. .

PWR High Pressure Safety Injection Systems

Scope

These systems are used primarily to maintain reactor coolant inventory at high pressures
following a loss of reactor coolant. HPSI system operation following a small-break LOCA
involves transferring an initial supply of water from the refueling water storage tank (RWST) to
cold leg piping of the reactor coolant system. Once the RWST inventory is depleted,
recirculation of water from the reactor building emergency sump is required. The function }
monitored for HPSI is the ability of a HPSI train to take a suction from the primary water source
(typically, a borated water tank), or from the containment emergency sump, and inject into the
reactor coolant system at rated flow and pressure.

The scope includes the pu;nps and associated piping and valves from both the refueling water

storage tank and from the containment sump to the pumps, and from the pumps into the reactor
coolant system piping. For plants where the high-pressure injection pump takes suction from the

14
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residual heat removal pumps, the re51dual heat removal pump discharge header isolation valve to
the HPSI pump suction is included in the scope of HPSI system. Some components may be
included in the scope of more than one train. For example, cold-leg injection lines may be fed
from a common header that is supplied by both HPSI trains. In these cases, the effects of testing
or component failures in an injection line should be reported in both trains.

Train Determination

In general, the number of HPSI system trains is defined by the number of high head injection
paths that provide cold-leg and/or hot-leg injection capability, as applicable.

For Babcock and Wilcox (B&W) reactors, the design features centnfugal pumps used for high
pressure injection (about 2,500 psig) and no hot-leg injection path. Recirculation from the
containment sump requires operation of pumps in the residual heat removal system. They are
typically a two-train system, with an installed spare pump (depending on plant-specific design)
that can be aligned to either train.

For two-loop Westinghouse plants, the pumps operate at a lower pressure (about 1600 psig) and
there may be a hot-leg injection path in addition to a cold- leg mjection path (both are mcluded as
a part of the train).

For Combustion Engineering (CE) plants, the design features three centrifugal pumps that
operate at intermediate pressure (about 1300 psig) and provide flow to two cold-leg injection
paths or two hot-leg injection paths. In most designs, the HPSI pumps take suction directly from
the containment sump for recirculation. In these cases, the sump suction valves are included
within the'scope of the HPSI system. This is a two-train system (two trams of combined cold-leg
and hot-leg injection capability). One of the three pumps is typically an installed spare that can
be aligned to either train or only to one of the trains (depending on plant-specific design).

For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at
high pressure (about 2500 psig), a cold-leg injection path through the BIT (with two trains of
redundant valves), an alternate cold-leg injéction path, and two hot-leg injection paths. One of
the pumps is considered an installed spare. Recirculation is provided by taking suction from the
RHR pump discharges. A train consists of a pump, the pump suction valves and boron injection
tank (BIT) injection line valves electrically associated with the pump, and the associated hot-leg
injection path. The alternate cold-leg injection path is'required for recirculation, and should be
included in the train W1th ‘which its isolation valve is electrically assocxated This represents a
two-train HPSI system . ’

For Four-loop Westinghouse plants, the design features two centrifugal pumps that operate at
high pressure (about 2500 psig), two centrifugal pumps that operate at an intermediate pressure
(about 1600 psig), a BIT injection path (with two trains of injection valves), a cold-leg safety
injection path, and two hot-leg injection paths. Recirculation is provided by taking suction from
the RHR pump discharges. Each of two high pressuie trains is comprised of a high pressure
centrifugal pump, the pump suction valves and BIT valves that are electrically associated with
the pump. Each of two intermediate pressure trains is comprised of the safety injection pump, the

15
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suction valves and the hot-leg injection valves electrically associated with the pump. The cold-
leg safety injection path can be fed with either safety injection pump, thus it should be associated
with both intermediate pressure trains. This HPSI system is considered a four-train system for
monitoring purposes.

PWR Auxiliary Feedwater Systems
Scope

The AFW system provides decay heat removal via the steam generators to cool down and
depressurize the reactor coolant system followmg a reactor trip. The AFW system is assumed to
be required for an extended period of operatlon during which the initial’ supply of water from the
condensate storage tank is depleted and water from an alternative water source (e.g., the service
water system) is required. Therefore components in the flow paths from both of these water
sources are included; however, the alternative water source (e.g., service water system) is not
included.

The function monitored for the indicator is the ability of the AFW system to take a suction from
the primary water source (typically, the condensate storage tank) or, if required, from an
emergency source (typically, a lake or river via the service water system) and inject into at least
one steam generator at rated flow and pressure.

The scope of the auxiliary feedwater (AFW) or emergency feedwater (EFW) systems includes
the pumps and the components in the flow paths from the condensate storage tank and, if
required, the valve(s) that connect the alternative water source to the auxiliary feedwater system.
Startup feedwater pumps are not mcluded in the scope of this indicator.

Train Determination

The number of trains is determined primarily by the number of parallel pumps. For example, a
system with three pumps is defined as a three-train system, whether it feeds two, three, or four
injection lines, and regardless of the flow capacity of the pumps. Some components may be
included in the scope of more than one train. For example, one set of flow regulating valves and
isolation valves in a three-pump, two -steam generator system are included in the motor-driven
pump train with which they are electrically associated, but they are also included (along with the
redundant set of valves) in the turbine-driven pump train. In these i instances, the effects of testing
or failure of the valves should be reported in both affected trains. Similarly, when two trains
provide flow to a common header, the effect of isolation or flow regulating valve failures in
paths connected to the header should be considered in both trains.

16
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PWR Residual Heat Removal Sys;tem
Scope

The functions monitored for the PWR residual heat removal (RHR) system are those that are
requxred to be available when the reactor is critical. These typically include the low-pressure
injection function (if risk-significant) and the post-accident recirculation mode used to cool and
recirculate water from the containment sump following depletion of RWST inventory to satisfy
prowde the—post-accndent m&sslem*mesdecay heat removal These—ﬁmes-are-deﬁﬂeéas—reaehmg

used——The pumps, heat exchangers and assocnated plpmg and valves for those ﬁmctlons are
included in the scope of the RHR system. Containment spray function should be included if it is
identified in the PRA as a risk-significant post accident decay heat removal function:
Containment spray systems that only provide containment pressure control are not included.

Train Determination

The number of trains in the RHR system is determined by the number of parallel RHR heat
exchangers. Some components are used to provide more than one function of RHR. Ifa
component cannot perform as designed, rendering its associated train incapable of meeting one
of the risk-significant functions, then the train is considered to be failed. Unavailable hours
would be reported as a result of the component failure.

Cooling Water Support System

Scope

The function of the cooling water support system is to provide for direct cooling of the
components in the other monitored systems It does not include indirect cooling provided by
room coolers or other HVAC features.

Systems that provide this function typically include service water and component cooling water
or their cooling water equivalents. Pumps, valves, heat exchangers and line segments that are
necessary to provide cooling to the other monitored systems are included in the system scope up
to, but not including, the last valve that connects the cooling water support system to the other
monitored systems. This last valve is included in the other monitored system boundary.

Valves in the cooling water support system that must close to ensure sufficient cooling to the
other monitored system components to meet risk significant functions are included in the system
boundary.

Train Determination
The number of trains in the Cooling Water Support System will vary considerably from plant to
plant. The way these functions are modeled in the plant-specific PRA will determine a logical

17
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approach for train determination. For example, if the PRA modeled separate pump and line
segments, then the number of pumps and line segments would be the number of trains.

Clarifying Notes
Service water pump strainers and traveling screens are not con51dered to be active components
and are therefore not part of URIL . However, clogging of strainers and screens due to expected or
routinely predictable environmental conditions that render the train unavallable to perform its

| risk significant cooling function (which includes the risk-significant mission times)are included
in UAL

Unpredictable extreme environmental conditions that render the train unavailable to perform its
risk significant cooling function should be addressed through the FAQ process to determine if
resulting unavailability should be included in UAL

18
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20 |MITIGATING SYSTEM PERFORMANCE INDEX . : |

21  Purpose

22 | The purpose of the mitigating system performance index is to monitor the ﬂ-sk-i—mpaet—e{lehaﬂges
23 | in-performance of selected systems based on their ability to perform risk-significant functions as
24 | defined here-in.: It is comprlsed of two elements - system unavallablhty and system

25 | unreliability. - ngle-demand—failures-and-accumulated-ur Tthe index is used to

26 | determine the 51gmﬁcance of performance issues for smgle demand fallures and accumulated

27 | wunavailability: Due to the limitations of the index, the following conditions will rely upon the

28 | inspection process for evaluatingdetermining the significance of -performance i issues:

29

30 I 1. Multiple concurrent failures of components within-e-menitored-system

31 2. Common cause failures

32 3. Conditions not capable of being discovered during normal surveillance tests
33 . 4. Failures of non-active components ‘ o
34 :

35 Indicator Definition

36  Mitigating System Performance Index (MSPI) is the sum of changes in a simplified core damage
37 frequency evaluation resultlng from changes in unavallabxhty and um'ehabxllty relatlve to

38  baseline values. :

39

40 | Zrein Usnavailability is the ratio of the hours the train/system was unavailable to perform its

41  risk-significant functions due to planned and unplanned maintenance or test on active and non-
42  active components during the previous 12 quarters while critical to the number of critical hours
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during the previous 12 quarters. (Fault exposure hours are not included: unavailable hours are
counted only for the time required to recover the train’s risk-significant functions.)

TrainuUnreliability is the probability that the tratn-system would not perform its risk-significant
functions when called upon during the previous 12 quarters.

Baseline values are the values for un:availability and unreliability against which current changes
in unavailability and unreliability are measured. See Appendix F for further details.

The MSPI is calculated separately for. each of the following five systems for each reactor type.

BWRs . , .

¢ emergency AC power system

e high pressure injection systems (high pressure coolant injection, high pressure core spray, or
feedwater coolant injection)

o heat removal systems (reactor core isolation cooling)

o residual heat removal system (or their equivalent function as described in the Additional
Guidance for Specific Systems section.)

¢ cooling water support system (includes risk significant direct cooling functions provided by
service water and component cooling water or their cooling water equivalents for the above
four monitored systems)

PWRs

e emergency AC power system

o high pressure safety injection system

o auxiliary feedwater system

e residual heat removal system (or their equivalent function as described in the Additional

Guidance for Speczf ic Systems section.)

. coolmg water support system (includes risk significant direct coolmg functions provided by
service water and component cooling water or their cooling water equivalents for the above
four monitored systems)

Data Reporting Elements

The following data elements are reported for each system

¢ Unavailability Index (UAI) due to unavailability for each monitored system
o Unreliability Index (URI) due to unreliability for each monitored system

During the pilot, the additional data elements necessary to calculate UAI and URI will be
reported monthly for each system on an Excel spreadsheet. See Appendix F.
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Calculation

The MSPI for each system is the sum of the UAI due to unavailability for the system plus URI
due to unreliability for the system during the previous twelve quarters.

MSPI = UAI + URL

See Appendix F for the calculational methooololgy for UAI due to system onavailability and URI
due to system unreliability.

Definition of Terms

A train consists of a group of components that together provide the risk significant functions of
the system as explained in the additional gu1dance for specific mitigating systems Fulﬁllmg the
risk-significant function of the system may requlre one or more trains of a system to operate

| simultaneously. The number of trains in a system is generally determined as follows:

e for systems that provide cooling of fluids, the tfumbe; of trains is determined by the number
of parallel heat exchangers, or the number of parallel pumps, or the minimum number of
parallel flow paths, whichever is fewer.

o for emergency AC power systems the number of trains is the number of class 1E efnergency
(diesel, gas turbine, or hydroelectric) generators at the station that are installed to power
shutdown loads in the event of a loss of off-site power. (This does not include the diesel
generator dedicated to the BWR HPCS system, which is included in the scope of the HPCS
system )

Risk Significant Functions: those at power functions of risk-significant SSCs as modeled in the
plant-specific PRA. Risk metrics for identifying risk-significant functions are:

Risk Achievement Worth > 2.0, or _
Risk Reduction Worth >/6.005 (Fussell-Vese1y>0 005), or
The risk significant functions that appear in the PRA cutsets that account for the top 90%

©  of core damage ﬁequency%%reileefe-é&m&ge-ffeqtieﬂey—aeee&ﬂ%ed—foﬁ

Risk-Significant Mission Times: The mission time modeled in the PRA for satzsﬁmg the risk-
significant function of reaching a stable plant condition where normal shutdown cooling is
sufficient. Note that PRA models typically analyze an event for 24 hours, which may exceed the
time needed for the risk-significant function captured in the MSPI. However, other initervals as
Jjustified by analyses and modeled in the PRA may be used.

Success criteria are the plant specific values of parameters the train/system is required to achieve
to perform its risk-significant function. Default values of those parameters are the plant’s design-
bases values unless other values are modeled in the PRA.
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Clarifying Notes

Documentation

a

Each licensee will have the system boundaries, active components, risk-significant functions and
success criteria readily available for NRC inspection on site. Additionally, plant-specific
information used in Appendix F should also bé readily available for inspection.

Success Criteria

Indmdual component capablllty must be evaluated against tram/system level success criteria
(e.g., a valve stroke time may exceed an ASME requzrement but if the valve still strokes in time
to meet the PRA success criteria for the train/system, the component has not failed for the
purposes of this indicator because the risk-significant train/system function is still satisfied).
Important plant specific performance factors that can be used to identify the required capability
of the train/system to meet the risk-significant functions include, but are not limited to:
e Actuation

o Time

o Auto/manual

o Multiple or sequential
e Success requirements

o Numbers of components or trains
Flows '
Pressures
Heat exchange rates
Temperatures
Tank water level
e Other mission requirements

o Runtime

o State/configuration changes during mission
e Accident environment from internal events

o Pressure, temperature, humidity
e Operational factors ‘

o Procedures

o Human actions

o Training

o Available externalities (e.g., power supplies, special equxpment etc.)

O 0OO0OO0OO0

System/Component Interface Boundaries

For active components that are supported by other components from both monitored and
unmonitored systems, the following general rules apply:
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o For control and motive power, only the last relay, breaker or contactor necessary to .
power or control the component is included in the active component boundary For
example, if an ESFAS signal actuates a MOV, only the relay that receives the ESFAS
signal in the control circuitry for the MOV is in the MOV boundary. No other portions
of the ESFAS are included.

 For water connections from systems that provide cooling water to an active component,
only the final active connecting valve is included in the boundary For example, for
_service water that provides coolmg to support an AFW pump, only the final active valve
in the service water system that supplies the coollng water to the AFW system is
included in the AFW system scope Thls same valve is not mcluded in the cooling water
support system scope.

i

Water Sources and Inventory

Water tanks are not considered to be active components. As such, they do not contribute to URL
However, periods of insufficient water 1nventory ‘contribute to UAI if they result in loss of the
risk-significant train function for the required mission time. Water inventory can include

operator recovery actions for water make-up provided the actions can be taken in time to meet

the mission times and are modeled in the PRA. If alternate-additional water sources are required
to-provide-make-up-to satisfy train mission times, only the connecting active valve from the
a-ltemate—systemaddmonal water source is considered as an active component for calculating . .
URL. If there are valves in the primary water source that must change state to permit use of the
additional water source, these valves are constdered active and should be included in URI for

the system. . .

1

Monitored Systems ; a - o .

Systems have been generically selected for this mdlcator based on thelr importance in preventmg
reactor core damage. The systems include the principal systems needed for maintaining reactor
coolant inventory following a loss of coolant accident, for ‘decay heat removal following a

reactor trip or loss of main feedwater, and for prov1dmg emergency AC power following a loss

of plant off-site power. One rlsk-51gmﬁcant support function (cooling water support system)is
also monitored. The cooling water support system momtors the risk sngmﬁcant cooling functions
provided by service water and component cooling water, or their direct cooling water .
equivalents, for the four frout-hne monitored systems "No support systems are to be cascaded

onto the monitored systems, e.g., HVAC room coolers DC power, instrument air, etc.

Diverse Systems ‘ S
Except as specifically stated in the indicator definition and reporting guidance, no credit is given

for the achievement of a risk-significant function by an unmonitored system in determining’
unavailability or unreliability of the monitored systems.

Common Components
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Some components in a System may be common to more than one train or system, in which case
| the unavailability/unreliability of a common component is included in all affected trains or
systems.

Short Duration Unavailability

Trains are generally considered to be available during periodic system or equipment
realignments to swap components or flow paths as part of normal operatlons Evolutions or
surveillance tests that result in less than 15 minutes of unavailable hours per train at a time need
not be counted as unavailable hours Llcensees should complle a list of surveillances/evolutions
that meet this criterion and have it available for i mspector review. In addition, equipment
misalignment or mispositioning which is corrected in less than 15 minutes need not be counted
as unavailable hours. The intent is to minimize unnecessary burden of data collection,

| documentation, and verification because these short durations have insignificant risk impact.

If a licensee is required to take a component out of service for evaluation and corrective actions -
for greater than 15 minutes (for example, related to a Part 21 Notlﬁcatlon) the unavailable hours
must be included.

TFreatment-of Degraded-Conditions
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Treatment of Demand /Run Fazlures and Degraded Condttzons ’

1. Treatment of Demand and Run Failures .
Failures of active components (see Appendix F) on demand or fazlures to run, either
actual or test, while critical, are included in unreliability. Failures on demand or
failures to run with the reactor shutdowmwhile-non-critical must be evaluated to
determine if the failure would have resulted in the train not being able to perform its risk-
significant at power functions, and must therefore be included in unreliability.
Unavailable hours are included only for the time required to recover the train’s risk-
significant functions and only when the reactor is critical. -

2. Treatment of Dezraded Conditions

a) Capable of Being Discovered Bv Normal Surveillance Tests .
" Normal surveillance tests are those tests that are pet;formed at a frequency of a
refuelzng cycle or more frequently

gvemy i

Degraded conditions, where no actual demand existed, that render an active
component incapable of performing its risk-significant functions are included in
unreliability as a demand and a failure. The appropriate failure mode must be
accounted for. For example, for valves, a demand and a demand failure would be
assumed and included in URI. For pumps and diesels, if the degraded condition
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would have prevented a successful start demand, a demand and a failure 1s.
included in URI, but there would be no run time hours or run failures. If it was
determined that the pump/diesel would start and load run, but would fail
sometime during the 24 hour run test or its surveillance test equivalentbut-not-run
Jor-therisk-significant-mission-time, the evaluated failure time would be included
in run hours and a run failure would be assumed. A start demand and start
Sailure would not be included. Unavailable hours are included for the time
requlred to recover the risk-significant function(s).

Degraded conditions, or actual unavailability due to mispositioning of non-active
components that render a train incapable of performing its risk-significant
JSunctions are only included in unavailability for the time required to recover the
risk-significant function(s).

Loss of risk sigmificant function(s) is assumed to have occurred if the established
success criteria has not been met. If subsequent analysis identifies additional
margin for the success criterion, future impacts on URI or UAI for degraded
conditions may be determined based on the new criterion. However, URI and
UAI must be based on the success criteria of record at the time the degraded
condition is discovered. If the degraded condition is not addressed by any of the
pre-defined success criteria, an engineering evaluation to determine the impact of
the degraded condition on the risk-significant function(s) should be completed
and documented.” The use of component failure analysis, circuit analysis, or event
investigations is acceptable. Engineering judgment may be used in conjunction
with analytical techniques to determine the impact of the degraded condition on
the risk-significant function. The engineering evaluation should be completed as
soon as practicable. If it cannot be completed in time to support submission of
the PI report for the current quarter, the comment field shall note that an
evaluation is pending. The evaluation must be completed in time to accurately
account for unavailability/unreliability in the next quarterly report. Exceptions to
this guidance are expected to be rare and will be treated on a case-by-case basis.
Licensees should identify these situations to the resident inspector.

b) Not Capable of Being Discovered by Normal Surveillance Tests
These failures or conditions are usually of longer exposure time. Since these
failure modes have not been tested on a regular basis, it is inappropriate to
include them in the performance index statistics. These failures or conditions are
subject to evaluation through the inspection process. Examples of this type are
failures due to pressure locking/thermal binding of isolation valves, blockages in
lines not regularly tested, or inadequate component sizing/settings under accident
conditions (not under normal test conditions). While not inclnded in the
calculation of the index, they should be reported in the comment field of the Pl
data submittal.
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-

Credit for Operator Recovery Actions to Restore the Risk-Significant Function

l.

During testmg or operattonal alzgnment - ‘

Unavailability of a risk-significant function during testing or operatlonal ahgnment need not
be included if the test configuration is automatically overridden by a valid starting signal, or
the function can be promptly restored tr-time-to- meet«the-PBd&ﬁsk—suceessemeﬁaf1ther by
an operator in the control room or by a designated operator' stationed locally for that .
purpose. Restoration actions must be contained in a written procedure?, must be
uncomplicated (a single action or a few simple actzons) must be capable of being restored in
time to satisfy PRA success criteria and must not require diagnosis or repair. Credit fora
de51gnated local operator can be taken only if (s)he is positioned at the proper location -
throughout the duration of the test for the purpose of restoration of the train should a valid
demand occur. The intent of this paragraph is to allow licensees to take credit for restoration
actions that are virtually certain to be successful (i.e.; probability nearly equal to 1) during
accident conditions.

The individual performing the restoration function can be the person conducting the test and
must be in communication with the control room. Credit can also be taken for an operator in
the main control room provided (s)he is in close proximity to restore the equipment when
needed. Normal staffing for the test may satisfy the requirement for a dedicated operator,
depending on work assxgnments In all cases, the staffing must be considered in advance and
an operator identified to perform the restoration actions independent of other control room
actions that may be required.

Under stressful, chaotic conditions, otherwise simple multiple actions may not be
accomphshed with the virtual certainty called for by the guidance (e.g,, lifting test leads and
landing wires; or clearing tags) In addition, some manual operations of s systems deSIgned to
operate automatlcally, such as manually controllmg HPCI turbine to establish and control
injection flow, are not virtually certain to be successful. These situations should be resolved
on a case-by-case basis through the FAQ process.

During Maintenance

Unavallablllty ofa rlsk-51gmﬂcant functlon durlng mamtenance need not be mcluded if the .
risk-significant function can be promptly restored is-time-to-meet-the PRA-suecess-criteria
either by an operator in the control room or by a designated operatof' statloned locally for
that purpose. Restoration actions must be contained in a written procedure’, must be
uncomplicated (a single action or a few simple actions), must be capable of being restored in

1 Operator in this circumstance refers to any plant personnel quahﬁed and desxgnated to perform
the restoration function. .

2 Including restoration steps in an ép’proved test i)rocedure.

s

3 Operator in this circumstance refers to any plant personnel qualified and designated to perform the
restoration function. ° - . - ; .

E RN

4 Including restoration steps in an approved test procedure.
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time to satisfy PRA success criteria and must not require diagnosis or repair. Credit for a
designated local operator can be taken only if (s)he is positioned at a proper location
throughout the duration of the maintenance activity for the purpose of restoration of the train
should a valid demand occur. The intent of this paragraph is to allow licensees to take credit
for restoration of rlsk-51gmﬁcant functions that are virtually certain to be successful (i.e.,
probability nearly equal to 1)." The individual performing the restoration function can be the
person performing the maintenance and must be in communication with the control room
Credit can also be taken for anoperator in'the main control room provided (s)he is in close
proximity to restore the equipment when needed. Under stressful chaotic conditions
otherwise simple multiple actions may not be accomplished with the virtual certainty called
for by the guidance (e.g., lifting test leads and landing wires, or clearing tags). These
situations should be resolved ona case-by-case basis through the FAQ process.

3. Satisfying PRA success crztertaRlskoS anéMrssmﬂ—'{kmes
Risk significant operator actions to satlsfy pre-determined train/system risk-significant
mission times can only be credited if they are modeled in the PRA.

Swing trains and components shared between units

Swing trains/component's are trains/components that can be aligned to any unit. To be credited
as such, their swing capability should be modeled in the PRA to provide an appropriate Fussell-
Vessely value.

Unit Cross Tie Capability

Components that cross tie monitored systems between units should be considered active
components if they are modeled in the PRA and meet the active component criteria in Appendix
F. Such active components are counted in each unit’s performance indicators.

Maintenance Trains and Installed Spares

Some power plants have systems with extra trains to allow preventive maintenance to be carried
out with the unit at power without impacting the risk-signiﬁc'ant function of the system. That is,
one of the remaining trains may fail, but the system can still perform its risk significant function.
To be a maintenance train, a train must not be needed to perform the system’s risk significant
function.

An "installed spare" is a component (or set of components) that is used as a replacement for other
equipment to allow for the removal of equipment from service for preventive or corrective
maintenance without impacting the risk-significant function of the system. To be an "installed
spare," a component must not be needed for the system to perform the risk significant function.

For unreliability, spare active components are included if they are modeled in the PRA.
Unavailability of the spare component/train is only counted in the index if the spare is substituted

10
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for a primary train/component. Unavailability is not monitored for a component/train when that
component/train has been replaced by an installed spare or mamtenance tram

Use of PIant-Specrﬁc PRA and SPAR Models B

The MSPI isan approxxmatlon usmg some mformatron from a plant’s actual PRA and is
intended as an indicator of system performance Plant-specrﬂc PRAs and SPAR models cannot
be used to question the outcome of the PIs computed in accordance with this guideline.

WO Oo0IMU W

10  Maintenance Rule Performance Monitoring

12 TItis the intent that NUMARC 93-01 be revised to require consistent unavailability and
13 unreliability data gathering as required by this guideline.

15 ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS

16 | This guidance provides typical system scopes. Individual plants should apply-include those B
17 | systems employed at their plant that are necessary to satisfy the specific nsk-srgmﬁcant
18 | functions described below and reflected in their PRAs.

19 Emergency AC Power Systems

20  Scope

e

21  The function monitored for the emergency AC power system is the ability of the emergency

22  generators to provide AC power to the class 1E buses upon a loss of off-site power while the
23  reactor is critical, including post-accident conditions. The emergency AC power system is

24  typically comprised of two or more independent emergency generators that provide AC power to
25 class 1E buses following a loss of off-site power. The emergency generator dedicated to -

26  providing AC power to the high pressure core spray system in BWRs is not within the scope of
27 emergency AC power. . t

28 - - .
29  The electrical circuit breaker(s) that connect(s) an emergency generator to the class IE buses that
30  are normally served by that emergency generator are consrdered to be part of the emergency

31  generator train. . .-

33  Emergency generators that are not safety grade, or that serve a backup role only (e. g an
34  alternate AC power source) are not mcluded in the performance repomng -

36 Train Determination
37  The number of emergency AC power system trains for a unit is equal to the number of class 1E
38  emergency generators that are available to power safe-shutdown loads in the event of a loss of | - -

39  off-site power for that unit. There are three typ1ca1 conﬁguratrons for EDGs at a multi-unit
40  station: . .

42 1. EDGs dedicated to only one unit.
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2. One or more EDGs are available to “swing” to either unit
3. All EDGs can supply all units

For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to
the unit For conﬁguratlon 2, the number of trains for a unit is equal to the number of dedicated
EDGs for that unit plus the number of “swing” EDGs available to that unit (i.e., The “swing”
EDGs are included in the train count for each unit). For conﬁguratlon 3, the number of trains is
equal to the number of EDGs.

Clarifying Notes

The emergency diesel generators are not considered to be available during the following portions
of periodic surveillance tests unless recovery from the test configuration during accident
conditions is virtually certain, as described in “Credit for operator recovery actions during
testing,” can be satisfied; or the duration of the condition is less than fifteen minutes per train at’
one time:

e Load-run testing
¢ Barring

An EDG is not considered to have failed due to any of the following events:

*  spurious operation of a trip that would be bypassed in a loss of offsite power event

» malfunction of equipment that is not required to operate during a loss of offsite power event
(e.g.; circuitry used to synchronize the EDG with off-site power sources)

o failure to start because a redundant portion of the starting system was intentionally disabled
for test purposes, if followed by a successful start with the starting system in its normal
alignment

Air compressors are not part of the EDG boundary. However, air receivers that provide starting
air for the diesel are included in the EDG boundary.

If an EDG has a dedicated battery itidependent of the station’s normal DC distribution system,
the dedicated battery is included in the EDG system boundary.

If the EDG day tank is not sufficient to meet the EDG mission time, the fuel transfer function:
should be modeled in the PRA. However, the fuel transfer pumps are not considered to be an
active component in the EDG system because they are considered to be a support system.

BWR High Pressure Injection Systems -

(High Pressure Coolant Injection, High Pressurz Core Spray, and Feedwater Coolant
Injection)

12
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E

Scope

These systems function at high pressure to maintain reactor coolant inventory and to remove -
decay heat following a small-break Loss of Coolant Accident (LOCA) event or a loss of main
feedwater event.

The function monitored for the indicator is the ability of the monitored system to take suction
from the suppression pool (and from the condensate storage tank, if credxted in the plant s
accident analysis) and inject -into the reactor vessel ‘
Plants should monitor either the hlgh-pressure coolant mjectlon (HPCI), the high-pressure core
spray (HPCS), or the feedwater coolant injection (FWCI) system, whichever is installed. The -
turbine and -governor (or motor-driven FWCI pumps), and associated piping and valves for
turbine steam supply and exhaust are within the scope of these systems Valves in the feedwater
line are not considered within the scope of these systems. The emergency generator dedicated to
providing AC power to the high-pressure core spray system is included in the scope of the
HPCS. The HPCS system typically includes a "water leg" pump to prevent water hammer in the -
HPCS piping to the reactor vessel. The "water leg" pump and valves in the "water leg" pump
flow path are ancillary components and are not included in the scope ¢ of the HPCS system.
Unavailability is not included while critical but.if the system ‘is—belowis below steam pressure
specified in technical specifications at which the system can be operated.

Train Determination

The HPCI and HPCS systems are considered single-train systems. The booster pump and other
small pumps are ancillary components not used in determining the number of trains The effect
of these pumps on system performance is included in the system indicator to the extent their
failure detracts from the ability of the system to perform its risk-significant function. For the -
FWCI system, the number of trains is determined by the number of feedwater pumps. The
number of condensate and feedwater booster pumps are not used to determine the number of
trains.

BWR Heat Removal Systems

(Reactor Core Isolation Cooling or check:Isolation Condenser)

SCOE . ) - ‘ P i o e s

This system functlons at high pressure to remove decay heat followmg a loss of main feedwater -
event. The RCIC system also functions to mamtam reactor coolant inventory followmg a very
small LOCA event.

The functlon momtored for the mdlcator is the ablhty of the RCIC system to cool the reactor
vessel core and prov1de makeup water by taking a suction from either the condensate storage

tank or the suppression pool and injecting at rated pressure and flow into the reactor vessel.

The Reactor Core Isolatlon Coolmg (RCIC) system turbme govemor and associated pxpmg and -
valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the

13
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feedwater line are not considered within the scope of the RCIC system. The Isolation Condenser
and inlet valves are within the scope of Isolation Condenser system. Unavailability is not
included while critical but-if the system is below steam pressure specified in technical
specifications at which the system can be operated.

Train Determination -

The RCIC system is considered a single-train system. The condensate and vacuum pumps are
ancillary components not used in determining the number of trains. The effect of these pumps on
RCIC performance is included in the system indicator to the extent that a component failure
results in an inability of the system to perform its risk significant function.

BWR Residual Heat Removal :Systems

Scope

The functions momtored for the BWR residual heat removal (RHR) system_is-are the ability of -
the RHR system to rernove heat from the suppression pool, provide low pressure coolant
injection, and provide post—acczdent decay heat removal.shutdown-ceeling- The pumps, heat
exchangers, and associated piping and valves for those functions are included in the scope of the
RHR system.

Train Determination

The number of trains in the RHR system is determined by the number of parallel RHR heat
exchangers.

PWR High Pressure Safety Injection Systems

Scope

These systems are used primarily to maintain reactor coolant inventory at high pressures
following a loss of reactor coolant. HPSI system operation following a small-break LOCA
involves transfernng an initial supply of water from the refueling water storage tank (RWST) to
cold leg piping of the reactor coolant system. Once the RWST mventory is depleted,
recirculation of water from the reactor building emergency sump is required. The function
monitored for HPSI is the ability of a HPSI train to take a suction from the primary water source
(typically, a borated water tank), or from the containment emergency sump, and inject into the
reactor coolant system at rated ﬂow and pressure.

The scope includes the pumps and associated piping and valves from both the refiieling water

storage tank and from the containment sump to the pumps, and from the pumps into the reactor
coolant system piping. For plants where the high-pressure injection pump takes suction from the

14
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residual heat removal pumps, the residual heat removal pump discharge header isolation valve to
the HPSI pump suction is included in the scope of HPSI system ' Some components may be
included in the scope of more than one train. For example, cold-leg injection lines may be fed
from a common header that is supplied by both HPSI trains. In these cases, the effects of testing
or component failures in an injection line should be reported in both trains.

Train Determination

In general, the number of HPSI system trains is defined by the number of high head injection
paths that provide cold-l_eg and/or hot-leg injeqtior; capability, as applicable.

For Babcock and Wilcox (B&W) reactors, the design features ‘centrifugal pumps used for hlgh
pressure injection (about 2500  psig) and no hot-leg mjectron path. Recirculation from the °
containment sump requires operatlon of pumps in the residual heat removal system They are
typically a two-train system with an installed spare pump (dependmg on plant-spec1ﬁc de51gn) "’
that can be aligned to either train.

For two-loop Westinghouse plants, the pumps operate at a lower pressure (about 1600 psig) and _
there may be a hot-leg mjectlon path in addltlon to a cold leg injection path (both are mcluded as
a part of the train). )

For Combustion Engmeenng (CE) plants, the design features three centrifugal pumps that
operate at intermediate pressure (about 1300 psig) and provide flow to two cold-leg injection
paths or two hot-leg injection paths. In most designs, the HPSI pumps take suction directly from
the containment sump for recirculation. In these cases, the’ sump suction valves are included
within the scope of the HPSI system. This is a two-tram system (two trains of combined cold-leg
and hot-leg injection capability). One of the three pumps is typically an installed spare that'can '
be aligned to either train or only to one of the trains (depending on plant-specific desrgn)

For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at
high pressure (about 2500 psig), a cold-leg injection path through the' BIT (with t two trains of
redundant valves) an alternate cold-leg injection path, and two hot-leg injection paths One of
the pumps is considered an mstalled spare. Recirculation is provided by taking suction from the
RHR pump discharges. A train consists of a pump, the pump s suction valves and boron injection
tank (BIT) injection line valves electrlcally associated with the pump, ‘and the assocrated hot-leg
injection path. The alternate cold-leg injection ‘path is requrred for recrrculatlon and should be
included in the train with which its isolation valve is electrlcally assocrated Thxs represents a
two-train HPSI system 7 1
For Four-loop Westinghouse plants, the design features two centrifugal pumps that operate at
high pressure (about 2500 psig), two centrifugal pumps that operate at an intermediate pressure
(about 1600 psig), a BIT injection path (with two trains of injection valves), a cold-leg safety
injection path, and two hot-leg injection paths. Recirculation is provided by taking suction from
the RHR pump discharges. Each of two high pressure trains is comprised of a high pressure
centrifugal pump, the pump suction valves and BIT valves that are electrically associated with
the pump. Each of two intermediate pressure trains is comprised of the safety injection pump, the
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suction valves and the hot-leg injection valves electrically associated with the pump. The cold-
leg safety injection path can be fed with either safety injection pump, thus it should be associated
with both intermediate pressure trains. This HPSI system is considered a four-train system for
monitoring purposes.

PWR Auxiliary Feedwater Systems
Scope

The AFW system provides decay heat removal via the steam generators to cool down and
depressurize the reactor. coolant system following a reactor, trip. The AFW system is assumed to
be required for an extended period of operation during which the mmal supply of water from the
condensate storage tank is depleted and water from an alternative water source (e.g., the service
water system) is required. Therefore components in the flow paths from both of these water
sources are included; however, the alternative water source (e.g., service water system) is not
included.

The function momtored for the indicator is the ability of the AFW system to take a suction from
the primary water source (typically, the condensate storage tank) or, if required, from an
emergency source (typically, a lake or river via the service water system) and inject into at least
one steam generator at rated flow and pressure.

The scope of the auxiliary feedwater (AFW) or emergency feedwater (EFW) systems includes
the pumps and the components in the flow paths from the condensate storage tank and, if
required, the valve(s) that connect the alternative water source to the auxiliary feedwater system.
Startup feedwater pumps are not included in the scope of this indicator.

Train Determination

The number of trains is determined prlmarlly by the number of parallel pumps. For example, a
system with three pumps is defined as a three-train ‘system, whether it feeds two, three, or four
injection lines, and regardless of the flow capacity of the pumps. Some components may be
included in the scope of more than one train. For example, one set of flow regulatmg valves'and
lSOlatIOI’l valves in a three-pump, two-steam generator system are included in the motor-driven
pump train with which they are electncally associated, but they are also included (along w1th the
redundant set of valves) in the turbine-driven pump train. In these instances, the effects of testing
or failure of the valves should be reported in both affected trains. Similarly, when two trains
provide flow to a common header, the effect of isolation or flow regulating valve failures in
paths connected to the header should be considered in both trains.
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PWR Residual Heat Removal System °
Scope CLT Lot JREEEY e

The functions monitored for the PWR residual heat removal (RHR) system are those that are
required to be available when the reactor is critical. These typically include the low-pressure
injection function (if risk-significant) and the post-accident recirculation mode used to cool and
recirculate water from the containment sump following depletion of RWST inventory to satisfy

provide the-post-accident mission-timesdecay heat removal. These-times-are-defined-as-reaching

used—The pumps, heat exchangers, and associated piping and valves for those functions are
included in the scope of the RHR system. Containment spray function should be included if it is
identified in the PRA as a risk-significant post accident decay heat removal function. -
Containment spray systems that only provide containment pressure control are not included.

Train Determination

The number of trains in the RHR system is determined by the number of parallel RHR heat
exchangers. Some components are used to provide more than one function of RHR. Ifa
component cannot perform as designed, rendering its associated train incapable of meeting one
of the risk-significant functions, then the train is considered to be failed. Unavailable hours
would be reported as a result of the component failure.

Cooling Water Support System

Scope ,

The function of the cooling water support system is to provide for direct cooling of the
components in the other monitored systems. It does not include indirect cooling provided by
room coolers or other HVAC features.

Systems that provide this function typically include service water and component cooling water
or their cooling water equivalents. Pumps, valves, heat exchangers and line segments that are
necessary to provide cooling to the other monitored systems are included in the system scope up
to, but not including, the last valve that connects the cooling water support system to the other
monitored systems. This last valve is included in the other monitored system boundary.

Valves in the cooling water support system that must close to ensure sufficient cooling to the
other monitored system components to meet risk significant functions are included in the system
boundary.

Train Determination
The number of trains in the Cooling Water Support System will vary considerably from plant to
plant. The way these functions are modeled in the plant-specific PRA will determine a logical
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approach for train determination. For example, if the PRA modeled separate pump and line
segments, then the number of pumps and line segments would be the number of trains.

Clarifying Notes . ! i
Service water pump strainers and traveling screens are not considered to be active components’
and are therefore not part of URI. However, clogging of strainers and screens due to expected or
routinely predictable environmental conditions that render the train unavailable to perform its

| risk significant cooling function (which includes the risk-significant mission times)are included
in UAI '

Unpredictable extreme environmental conditions that render the train unavailable to perform its
risk significant cooling function should be addressed through the FAQ process to determine if
resulting unavailability should be included in UAL '
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