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Temp PI Question/Response Status Plant/ Co.  
No.  
25.2 IE-03 This FAQ is submitted based on the statement in NEI 99-02 Rev 1, page 17, lines 28 - 33: 9/12 Introduced Ginna 

11/15 On Hold 
"Anticipated power changes greater than 20% in response to expected problems (such as accumulation of marine debris and 12/13 NRC to 
biological contaminants in certain seasons) which are proceduralized but cannot be predicted greater that 72 hours in discuss with 
advance may not need to be counted if they are not reactive to the sudden discovery of off-normal conditions. The resident 
circumstances of each situation are different and should be identified to the NRC in a FAQ so that a determination can be 2/28 On hold 
made concerning whether the power change should be counted." 3/21 Tentative 

Approval 
The water conditions of Lake Ontario have improved over the years. One of these improvements has been the increased 

i- anlm'it wwa•. This in "sun light to penetrate h deeper in all a o e le us 
S ng tic wt, such i egrass. e s gand summero 20 havebeenstorm-fr onmost of L 

Dntio causing liee ance nd over of e ewater.  

'g J il 26, 00 1, a cant cha ge the wea erad lake enviro ca sedthe station engine ers omto the 
Son enser efficien to c eck the ond ers. Due to the x of I e s, the delta-T cro ons of the 
naicondenser ad sed, but rem environmental r se limits. D to micro-fouli g ( ebra us els, silt) 
Sth. past, the stati n is nsitive e conditi us, owever, prioi t the tion had not x -ence denser 
ouln gdue to lake .In additxio, te needt ch kco ndense eciencywith oa erseindicatonisnot 

S h- •derss the affect'tmde-dZvr w imp v uple of ii conditions 
returned to more normal and the lake grass washed itself from the condenser. However, a down power was needed to clean 
the main condenser. A decision was made to clean the main condenser when the electric grid loading allowed for it.  
Discussion with load control dispatchers determined that July 28, 2001, would be the most opportune and economic time to 
reduce load. The main condenser was cleaned that Saturday morning. At no time between discovery and condenser cleaning 
did any condenser parameter require a load adjustment other than to improve efficiency as a result of the lake grass influx. Is 
this greater than 20% power change considered an unplanned power change? 

Response 
No The influx of lake grass had not caused condenser fouling in the past and was therefore an unanticipated event. The 
licensee is expected to take reasonable steps to prevent intrusions of lake grass from causing power reductions in the future.
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Temp PI Question/Response Status Plant/ Co.  

No.
26.12 Appendix D Question 

The Oconee Nuclear Station has a unique source of emergency AC power. In lieu of Emergency Diesel Generators, Oconee 
emergency power is provided by one of two identical Keowee Hydro units located within the Oconee Owner Controlled 

Area. These extremely reliable units are each capable of supplying ample power for the plant loads for all three Oconee 

units. Additionally, they are also used for commercial generation using an overhead line to the Oconee switchyard.  

Train separation at Oconee is initially established at the three (3) 4160 volt load buses in each unit. These buses are all fed 
from one of two main feeder buses in each unit, that are both in turn supplied from a single underground power cable from a 
Keowee unit. This underground path is preferred and is preferentially selected on a loss of offsite power and an Engineered 
Safeguards signal. If the Keowee unit aligned to the underground path trips, the ONS loads will be automatically transferred 
to the remaining adjacent Keowee unit. As an additional source of power, the main feeder buses can also be fed from the 
Kcowee- 4 oo'wrhed ower line Mia the one•e wc4"yard. I-I

L
ICD limits >=IV-0 >=1.4W)405 >=11-4 \ Li 
Jnd, rgroundPath ailability 2. /6 \ - .9% 10.0 o 

)ve head Path ailability 16.4ý J\ N/A 

The Green/White threshold value is consistent with the Maintenance Rule limit for unavailability of the Underground Path.  
Also, historical unavailability of the Underground Path would place ONS mid-way in the green band, which is consistent 
with average industry performance for the MSO1 indicator. The White/Yellow threshold of 4.0% provides an appropriate 
white band as compared to the threshold of 5.0% indicated in NEI 99-02 for a system with two trains of Emergency AC 
equipment The Yellow/Red threshold of 10% is conservative and is consistent with NET 99-02 for a system with two trains 
of Emergency AC equipment. Monitoring the underground path only, are 2.00/, 4.0% and 10.0%, acceptable threshold 
values for the ONS Emergency Power performance indicator?
Response: 
Yes.

1115 LDiscussed 
12/13 On hold 
2/28 NRC 
reviewing

______ L I __________
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Temp P I Question/Response Status Plant/ Co.  
No. ______ 

27.1 MSO1 Question: 2/28 Introduced. DC Cook 
-04 NEI 99-02, "Regulatory Assessment Performance Indicator Guidelines, " under section 2.2 Mitigating Systems Cornerstone, Licensee to revise 

provides the following guidance: 
"* The purpose of the safety system unavailability indicator is to monitor the readiness of important safety systems to 

perform their safety functions in response to off-normal events or accidents.  
"* Off-normal events or accidents are events specified in a plant's design and licensing bases. These events are specified 

in a plants safety analysis report, however other event/analysis should be considered (e.g., Appendix R analysis) 
"* Hours required are the number of hours a monitored safety system is required to be available to satisfactorily perform 

its intended safety function.  
"* A train consists of a group of components that together provide the monitoredfunctions of the system and as explained 

in the enclosures for specific reactor types. Fulfilling the design bases of the system may require one of more trains of a 
-4-m-19 oprate simult 

e s re e! enc sure provi that show typical configurations in cati g the com en s 
or which Ir u ailabiity sm nitored A tate ent is made th t cific design differ, ne may requiret e 
omponents to e i ded. sn 

a specific desi for e auxili, ry c ponent cooling r, ntial service wal er prWofh vide 
4ppndix R alternat shu down ca ab e safe shutdown the un ec d unit through systf-- -c s *ies. D.C.  

:oo Technical Spe 'c ions (T ") in rporat thi Appendix R ale .- wn eapability. Th fo softh s is on 
he vailability of e, i nt to su the oppo it when the site unit is peing.  
ho Id the avai ir ofAppendi R a tdo pab be monitored re rtedfors fety ysei 

icators? F-----" 

Response:
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27.3

mDe r TDRFP ime RESET Psutton an obsd" e foilwng 

4 Pgh Pressure and Low ressure top Valves P E 
PUSH WA increase pushbutton on the Manual/Automatic Controller station 
Should this be considered a scram with the loss of normal heat removal?

Proposed Answer: 
No, the scram would not count as a scram with a loss of normal heat removal.  

The actions required to restore TDRFPs are not considered to be a diagnosis. The operators are fully trained (classroom and 
simulator training) to recognize that the TDRFPs trip on high reactor water level and are trained to take the appropriate 
steps to restore the feedwater pumps as soon as the high reactor level alarm clears. This evolution is a basic operator 
knowledge item and not a diagnostic for purposes of this indicator. Therefore, this event would not be considered a scram 
with a loss of normal heat removal, because, the indicator excludes events in which the heat removal path through the main 
condenser is easily recoverable without the need for diagnosis or repair.

115I mtroaucea 
2/28 NRC to 
discuss with 
resident

La~alleIE02

5

Question: 
Should a reactor scram due to high reactor water level, where the feedwater pumps tripped due to the high reactor water 
level, count as a scram with a loss of normal heat removal 
Background Information: 
On April 6, 2001 LaSalle Unit 2 (BWR), during maintenance on a motor driven feedwater pump regulating valve, 
experienced a reactor automatic reactor scram on high reactor water level. During the recovery, both turbine driven reactor 
feedwater pumps (TDRFPs) tripped due to high reactor water level. The motor driven reactor feedwater pump was not 
available due to the maintenance being performed. The reactor operators choose to restore reactor water level through the 
use of the Reactor Core Isolation Cooling (RCIC) System, due to the fine flow control capability of this system, rather than 
restore the TDRFPs. Feedwater could have been restored by resetting a TDRFP as soon as the control board high reactor 
water level alarm cleared. Procedure LGA-001 "RPV Control" (Reactor Pressure Vessel control) requires the unit operator 

otro V water levelb.5 in. using any of the sy ms listed below: 

Thifollowing corolrm response ctions, fro stard operating p qolur .T T .\i 
LO1 -FW-04. "Staituno the TD FP" ereuire to rseta TDRFP. a *o are reciuired outsideof thecontolroo
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Temp PI Question/Response Status Plant/ Co.  
No. ______ 

28.2 MS Question: 2/28 Introduced Point 
01 Our plant had just completed the monthly EDG load-run surveillance and had passed the plant's load and duration test 3/21 Discussed Beach 

specification. The EDG was being secured from the test in accordance with the surveillance. Generator real load (kW) was 
initially reduced, when it was discovered that generator reactive load (KVAR) would not respond to remote or local control 
inputs. Operations then tripped the generator output breaker and secured the EDG and declared it out of service. Initial 
trouble shooting of the voltage regulator was performed and the engine was run the next day with similar response to load 
control. At this point the engine was removed from service for repair of the generator. The root cause evaluation determined 
that the generator had two shorted coils. The cause of the shorted coils was degradation of winding laminations over time 
due to poor winding processes at a repair vendor's facility for work performed in 1993. This degradation ultimately resulted 
in contact between a generator winding and uninsulated wedge block bolting internal to the generator while the engine was 
being secured following successfully satisfying the monthly surveillance.  

[n a te sure ho this-elieve that by meetin th plant's load an ion atiox 
,ur htgthesurvei NEI99-0 Reision2, pa e4 line32 criterion frsu sful start and load -run was met. B 

h e durlured gtheunl ad shutdowt po on of the surve ce failure's timeof c rence / 
I ault exposure is no app lcable. • e tihe that the •n gii was out of se • , fr th initial voltagere l uat r troub~eshoo hg • ie s :nd attempt t• run the en e an hour[• .s , c ed with the genIr tor reair re counted as un ed v ilable 

2 8 3I0 S e tav ch e d rr e st io n a n d R e pN E1 9 
P e rryp 

s s w r p rt d i t t 
285 MO Qug(estid on 

2/28/ \ / Intoue Prii TCreatment. oFPa nned eqO verhauls Ma ine ntane intheaCa riefying inoti~es tection of ai t he M itigat ng System is Cornerstone, Sftyhsln 

1ý v 
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Time)dono t have- to inudeplaned oerhn te uv thour fr th 

perfon ormino hesrelance inictrtner the odiinsinoed Thissectilond fthru sttes thatdpse the planne sovraul maneance muayio bes 

pl. ied atnche pertion p oatn g e yclne 

Persyat 

Pras ou e on an 1 mnth ov e requency er 
hc twicen some catio 

grestmin or thanne Overhaul beinge romdwtin the sames oertiongye of the ste oerhausn et Sexclu d atfrom o untnge as en e no hp dours 
i unavailable hours? r 

thi s 
u tdRespons Y pesormante a ng has or arer th e o u nteaes coted Thin s in furer stased prevetive n maintenance an the 

i pl ied o ufnce pe r in r ope atng yl. E'lsu a Par ie Islan ae o n1 ot v raulr equency anr shtdw T.S..6.A3.a whil the suvlantoeaigycles aftre dypiassed it lonth ru test longer Thass, the plat' loa month overhatio test oc u tw c in s m cyl sIf aj ro e h ls pe ore in a or a c wi h tep atstc nclspecification.f eu ny 
Tre autm en t mo re P lan oned m aOrverha ul M a int erf o rme d w tin th e C l r f i g N t ss aect o o f tera tin g c ea n bt h Sy s t hem s e C orn er a usto e Sae tyI l n 
Spexcifctinaloed fo Ountage Tie onthaetsnld plannedovralhusite unavailable hours frti perforanc londiao unde the ovehandmintionacis nomlted. Thisethion furhe establisthatth preventiedoehu maintenance prgrmayd the 

overhaul is completed within the specified technical specification frequency, the unavailable hours do not need to be 
xcounted.
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N o. _ _....... . .

28.6

Question: 
During maintenance, water from the charging pump suction header was aligned to a relief valve which relieves to a boric 
acid tank. This relief valve unexpectedly lifted below the setpoint tolerance. The relief valve was passing about eighteen 
gpm to the boric acid tank based on calculations using volume control tank level trend. The source and collection point of 
the leakage was unidentified until the time that realignment secured the leak. A Notice of Unusual Event was declared due 
to reactor coolant system (RCS) unidentified leakage greater than or equal to 10 gpmi The duration of this event was 
approximately thirty-five minutes.  
1. The leak occurred from a piping system outside containment that communicates directly with the RCS (e.g., letdown to 
the volume control tank). The leak was from a source that would not be automatically isolated during a safety injection 
signal. The leakage was collected in a tank outside containment that is not considered in the baseline as identified leakage 
when performing the Technical Specification RCS Leakage surveillance procedure. Note that the WOG STS definition of 
Identified Leakage is "Leakage that is captured and conducted to collection systems or a sump or collecting tank." Is this 
leakage to be considered for inclusion in the RCS identified leakage PI? 

2. Is it intended that "event based" leaks of short duration that are diagnosed and corrected between performances of 
Technical Specification required calculations of RCS leakage be evaluated by the Significance Determination Process only 
and thus not included in the RCS leakage PI?

2/28/02 
Introduced 
3/21 Discussed

Introduced

____ J. ____ A L

7
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28.7

Question: 
While in a high radiation area (HRA) removing scaffold, workers inadvertently dislodged lead shielding around a hot spot 
flush rig and created conditions that required posting a locked HRA (dose rates in excess of 1 rem per hour). Several 
minutes later when they moved to a location closer to the hot spot, the three scaffold workers received dose rate alarms.  
Upon receiving the alarms, they immediately left the area and the alarms cleared. After reading their dosimeters and 
verifying that they had not received any unexpected dose, they discussed the alarms with their supervisor and concluded that 
the momentary alarm was not unexpected since general area dose rates in the HRA could have caused the alarms. When the 
three workers attempted to log out of the RCA at the access control point, Health Physics (HP) discovered that all three 
individuals received a "Dose Rate" alarm on their electronic dosimeters. Independent from the ensuing exposure 
investigation, and approximately within the same time period (within minutes), a HP technician found radiation levels in 
excess of 1 rem per hour when performing a routine survey to support removal of the hot spot flush rig. The HP technician 
established4xgper controls pa and discovered that locajielding around tle flush rig had been 

-4istwbedrDoetiiscount ag "e tQcht nica1-sl`ec ation high radiation/are4 occurrencePIt'---) I ,

BI 02

St. Lucie
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Temp PI Question/Response T Status Plant/ Co.  No.II

Response 
1. No. The TS methodology provided by the RCS Leakage Calculation Procedure is to be used. The source and collection 
point of the leakage in this example were unknown during the time period of leakage, and the actual collection point was not 
a monitored tank or sump per the RCS Leakage Calculation Procedure. Therefore, this is not considered RCS identified 
leakage to be included in PI data.  
2. Yes. Short term events where it is either not practical or conditions do not permit performing the RCS Leakage 
Calculation Procedure are not to be included in the RCS Identified Leakage Pl. Examples include not meeting the steady 
state conditions defined in the procedure prerequisites, or the duration of the leak being significantly less than the minimum 
time requirement for monitoring leakage as specified in the RCS Leakage Calculation procedure. In the example, conditions 
were stable; however, the duration of the leak was significantly less than the time period necessary to allow completion of 
the RCS Leakage Calculation Procedure.  28.8 EP 0 n~in 

_ t 0 00 1 Off-ýar xer ,- ng b-area was identifi• part of the affec .R ". s 
determinati luding the , ncor "ectly iden ed ected sub-area, a proved for inclusioi kin ie State 

uob lcation. The te otificatio was made to th simated State res r as pproved and in a te manne 3ubs eluently, the e rr ii the PAIR was discoveredan i corrected PAI as ievei ped, approved, an d cc• -ted to ( eI 

;imu Lated State re nde beyond the S.  

Ms event was initi y c unted as thrsucces s t of four oppo s emergency clas ificati a 'ucc ssful emergen n cation, an ccess P deterPAR notifi tio). Thr 
fiscussions with Se or Reside Nt C Ins tor, e stion raised conce whether the para graph on page 81, 

ines 6-8, of NE 9 , Revision 1(pa 89, e 4si ), applies to err e during AR determination.  
-- lhe ]i ear oncer ,class on rsnin ne cdcation does e to e tifications 

and PAR. However, a similar paragraph addressing errors made in PARs determination was not found in NET 99-02.  
Additionally, the definition of Accurate states that the notification form should be completed "appropriate to the event," 
rather than appropriate to the understanding of the event at that time.  

Because the issue had not been resolved at the time of the fourth quarter 2001 NRC PI submittal, this event was reported as 
two successes out of four opportunities (a successful emergency classification, a successful emergency notification, an 
unsuccessful PAR determination, and an unsuccessful PAR notification). This FAQ was developed and submitted to clarify 
whether the PAR notification is considered successful if the PAR information, including the incorrectly identified affected 
areas, is communicated as approved.  

For a failure to properly identify the affected areas for a PAR development, is the notification considered successful if the 
information, including the incorrectly identified affected areas, is communicated as approved? 
Response: 
Yes, for a failure to properly identify the affected areas for a PAR development, the notification is considered successful if 
the information, including the incorrectly identified affected areas, is communicated as approved. The paragraph describing 
an incorrect classification as "only one failure" was intended as an example. The situation with PARs is analogous to that 
described in NEI 99-02 as applied to classification of an event. The Performance Indicator result should be an incorrect 
opportunity for development of the PAR and a successful opportunity for notification of the PAR (in addition to the 
successful emergency classification and emergency notification).

n L __________ J
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Temp PI Question/Response Status Plant/Co.  
No.  
28.10 MSO1 Question 2/28 Introduced PSEG 

-04 The guidance in the unavailability portion of NEI 99-02 states that operator actions to recover from an equipment 3/21 To be 
malfunction or an operating error can be credited if the function can be promptly restored from the control room by a rewritten 
qualified operator taking an uncomplicated action (a single action or a few simple actions) without diagnosis or repair (i.e.  
the restoration actions are virtually certain to be successful during accident conditions). In this context, what does the word 
"diagnosis" mean? 

Response: 
Diagnosis is the investigation or analysis of the cause or nature of a condition. In the context of the unavailability PI, 
diagnosis refers to activities that are required to determine what actions need to be taken to mitigate the condition. It 
includes activities such as troubleshooting and research into design documentation. Responding to alarms and following 
Written Procedures where suc•.q~q is a virhml lty is not considered to agnosis. If the licensee and theF resident 

t-- ee if the tyin s idered to be diagn is, FAQ should nmit 

Xiagosis: An inv tigaion or ysis of the ca of a condition, situa r p blem. For purpo of 1be perf an •adi~ators, the follo cing tidelines aplfly: ,/// \ \| ] -I 

. control room pe or's use of iav ble to her/him the tr room does not uns te gosis if the 
irst attempt (a gl action o a fe ctions) to correct e/onditio , si tion or problem fror coi ýtrol room 
s successful. I n tion of the (onditio determination te orrective actions together\&wuld 
| equire collecti g oly a few (ta Ioints. If or extensive da k ed, because o coi flicting ita for 

| mample, thisy oul lbe consic red diagnosist 

If the conir operator's ir= ttempt to co ct co -on, situation, or rob em is unsu cesl, any further 
~~~~ im o_1deconsideq:!i agnsi.. ._.[./ • q • "-- .  

3. The fact that aAmy procedure that provides a list o alternative actions to be taken in an attempt to correct the condition, 
situation or problem is-deem*ae be does not necessarily mean that the procedure is diagnostic in nature. However, if 
in following such a procedure the operator's first attempt is not successful, further actions this would net constitute 
diagnosis. Likewise, if extensive data collection is required to determine which one of the alternative actions should be 
taken, this would constitute diagnosis.  

The intent of this paragraph is to allow credit for operator recovery actions when the condition, situation or problem can be 
quickly identified from indications in the control room and the necessary corrective actions can be promptly (or easily, as 
applicable) performed in the control room.  

29.1 MS Question: 3/21 Introduced Calvert 
01-04 In the Mitigating Systems Performance Indicators, fault exposure hours are used to measure the amount of time a train is in Cliffs 

an undetected, failed condition. Many quarterly surveillance tests require a certain pump run duration (not required by 
Technical Specifications) to reach stabilized conditions to allow maintenance personnel to trend parameters and 
performance. During one such test, a pump started and ran normally until it had to be secured just minutes prior to reaching 
stabilized conditions, because of degraded pump performance. The subsequent investigation revealed that a failure 
mechanism was introduced into the pump during the last pump overhaul. The investigation also revealed that the pump had 
been started, run successfully several times for several hours, and satisfied surveillance requirements on multiple occasions 
since the overhaul. In this case, was the pump in an undetected, failed condition prior to failure being observed?

9
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Temp PI Question/Response Status Plant/ Co.  
No. I 

Response: 
Although the pump was in a degraded condition, it was not in an undetected, failed condition since the pump was 
successfully started and able to satisfy surveillance requirements on multiple occasions since the overhaul. Therefore, no 
fault exposure hours are incurred as the failure occurrence time and the failure discovery time were at the same time.  

29.2 MS Question: 3/21 Introduced Calvert 
01-04 The Mitigating Systems Unavailability Performance Indicators monitor the readiness of important systems to perform their Cliffs 

safety function in response to off normal events or accidents. However, the guidance in NEI 99-02 does not stipulate for 
what period of time a system has to be able to perform its safety function. Typically, surveillance tests only run the train for 
a small fraction of the full "mission time" that a train may be required to operate in an accident condition. Degraded 
conditions that increase the failure likelihood could result in a reduction in the ability of a system to perform its safety 
function. When evaluating estimated exposure hours, is it appropriate to consider the completion of a successful surveillance teqt a-• evidence of the ability to nre rm th •eW fu nction given that Lthefailure condition coul have been digcovered 

_uri-urs to no more than successful s an s 
:aales ofs: identiOn he failure. I / \ \/// 

fes, if the last su ss surveilla ice tcould ei enti.fied thefail elance tests are de ign to vdea•a 
-eas nable assuran that the syste A t _ent can perform safe tion. It is not n ces oth 
urv illance to prov whe er the, om have operated for e full *ssi time." A suc esse•-srillamce test 
em, nstrates thatth deadedco ditinwas t severe that it w ediate safety imctin fail re, 

29.3 IE03 e tion: t 3/21 Discus AF 
erames A. Fi tri plant underwnt anu ro do •pow gsignific t on Lal e tario in thewinter 

/00 2001 .he downpow ars vere unde en o eve ceeding enviro en dischargi 1fi ts, after the main de: onh -t foled due to #dlu•s ot•mb) is " ""-F -- f• 

A root cause analysis conducted on the downpowers pointed out possible design and maintenance actions to improve the 
system's resistance to zebra mussel and debris intrusion.  

Monitoring of lake water sample veliger population, an advance indicator of zebra mussel population, shows that in 1999, 
the veliger population was quadruple the worst previous year (1996) and a factor of almost 10 higher than 1998. The latest 
full season measurement (2001) shows veliger population to be about one-third the maximum observed in 1999.  

Additional downpowers due to condenser fouling have not been seen since the improvements were made to the screenwash 
system, but the ability of the upgraded intake screen system to withstand zebra mussels at the populations seen in 2000 is still 
not known. , 

Should a downpower originally not counted as an unplanned power change due to an environmental cause, which may have 
been prevented by subsequent enhancements in design and maintenance of the plant's intake system count as an unplanned 
power change under NEI 99-02? 
Response: 
No, the cause of the downpower was rooted in environmental changes that required enhancements to the material condition 
and design of the plant's intake system to allow these unprecedented environmental changes to be handled without fouling 
the condenser.
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Appendix D Question 
This question seeks an exemption from counting planned overhaul maintenance hours for a support system outage at the 
Grand Gulf Nuclear Station (GGNS).  

At GGNS, the Safety System Water (SSW) system provides Ultimate Heat Sink supply for the ECCS systems, through three 
divisions:

U 

U 

U

SSW A supplies Division 1 Emergency Diesel, Residual Heat Removal (RHR) A and Low Pressure Core Spray.  
SSW B supplies RHR B, RHR C and Division 2 Emergency Diesel.  
SSW C supplies High Pressure Core Spray (HPCS) and Division 3 Emergency Diesel.

iels, Mtigating Systems and are/onitored systemsas defined in 99-02 
r a in' an s monitoredto thee et that it affects tl-mo itor g [ 

nI 94,periodic te theSS pu psideni ed shaft col ffte ers adwashers that h d teriora to th 
in thatthe deep a Ct pcol m gth, allowing impe ert rub on the botto of thep casing.  

rhe -ootcausedete in that the was teriorateddue to g nc co osi set up by ino pate 
etw en the pump the fa.- ene rs whic w aompounded ter ity in the sy em The f teners 

were replaced on I e in 995 with like• /for-like pla ment of ol0d e pumps were esi ned an_ bcated.  

The P-Year Bus ss anning pro bl*s 20 rSSW and B pump rep ce ents and 2103 r the SSW C 
repla .- planning pn-usin , nsid tions e SSW d SS Rump; wo replaced in 
January and February 2002. Work plannindlso trune e pumps co to rep a on me wii the Tech 
Spec LCO time (72 hours). Work duration was estimated to be 40 hours for each pump.  

A quantitative risk analysis was performed. Due to the complexity and uniqueness of the work, the SSW outages were 
planned separately from the system outages they support. That is, no parallel Emergency Diesel or RHR outage work was to 
be scheduled with the SSW outages. The analysis showed that the planned configuration was acceptable from a Regulatory 
Guide 1.177 and 1.174 standpoint. For example, the incremental conditional core damage probability, ICCDP, is less than 
1E-7, and the delta CDF (core damage frequency) is less than 2E-7/yr for this maintenance 

SSW A and B pumps were changed in the first quarter 2002. Approximately 63 unavailable hours were incurred in the 
work. As a result of pump change-out, the reliability of the SSW system will be improved as the upgrade in pump material 
will reduce the amount of fastener deterioration to a negligible level. The new pumps are expected to last the life of the plant 
and should reduce any future out of service time and inspection requirements due to the improved materials compatibility.  

Based upon the above description, should the planned overhaul maintenance hours for the SSW system pump A and B 
replacements be counted in determining the PI values for Emergency Diesels, RHR and HPCS?

3/21 Introduced GGNS

11

29.4 MS01 
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E--

Response 
This activity qualifies as a unique plant specific situation as described in NEI 99-02 section for the Treatment of Planned 
Overhaul Maintenance.. For this plant specific situation, the planned overhaul hours for the SSW system pump A and B 
replacements may be excluded from the computation of monitored system unavailabilities.I
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Question: 
During an EP drill/exercise scenario, a licensee will implement their procedure(s) and develop appropriate protective action 
recommendations (PARs) when valid dose assessment reports indicate EPA protective action guidelines (PAGs) are 
exceeded. A question arises when a scenario identifies that the PAGs will be exceeded beyond the 10 mile emergency 
planning zone (EPZ) boundary. Should the licensee count the development of the PAR(s) [or the lack thereof] beyond the 10 
mile EPZ as an EP Drill/Exercise Performance (DEP) PI opportunity, due to their "ad hoc" nature?

3/21 Introduced NRC

Response: 
The licensee's requirement to develop and communicate a PAR is not limited to the 10 mile plume exposure EPZ. Beyond 
this distance, actions are to be taken on an ad hoc basis using the same considerations that went into the development of the 
predetermined protective actions. If a scenario identifies that dose assessments support the need for PAR development 
beyond the 10 mile plume exposure EPZ, then the licensee shall develop and communicate such PAR (within the same time 
gnai as.-thplle EPZ). It i AR development and co unication has bee templatet by t 
cention i cce a 'ovided. Withall 'inlace,thisconsti aaPI as 
defiid in NEI9 2. 9 tshould not that the l has the latitude(A ide PI opportunitie prior to the exer 
and i ay choose to t Icludea P yond the pumeEPZ as a PI op uty eto its ad hoc ure. Also, arat 
'ron the identificat n o the PAR dev opment, is a PI pportunity asscat wit the timeliness o the ommun ition 

e AR_ Again,th lice has e tu e thetimelines the cation as a PI p rt 0o not.  
4om ever, whether a I o portuni is i notit does not reli uish th evuation by the N C aphe licensee of 
he PAR developme t an its time co urn tio Further, the te e subsequent abiliiy of th' lcensee to 
.dentify and critiu una ptable xer ise perfo ce with regar m PAR-devetpm.nt and comm nic tion.  
1 )AOG:e 3/211 ntoduo NRC 
1). A(S/ pe o occurred a of rain g d(f water pump e contro ci uitiy. Due to (Catawba)

-anwarar--nrn 'ol panel[on mame a waer pump A slowed 
down to compensate for 2B. This resulted in a Hi Hi level (P-14) in the 2B S/G.  
At the time of the event, the licensee did not know if both pumps' speed control circuitry were affected/damaged by rain 
water. The licensee discovered via troubleshooting that pump 2A was not affected. Initially, the operators had placed both 
pumps in manual control before the reactor tripped in an effort to gain control of the pumps. The speed of the pumps was 
cycling uncontrollably (while in auto control) due to the 2B feedwater pump's damaged speed control circuitry. Additionally, 
the 2A pump had a transmitter replaced, while down, for the condenser pressure. The licensee decided to keep the 2A pump 
off line since the 2B pump was damaged. They did not want to potentially risk automatic initiation of auxiliary feedwater, 
due to main feed unavailability, if the 2A pump would have been lost due to another occurrence.  
Should this count as a scram with loss of normal heat removal? 
2) At what point does the NRC require equipment to be available - at the time of the occurrence or after troubleshooting has 
been comoleted?
Response: 

1) Yes, because the operator was unaware that the 2A pump was available. When the operator noticed the uncontrolled 
speed of both pumps, it was not known whether pump A, pump B, or both pumps were damaged. Diagnosis was 
required to determine that pump A was indeed available. NEI 99-02 guidance is clear on the criterion used to count 
transients against this PI: "...conditions that occurred and cannot be easily recovered from the control room without 
the need for diagnosis or repair to restore the normal heat removal path." 

2) The operator must be aware, at the time of the occurrence, that the equipment is available. If this is not known, the 
equipment is considered to be unavailable.
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Temp PI Question/Response Status Plant/ Co.  FAO.L

Salem4/12 Introduced29.8 Question: 
At approximately 2243 hours on September 24, 2001 the number 2 Station Power Transformer in the Salem Switchyard 
experienced an electrical fault on one of its associated surge arresters. The failure of this surge arrester resulted in the loss 
of both the number 2 and 4 main station power transformers and station power transformers 12, 14, 22 and 23. As a result 
of the loss of these transformers each Salem Unit lost three of the six condenser circulating pumps. Additionally, Salem Unit 
1 lost power to its circulating water traveling screens, as well as the sensing instrumentation for the differential pressure 
across the traveling screens. Upon loss ofpower to the sensor, the screen delta p indication in the Control Room shows 
screen delta p as being in the acceptable range, regardless of actual screen delta p. With only three of six circulating water 
pumps operating per unit, both Salem units reduced electrical load to maintain main condenser vacuum. Following the 
completion of the power reduction, Salem Unit I personnel restored electrical power to the Unit I circulating water bus and 
the circulating water traveling screens. Because of the loss ofpower to the traveling screens, detritus buildup caused a high 

r essure on one o a reens. Shortly after the pow was restored to t" etravelig scwga&aao 

ýhe t~re Oimakg ,ircul'at er e tno high differenfti p- ssue across its iatecr 
ec, use of the Io o ower tostruntd n, this conditio/•as ot detected. As areIt this additio al 

toss bfacirculatin• wa Pr mumo resultant ecredse in condenser/ uuA Salem Unit 1 lice edontrolr m \

Response: 
This should be treated as one continuous event. The loss of the station power transformer resulted both in the loss of three 
of the circulating water pumps and in the loss of power to the traveling screens, which led to the loss of the additional 
circulating water pump. Therefore, the cause of both the power reduction and the scram was the electrical fault. Only the 
scram should be counted in the performance indicators.
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Temp PI Question/Response Status Plant/ Co.  
No. I 1

IE0329.9

21102/1 
2/21102 

2122/02 
212 6/02 

2/28/02 

3/4/02 2

328 
"624 J 

399 
1149 
1809 
2326 
5133

Do these two examples need to be reported as Unplanned Power Changes? 
1IA

4/25/02 Salem

1*�? ± ______________________ I _______________

29.9

DRAFT

NEI 99-02, Rev 2, states that anticipated power changes greater than 20% in response to expected problems (such as 
accumulation of marine debris and biological contaminants in certain seasons) which are proceduralized but cannot be 
predicted greater than 72 hours in advance may not need to be counted if they are not reactive to the sudden discovery of 
off-normal conditions. The circumstances of each situation are different and should be identified to the NRC in a FAQ so 
that a determination can be made concerning whether the power change should be counted 

At Salem, this type ofproblem is caused by high river grass concentrations biofouling the heat exchanges, coolers, and 
condensers. Salem Generating Station has a number of methods to determine the possibility of high biofouling, in order to 
prevent an unplanned shutdown. These methods include regular sampling to determine river grass concentration, visual 
confirmation of excess river debris, an excessive Service Water Traveling Screen carryover, and high dP across heat 
exchangers and/or pumps. In the event of high river grass triggered by these methods, procedural instructions (SC. OP
AB 7 ý0- , Component hag) ae in place to initiate preventative tions to reduce biotoulin. Over the.p stfew 

o n I e t r i t u s h q u e !b o ,th e A c t i o n L e v e l I s t i t e , d e s c r i b e d i n S C - B .Z 
Tom onent Bio l in resulting in inc, eased prey nta ve actions. Unfo nat•y, high river grass donc ntrations an th 

5iofuling of nece ary quipment can ot be predi ted / 
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Temp PI Question/Response Status Plant/Co.  

No. I__ 

Response: 
No. These two examples represent power changes in response to expected accumulation of marine debris that cannot be 
predicted in advance. The response is proceduralized, and the operators followed their procedures. The environmental 
conditions cannot be predicted, but were appropriately monitored and the operator response was in accordance with 
expectations.  

29.10 IE 03 Question: 4/25 Introduced Salem 
NEI 99-02, Rev 2, states that anticipated power changes greater than 20% in response to expected problems (such as 
accumulation of marine debris and biological contaminants in certain seasons) which are proceduralized but cannot be 
predicted greater than 72 hours in advance may not need to be counted if they are not reactive to the sudden discovery of 
off-normal conditions. The circumstances of each situation are different and should be identified to the NRC in a FAQ so 
that a determination can be made concerning whether the power change should be counted.  

o Iw ehe, s • hanges associated it/these FAQs sho cou 8t -ai nJ 

isp sition. Is it tsftory to st te in the comme tfie d that a FAQ has en bbmitteat and not to include the powe 
[ares in the P1I lcu tion? ] //\ \[ \ 
esonse: / \I . / // l U 

es. The comment eld s ould be 2nn *ted at at a FA Q has b sub itte. If the licensee belie es t t# is 
xc• sion applies, it s no necessa, y to m in the PI calcul i n. The epo t can be amend d, i ed, at a later 
ate. / / I I I, I/ \ •

FAQ 28.3

Plant Submitting FAQ: Perry 

This event was initiated because a feedwater summer card failed low. The failure caused the feedwater circuitry to sense a lower level than actual. This invalid low level signal 
caused the Reactor Recirculation pumps to shift to slow speed while also causing the feedwater system to feed the Reactor Pressure Vessel (RPV) until a high level scram was 
initiated.  

Within the first three minutes of the transient, the plant had gone from the Level 8 (Reactor Vessel Water Level - High, Level 8) which initiated the scram, to Level 2 (Reactor Vessel 
Water Level - Low Low, Level 2), initiating High Pressure Core Spray (HPCS) and Reactor Core Isolation Cooling (RCIC) injection, and again back to Level 8. The operators had 
observed the downshift of the Recirculation pumps nearly coincident with the scram, and it was not immediately apparent what had caused the trip due to the rapid sequence of events.  

As designed, when the reactor water level reached Level 8, the feed pumps tripped, including the Motor-Driven Feed Pump (MFP). The pump control logic prohibits restart of the 
feed pumps until the Level 8 signal is reset. (On a trip of one or both turbine feed pumps, the MFP would automatically start, except when the trip is due to Level 8.) All three 
feedwater pumps (both turbine driven pumps and the MFP) were physically available to be started from the control room, once the Level 8 trip was reset. Procedures are in place for 
the operators to use the MFP or the turbine driven feedwater pumps.
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FAQ LOG DRAFT 04/23/020410-3 
Because the cause of the scram was not immediately apparent to the operators, there was initially some misunderstanding regarding the status of the MFP. As a result of the initial 
indications of a plant problem (the downshift of the recirculation pumps), some operators believed the MFP should have started on the trip of the turbine driven pumps. This was 
documented in several personnel statements and a narrative log entry. Compounding this initial misunderstanding was a MFP control power available light bulb that did not illuminate 
until it was touched. In fact, the MFP had operated as it was supposed to, and aside from the indication on the control panel, there were no impediments to restarting any of the 
feedwater pumps from the control room. No attempt was made to manually start the MFP prior to resetting the Level 8 feedwater trip signal.  

As indicated above, reactor vessel water level had been raised back to Level 8 by injection from the HPCS and RCIC systems, precluding restart of the feedwater pumps (including the 
MFP) (due to being at Level 8). During this period when the MFP could not be started due to the high level condition, the control room dispatched in-field operators to the MFP, 
where no abnormalities were found with the pump or breaker. Four minutes later, a log entry recorded that the pump was ready for start. The MFP was started 14 minutes later (30 
minutes after the scram), in accordance with SOI-N27, Feedwater System, Section 4.10, Motor Feed Pump Manual Startup. This procedure includes steps to verify the MFP control 
switch is off, verify the Reactor Hi Level Trip Reset lights are de-energized (or press the applicable reset pushbutton), and place the control switch to start. No problems were found 
or experienced with the operation of the MFP. Therefore, the plant responded as designed. During the transient, the RCIC system was in service to maintain reactor vessel water 
level.  

In sum m ary , feed • ate• flow u sin g ir e driv en fee w at r p um p s o th e '• w as easily rec o v e rab le fr o m th e co n tro l ro o f e h eel p s r st. e vu b en 

feedwater pumps •ere available to s• aed from t co trol room lr pl1 t procedure. T/q•wa no problem with I•F ince it simply lto be re: t p por to bein started.  

Before the MFP was sl ued, reactor ter i~el was iont olled and nanted by Reacto qore Isol tion Cooling. Fol owi g rese /o ."the l Il signal, • e IFPwas s red from 

the control room o ndc•rated as expe ted. 
/ 

Questi on: D oes tte ab ye described• */fo count san U pl xm Sram with a L ? s f eona at • em oval?r° 

Proposed Respons•1 o. The Fee at• system funt tioni as desi aed, an r•e nral heat removal th ay was ea, ily rsoefom the control room. Ev, n though there was a 

very minor cati o of.the • t im, ie :hfet its av t" in' te• psr~ e available for opeai fro 11 control room.  

Therefore, the te water low could eas ily be recovereod onr oo iout te need for iagnosis or repa ir.  

Discussion: 

For the Periy plant, the actions necessary to recover the MFP were proceduralized and uncomplicated. Additionally, both turbine driven feedwater pumps were available for operation 

from the control room if desired. The actions taken by the control room operators in this event also demonstrate appropriate command and control following a major plant transient. It 

would be inappropriate to apply some apparent urgency to recover the feedwater pumps in such an event. Since the RCIC system was operating and providing vessel inventory, the 

operators did not need to urgently restore the feedwater pumps, and it would have been inappropriate to do so. While there may have been some initial confusion about why the MFP 

had not started when the turbine driven feedwater pumps tripped on high reactor vessel water level, normal feedwater flow remained available throughout the event from either the 

turbine driven pumps or the MFP. Therefore, this should not count as a loss of normal heat removal.  

29.7 7E 03 Turkey Point 

Plant surveillance procedure 3-0SP-090. 2, Main Electrical Generator Hydrogen Leakage Calculation is performed on a weekly basis. Data is gathered on the weekend by 

operations. Calculations and tracking are performed by the System Engineer each Monday morning. During the past 17 months, hydrogen leakage on the Unit 3 main generator 

ranged about 800 to 1300 ft 3/day. This leakage was due primarily to a known bad hydrogen seal on the north end of the generator. This hydrogen was being safely discharged through 

the seal oil vapor extractor vent. Repair of this leak was planned for the upcoming refueling outage.  

Hydrogen consumption by the Unit 3 main generator during the weekend ofO07/07/01 increased signi~fi cantly. The calculated consumption per 3-OSP-090. 2 was 1665 ft/day. This is 

in excess of the typical Westinghouse generator leakage and a sizeable increase of the trend for Unit 3. On 07/11/01 the system engineer initiated Condition Report (CR01-]1364), and 

a concerted effort began to identify' the source of the leak.
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FAQ LOG DRAFT 04/23/0204410/l 
During the week of 07/11/01, the Engineering Systems Manager and the System Engineer briefed the Plant Manger on the leakage. During this meeting the possibility of a unit 

shutdown to effect repairs was recognized and discussed. Since no administrative limit on hydrogen leakage had been previously established, the Plant Manager established criteria 

for unit shutdown. The criteria was: 
1) Leakage not attributed to the seal becoming greater than 2000 fi/day (approx. 3000ft?/day total) AND there was evidence of hydrogen pooling in any area around the 

generator in excess of 50% LEL, 
2) an unisolable leak that could not be repaired on-line 
3) a leak that was rapidly degrading.  

The decision was made to pursue on-line repairs, as long as conditions permitted and to shutdown if on-line repairs could not be performed 
From 07/11/01 through 07/28/01 extensive system checking was performed by Engineering and Maintenance personnel. All valves and devices were inspected sniffed and snooped 

Additionally, accessible piping was checked hand over hand The known leak via the seal oil system was re-quantified and ruled out as the source of the new leakage. During this 
period, several minor leaks were identified and isolated or repaired 
The Main Generator leakage data gathered on 07/28/01 showed leakage on Unit 3 had increased to 2091 cuft/day. Air movers were installed to draw off hydrogen gases from areas 

around the g skirt acce e, s, the turbine deck were oved/opened to m t 01 ine building 

is an "open air" 'csig No evi ce hydrogen oli wasfou . tem inspections cotinn d and a cap was ins-alle down stre o v le -100- 3-1 oiso e minor leak 

there. Scaffolding was rdered built essthe be yoJ the generat r so that the penetrat oi co Id be inspected 
On Saturday, 08/ 4/01 the hydrogen aka e data sh Ywe a leak rate of 3 15 cu f/day T eyirog n dryer was isolate d. o evide of r g n pooling wa found 
On Monday 08/06 01 t ýe hydrogen le ge data sho ed . leak rate f2 40 cu Jft/day, onya sli t crease. The Plan Ma ager orred dail alculations and cohting cyplansfor 
shutdown repairs f the leak was foun to b unisola le. o as in place under south nd the generator nd xtegnsie inspection of the goner tor system was 
performed but no additional leaks we efou d. The prese ce of dr en was measur/n that vic ity t 8% LEL, bui no ource ould be pinpointed.  

On Tuesday 08/0 701, perations be n ethodical inoni oring of e 1 k r by t g data readin s ry 6 hours. ddi ional scaffolding was erected beneath the center section of 

the generator to a low feakage che o the hydrog sy tem pi n tr ns. rmographic imaes ere taken the area under the generator, but no evidence of leaks were 
found 

On Wednesday 08/08/01, the leak rate was calculated to be 3001 cuft/day, the scaffolding extension for the full length of the generator was completed New high sensitivity hydrogen 

detection equipment was received and put to work. Engineering and Maintenance continued testing for leaks and evidence ofpooling. The Isophase ducts were sampled but no 
hydrogen found Each generator penetration was snooped and sniffed. The length of each pressurized hydrogen line, paying particular attention to welds and valves, was sniffed and 

snooped Some additional minor leaks were found 

Engineering personnel then found a large leak on the generator lead box. Cracking was evident between the bottom flange and vertical member weld on the southwest corner.  
Investigation by plant personnel determined that afillet weld at the base of the collar of the main lead box assembly was cracked. The crack appeared to be several inches in length 
and seemed to go around the lower southwest corner of the box. To ensure safety, additional air movers were installed to dissipate the hydrogen gas.  

Engineering personnel were directed by plant management to develop two specific repair methods: 
A) a temporary repair method to be worked on-line and 
B) (as a parallel effort) a repair method to be performed off-line.  

Plan A, the on-line repair method, proposed using strong backs and sealing material, mechanically wedged or clamped against the crack and then filled with Fermanite. Plan B, the 
off-line repair method, proposed a weld overlay. Additional scaffolding was erected to safely reach the lead box to support either activity.  

On Thursday 08/09/01, the leak rate was calculated to be 4421 cu ft/day. Upon closer examination of the crack engineering determined that Plan A, the on-line repair method, was 
not viable. Plan B, which used welding, was judged the only effective repair method Plan B required the generator to be purged of hydrogen and depressurized maintaining a C02 
cover gas.
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FAQ LOG DRAFT 04/23/020410310 
On Friday 08/10/01 at about 2:30PM, Unit 3 was brought to mode 2 in an orderly fashion and the generator purged with C02. The unit was brought down to mode 2 at a rate of 
about 10% per hour, using the normal operating procedure, 3-GOP-103, "Power Operation to Hot Standby." The "Fast Load Reduction Procedure, " 3-ONOP-100, was never 
entered The weld was repaired using the weld overlay procedure outlined in CR0 1-1364 Interim Disposition #1.  

The main generator hydrogen system is described in Section 10.1 of the UFSAR. The UFSAR does not reference any allowable leak rates and there are no Technical Specifications 
with regard to hydrogen leakage. There are no adverse effects on the Turkey Point FSAR and Technical Specifications. The concern for hydrogen leakage is in regard to the potential 
for adverse personnel and industrial safety. Measures (forced ventilation) were taken to maintain safety; therefore, shutdown for repairs was a conservative and prudent action. The 
decision to shutdown was not based on operability or safety concerns, but rather on establishing the necessary conditions to facilitate repairs.  

In accordance with NEI-99-02, ifa degraded condition is identified more than 72 hours prior to the initiation of a plant shutdown, then the shutdown is considered a planned 
shutdown. The condition, necessitating the shutdown of Unit 3, was initially identified on July 11, 2001 (30 days prior to the actual shutdown). Moreover, the possibility of the need to 
shutdown for repairs was recognizedjust days later and limits were established to trigger that action (a plan established). In addition, repair efforts, including shutdown contingency 
plans, were ongoing throughout that thirty-day period Does this situation qualify as a "planned" shutdown as suggested by NEI-99-02 FAQ 277? 
Response: Yes, this is a planned shutdown in that the condition did not require "rapid responsp- (see NEI 99-02 p. 20 line 1-3)
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