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Abstract 

In situ gamma-ray spectrometry determines the quantities of radionuclides in some 

medium with a portable detector. The main limitation of in situ gamma-ray spectrometry lies in 

determining the depth distribution of radionuclides. This limitation is addressed by developing 

an improved in situ method for determining the depth distributions of gamma-ray emitting 

radionuclides in large area sources. This paper implements a unique collimator design with 

conventional radiation detection equipment. Cylindrically symmetric collimators were fabricated 

to allow only those gamma-rays emitted from a selected range of polar angles (measured off the 

detector axis) to be detected. Positioned with its axis normal to surface of the media, each 

collimator enables the detection of gamma-rays emitted from a different range of polar angles 

and preferential depths. Previous in situ methods require a priori knowledge of the depth 

distribution shape. However, the absolute method presented in this paper determines the depth 

distribution as a histogram and does not rely on such assumptions. Other advantages over



previous in situ methods are that this method only requires a single gamma-ray emission, 

provides more detailed depth information, and offers a superior ability for characterizing 

complex depth distributions. Collimated spectrometer measurements of buried area sources 

demonstrated the capability of the method to yield accurate depth information. Based on the 

results of actual measurements, this method increases the potential of in situ gamma-ray 

spectrometry as an independent characterization tool in situations with unknown radionuclide 

depth distributions.  

Keywords: Depth distribution; radionuclide characterization; in situ; gamma-ray spectrometry; 

nondestructive evaluation; collimation.  

Introduction 

In principle, in situ gamma-ray spectrometry uses a portable detector to quantify the 

amount of radionuclides in some medium. In comparison, the more established method of 

laboratory gamma-ray spectroscopy consists of taking small samples of the medium into the 

laboratory for gamma-ray analysis. In situ gamma-ray spectrometry characterizes a larger 

volume of material, requires less time to determine accurate radionuclide concentrations, and 

minimizes worker doses and the risk of radioactive contamination. The main limitation of in situ 

gamma-ray spectrometry lies in determining the depth distribution of radionuclides [1,2,3].  

Therefore, an in situ method was developed to address this limitation.  

In general, radionuclide depth distributions aid conventional in situ gamma-ray 

spectrometry in determining accurate radionuclide inventories and surface dose rates from 

individual radionuclides. Depth distributions also represent reliable data for radionuclide



transport studies. Indications of neutron or energetic charged particle fluxes can result from 

determinations of the activation as a function of material depth. For decontamination and 

decommissioning activities, the radionuclide depth distribution determines the amount of 

material that must be remediated to satisfy the release limits.  

Three in situ gamma-ray spectroscopic methods have been used to determine the depth 

distribution of radionuclides in soil. These three in situ methods are based on multiple photopeak 

responses, the photopeak-to-valley ratio, and the attenuation of a lead plate. Each method 

requires a priori assumptions of the depth distribution function and uses a gamma-ray 

spectrometer. Spectrometers allow the users to decipher the energies of gamma-ray emissions, a 

necessity for determining the specific radioisotope present. In addition to usually assuming a 

uniform soil density with depth, all three approaches for determining depth distributions also 

assume a spatially uniform radionuclide distribution.  

In a comparison of the three methods, MacDonald et al. [4] calculated 137 Cs inventories 

(with units of Bq m2 , resulting from the integration of the activity concentrations over depth) 

over a range of depth distributions and found that the lead plate method resulted in the lowest 

inventory uncertainties. Table 1 summarizes the advantages and disadvantages of the three in situ 

methods.  

In addition to the three in situ methods for determining depth distributions, spectroscopic 

measurements in boreholes have also been studied for applications in oil wells [5,6,7]. Because 

boring itself qualifies as an invasive process, borehole measurements should be considered as 

quasi-in-situ approach. In addition to increased contamination risks, borehole measurements 

require boring equipment and custom fabricated detection equipment (extended cryostat lengths 

for HPGe detectors).



Multiple Photopeak Method 

For in situ gamma-ray measurements of radionuclides in soil, the detector's photopeak 

count rate is dependent on the radionuclide inventory (activity per unit area of soil), depth 

distribution, gamma-ray yield, gamma-ray detection efficiency, and attenuation of soil. The 

gamma-ray yields for radioactive decay are well known quantities. The detection efficiency and 

soil attenuation coefficient are dependent on the gamma-ray energy and can be measured in the 

laboratory. Because the multiple photopeak method is based on the detection of two gamma-ray 

emissions from the same radionuclide, the same radionuclide inventory and depth distribution 

will apply to each of its gamma-ray emissions. Once the gamma-ray yields, detection 

efficiencies, and soil attenuation coefficients of each gamma-ray emission are accounted for, the 

two unknowns (radionuclide inventory and depth distribution) can be determined from two 

measurements: photopeak count rates corresponding to each gamma-ray emission.  

The multiple photopeak method requires a priori knowledge of the depth distribution and 

cannot yield any depth distribution information for radionuclides that emit fewer than two 

significant gamma-ray energies. Based on the energy-dependence of gamma-ray attenuation, 

Korun et al. [8] and Rybacek and Jacob [9] applied the multiple photopeak method to I34Cs and 

137CS contamination in soil. Other variations of the multiple photopeak method have also been 

presented [2,10]. Naessens and Xu [11] incorporated point kernel techniques into a multiple 

photopeak method to determine the depth information of radionuclides using in situ gamma-ray 

spectrometry. Their method also required a priori knowledge of the radionuclide distribution and 

required the analysis of at least two gamma-ray emissions.



Photopeak-to- Valley Method 

Zombori et al. [12] realized that the single forward-scattering gamma-ray detection rate 

was dependent on the source depth distribution in an attenuating medium. They developed a 

method based on the ratio of count rates between the 662 keV photopeak and 631-649 keV 

valley region, between the Compton edge and 137Cs photopeak. As a gamma-ray source moves 

deeper into an attenuating medium, the photopeak count rate decreases and the valley count rate 

increases. Therefore, the ratio of the photopeak count rate to the count rate in the valley region 

(photopeak-to-valley ratio) decreases. This photopeak-to-valley method is applicable to single 

gamma-ray emitters. However, the method's feasibility is dependent on the intensity of gamma

ray emissions. It can be therefore adversely affected by interfering gamma-ray emissions at 

energies close to the photopeak or valley region.  

To improve the in situ activity estimates for 137Cs distributed in a Scottish salt marsh, 

Tyler et al. [13] used the photopeak-to-valley method on measurements from a cylindrical 

NaI(TI) detector with a length of 7.6 cm and diameter of 7.6 cm to estimate a single depth 

parameter, the mean relaxation mass per unit area. Because the photopeak-to-valley method only 

yields information about a single depth parameter, the technique can only be effectively applied 

to simple profile shapes. Using the photopeak-to-valley method with a HPGe detector in the 

same Scottish salt marsh, Tyler [14] discovered only a marginal improvement in the precision of 

the in situ results over the results from a NaI(TI) detector. Tyler [14] also concluded that the 

accuracy of the in situ determinations was limited by variations in the shape of the radionuclide 

depth distribution. No direct comparisons were made of the in situ or laboratory determinations 

of the 137 Cs specific activities at different depths.



Chesnokov et al. [15] also made use of the ratio of unscattered and scattered detector 

responses with a fixed-angle, downward-facing collimator. Similar to the photopeak-to-valley 

method, the collimated spectrum sensitive (CSSD) method also required assumptions of the 

depth distribution shape and determined a single depth parameter. Golosov et al. [16] also 

employed a portable NaI(Tl) scintillation detector with the CSSD technique and assumed a depth 

distribution of 137CS that was typical for the specific region. In the high-contamination areas 

investigated, Golosov et al. [16] concluded that the in situ determinations of 137Cs inventories 

agreed sufficiently well with the collected soil sample results and, therefore, could used an 

alternative to field sampling. Golosov et al. [16] also mentioned that a HPGe detector might be 

required to identify lower 137Cs inventories within the gamma-ray background from other 

radionuclides in soil.  

Lead Plate Method 

By placing a lead plate in front of an in situ detector as depicted in Fig. 1, Korun et al.  

[17] showed that the response of the detector above the ground is dependent on the distance of 

the plate from the detector. The uncollided (or unscattered) gamma-rays incident on the detector 

at large polar angles, measured from the axis of the cylindrical detector crystal, originate 

predominately from shallower layers of soil. By attenuating the gamma-rays emitted directly 

beneath the detector with a lead plate, the detector will thus respond primarily to the gamma-rays 

emitted in the shallower layers of soil. The main advantage of the lead plate method is its 

applicability to radionuclides, which emit gamma-rays at a single energy. MacDonald et al. [18] 

performed theoretical assessments of the lead plate method within a borehole for determining 

radionuclide depth distributions.



Theory 

The theoretical derivations of the in situ gamma-ray spectrometry calibration factor and 

gamma-ray fluxes are presented. As applied to the in situ measurements of buried area sources, 

the theoretical relationships for the collimator calibrations, area source activity predictions, and 

distributed source reconstructions are also included.  

Calibration Factor Derivations 

The following section introduces the in situ gamma-ray spectroscopy calibration factors.  

Although the following descriptions use soil as the source matrix, other materials (such as 

concrete or steel) could be substituted as the source matrix. Derivations of the total in situ 

calibration factor have been presented in other studies [19,20,21]: 

N f (E) Nf (E) N 0 (E) O(E) (1) 

S N0 (E) O(E) S 

where Nf (E) represents the angular correction factor which accounts for the angular 
N0 (E) 

nonuniformity of the detector response and incident flux, No(E) is a detector dependent quantity 
O(E) 

representing the on-axis detector response, and O(E) is a factor dependent on the source 

S 

geometry with O(E) representing the total uncollided gamma-ray flux incident on the detector at 

energy E from any angle. S is the generic gamma-ray emission rate and can take two specific 

forms, Sm or SA. With units of y s- kg-1, Sm refers to the gamma-ray emission rate for a uniform 

distribution and is equal to the gamma-ray emission rate per unit volume divided the density of 

the material. With units of y s- m-2, SA refers to the gamma-ray emission rate for an planar



distribution or an exponential depth distribution where the radionuclide activity is integrated to 

an infinite depth. The generic gamma-ray emission rate, S, can be converted to radionuclide 

specific activity (with units of Bq kg-1) by dividing Sm by the gamma-ray yield per decay or 

converted to radionuclide inventory (with units of Bq m-2 ) by dividing SA by the gamma-ray 

yield per decay 

Dropping the f-subscript and energy dependency to simplify the notation of the total in 

situ calibration factor, the radionuclide specific activity in units of Bq kg-1 for a uniform 

radionuclide distribution is calculated from a measured gamma-ray spectrum in the following 

manner: 

Specific Activity = Photopeak count rate(2) N 2 

Sm 

where Y is gamma-ray yield per decay with units of y s-1 Bq-1. For a planar or exponential depth 

distribution, the radionuclide inventory in units of Bq m-2 is computed from the following 

expression: 

Inventor Photopeak count rate Invetory= N(3) 

SA 

Gamma-Ray Flux Calculations 

Because the measurements presented later in this paper used large area sources, the 

calculation of the gamma-ray flux was performed for planar source geometry, shown in Fig. 2.  

To determine the total gamma-ray flux from an infinite plane source buried at a depth, Zplane, in 

soil requires a double integration over the area of the source. Accounting for the gamma-ray 

attenuation from soil and air, the total gamma-ray flux becomes:



¢,.J, 2O",o S -',,• sec-6 •'c 0plane = 4 2 eP5 se e r dr d(p (4) 
total~~ o 0 rp2 

where SA is the gamma-ray emission rate per unit area with units of y s- cm 2 , p is the total 

distance from the detector to the infinitesimal area of the source with units of cm, Pts is the soil 

attenuation coefficient in units of cm 1 , pa is the air attenuation coefficient in units of cm1 , 0 is 

the off-axis polar angle of the radionuclide measured from the axis of the detector in units of 

radians, qp is the azimuthal angle in units of radians, and h is the height of the detector above the 

soil surface in units of cm. The following describes the components of Eq. (4): 

SA 2 represents the flux a distance p from a point source, 4;,rp2 

e u, sec represents the soil attenuation, 

e - ° (hsec 0) represents the air attenuation, and 

r d dr represents the Jacobian for a infinitesimal area of the source, dA. Integrating Eq.  

(4) with respect to the azimuthal angle, substituting zpl,•, sec 0 = p - P,,ir and h sec 0 = Pajr, and 

making a change of variables results in: 

,pla, - A plaen'(,-P" )-p 0 (P" ) 

=fia jdp (5) 
"total 2 dh + z p 

where p2 = (h + zpiane) 2 + r2 and p dp = r dr. Using similar triangles, the following relation 

Pair P proves beneficial. Now putting Pai, in terms of p results in: 

h h + zp,,h 

p",, + ZU .  
0 lne = S h_ ý , e - h + z P tan, h + z PJ n' 

, 1plne 2 P dp (6) 

The definition of the exponential integral [22] for n = {0, 1, 2, 3, ... } and for a real x > 0 is:



, 1(x) = fl- e dt , (7) 

Now to put Eq. (6) in terms of Eq. (7) requires another change of variables: 

o Pl SAaf=S e- , dt (8) 
Vtotal 2 flt 

where t = p / (h + Zpiane) and dt It = dp / p. The solution for the total gamma-ray flux from an 

infinite plane source buried at a soil depth of zp.,: 

O p•ae - S.___AE( (Zsp + /Uah) (9) 
total 2 ple+ a(9 

Because the collimators limited the detector's field of view, new calculations of the 
gamma-ray flux were required. The following new derivations of the O(E) term were used in the 

S 

experimental calibration of the collimation method. For this limited polar angle case with a 

planar source, the relationship, t = p/ (h + z) = sec 0 = o), can be deduced from Fig. 2, and Eq.  

(8) takes the following form: 

0 plane - A dt 
limited 2 (10) 

where w1 < W2 (or 01 < 02). Solving Eq. (10) by manipulating the limits of integration, the 

gamma-ray flux for the limited polar angle case from an infinite planar source distribution 

becomes: 

limited 2 plane I a I E 2 a pl 

In the case of a detector responding to multiple planar sources at different depths, the 

total gamma-ray flux becomes the summation of the individual planar sources, Eq. (11), with the 

appropriate Zplane value for each source. Because the flux from each plane source is calculated



independently, the gamma-ray flux from multiple sources simply becomes the summation of the 

individual fluxes from each plane source contained in that thickness of soil.  

Activity Characterizations of the Area Sources 

The creation and characterizations of the 134Cs area sources are presented in the Materials 

and Methods section. Because the area sources were 102 cm by 102 cm squares and their 

activities were determined from measurements using a bare detector, rectangular coordinates 

were used to calculate the gamma-ray flux at the detector. The numerical values for the terms in 

Eqs. (12) and (13) were used in the activity characterizations. The gamma-ray flux for a unit 

emission rate per unit source area, 4are/SA, was calculated from the numerical integration of the 

following quantity: 

-- a + _X 2 +Y~ 2 Obare Ymax foXmax ePair y+h( 

SA Jo 7E (x 2 + y2 + h 2  (12) 

where h represents the height of the detector above the area source (1 m), 11air represents the 

linear attenuation coefficient for air (0.000091 cm-1 for 800 keV gamma-rays in air, [23]), and 

x., = 50.8 cm and yax = 50.8 cm represent the limits of integration for the square area sources.  

Inserting the calibration factor given by Eq. (12) into Eq. (1) and solving for the source 

emission rate per unit area, SA in units of y cm-2 s1, results in following relationship (after 

canceling the N0 terms and dropping the f-subscript and bare-subscript notation): 

N)(3 
0 S mAs



where Nmeas represents the measured photopeak count rate with units of min-', N/0 represents the 

photopeak detector efficiency with units of counts/min per y cm2 s-1, and O'SA (unitless) 

represents gamma-ray flux for a unit gamma-ray emission rate per source area. N/0 was 

measured to be 1328 counts/min per y cm-2 s-1 from the 796 and 802 keV summation photopeak 

of 134CS with the cylindrical Nal detector with a length of 7.6 cm and diameter of 7.6 cm. To 

obtain the total activity for a particular area source, the SA value from Eq. (13) was multiplied by 

the source area (equal to 10,300 cm 2) and divided by the gamma-ray yield per decay (0.941 y sl 

Bq-' for the 796 and 802 keV gamma-rays of 134Cs).  

Collimator Calibrations 

In Eq. (13), N/0 represents the detector response (photopeak count rate) to a unit gamma

ray flux. N/€can also be interpreted as the detection efficiency for a particular geometry. In 

order to determine the detection efficiency for each collimator from an area source, experiments 

were performed with Source A (refer to the Materials and Methods section) placed at different 

distances. Therefore, the photopeak count rate for a unit gamma-ray emission rate per area at a 

particular depth, d, in some medium is referred to as the N/SA calibration factor and computed in 

the following manner: 

N (d)= N _ 

SA 0 SA 

where the N/0 values were based on the area source measurements in air and the W/SA values 

were calculated to account for the attenuation by the specific materials encountered for a unit 

source at a particular depth.



Determining the Activity of Multiple Area Sources at Different Depths 

The two-source setup refers to two area sources buried beneath different thicknesses of 

attenuating materials. When two measurements are taken with different collimators, a system of 

two equations for the measured photopeak count rates arises with two source activity unknowns, 

a, and a2. Eq. (15) corresponds to the 0-34' collimator measurement, while Eq. (16) corresponds 

to the 60-70' collimator measurement: 

R(O - 34-)=Y N(d I ,-)(d) .a,+ -N(d 2 ) a2,. (15) 

Barea SA SA 

and 

R(63-720 ) = Y__-.-N(d,).a, + N(d).a,1  (16) 
B area S A A 

where the N/SA values in units of min1 per y cm-2 s1 are calculated from Eq. (14), 

R(O-34°) is the photopeak count rate with the 0-34' collimator in units of min-1 , 

R(60-70') is the photopeak count rate with the 60-70' collimator in units of mmin-, 

d, represents the concrete depth of Source 1, 

d2 represents the concrete depth of Source 2, 

a, represents the activity of the area source at the depth d, in units of Bq, 

a2 represents the activity of the area source at the depth d2 in units of Bq, 

Y represents the gamma-ray yield per decay with units of y s- Bq-', and 

Ba.ea represents the source surface area (equal to 10,300 cm 2).  

In a more general form, the system of equations for multiple sources can be described by:



n 

Ri = ICi'j • Sj fori = 1 .. m (17) 

j=1 

where Rj represents the photopeak count rate measured with the ith collimator, 

i£j represents the gamma-ray counting efficiency for the jth source with the ith 

collimator (ie., the photopeak count rate for a unit gamma-ray emission rate 

from the source, unitless), 

sj represents the gamma-ray emission rate for the jth source (equal to the source 

activity multiplied by the gamma-ray yield), 

n equals the number of sources, and 

m equals the number of collimated measurements.  

The counting efficiencies (sij) can be determined experimentally, as N/SA divided by Barea, or 

computed from Monte Carlo simulations.  

For the activity reconstructions, the solutions for the area source activities were 

determined by minimizing the following quantity: 

g - ]meas )2 

i= k1 meas (18) 
i=1 ~l *i,k 

where R e"• represents the measured photopeak count rate, for the kth gamma-ray energy with 

the ith collimator, p equals the number of gamma-ray energies analyzed, and m equals the 

number of collimated measurements. Rf' represents the fitted photopeak count rate, for the ktb 
i,1k 

gamma-ray energy with the ith collimator and is described by the following relationship: 

n 

i,k I (Ei,j,k Yk j) (19) 
j=l



where Eij.k represents the gamma-ray counting efficiency (unitless) for the kth gamma-ray energy 

of the jth source for the ih collimator, Yk represents the gamma-ray yield per decay (in units of y 

s1 Bq-1) for the kth gamma-ray, aj represents the activity of the j"t source in units of Bq, and n 

equals the number of sources. A non-negativity activity constraint was applied to all of the 

reconstructions. Without normalizing the square of the count rate difference by the measured 

count rate, the solution would be skewed to better fit the measurements with the higher count 

rates, because higher count rates imply larger magnitudes of the count rate differences and much 

larger squares of the count rate difference.  

For the measurements presented in this paper, Eqs. (3-59) and (3-60) were applied to 

activity reconstructions based on a single gamma-ray emission, implying p = 1. For the analyses 

based on a single gamma-ray emission, the notation for the kt I gamma-ray and the summation 

over the gamma-ray emissions can be omitted in Eqs. (18) and (19).  

Calibration Factor Determinations for the Distributed Source Reconstructions 

Experimental determinations of the total in situ calibration factor, N/SA, for the 

distributed source reconstructions incorporated the area source calibration measurements for 

each collimator. For each combination of collimator and depth layer, computation of N/SA for 

the distributed source reconstructions became the depth-averaged quantity of Eq. (14) over the 

kth depth layer thickness: 

f Zmak [N (Z).- (Z)ldz 
NS~1 Zini~k 0b 'SA'' fk fZma .k (20) 

fZmin.k



where the N/1 values were based on the area source measurements in air for a specific 

collimator, the O'SA values were calculated from Eq. (11) for the specific materials that compose 

the kOh depth layer and those depth layers between the kh depth layer and the surface, Zrmx~k 

denotes the maximum depth of the kth layer with respect to the surface, and Zmin.k denotes the 

minimum depth of the kth layer with respect to the surface.  

Collimator Descirption 

The method presented in this paper required collimation that limited the detector response 

to a specific range of polar angles. As shown in Fig. 2, a cylindrical detector was positioned so 

its axis is normal to the measurement surface. The polar angles were measured off the axis of the 

cylindrical detector and from the center of the detector crystal. To enable greater counting 

efficiencies and improved system sensitivity, the collimator design allowed contributions from 

the entire azimuthal field of view. The azimuthal angle was defined as the angle of rotation about 

the axis of the detector. By allowing a full azimuthal field of view, larger volumes of source 

media were characterized with each collimator measurement, thereby offering a more 

representative result as well as reducing the required counting times.  

To accomplish these design criteria, cylindrically symmetric collimators were fabricated 

using lead. As an example, a cross-sectional view of the collimator design is presented in Fig. 3.  

Each collimator was designed with sloping edges that matched the desired polar angle.  

Maximizing the gamma-ray path length through the lead, the sloping edges minimized the 

contributions from those gamma-rays emitted outside the collimated region of interest.  

Because laboratory measurements were planned with 102-cm by 102-cm area sources, 

the maximum polar angle sampled was limited to 80'. Measurements at polar angles greater



than 800 require much larger experimental geometries. For instance compared to 80', 

maximum polar angles of 850 and 880 would require measurement setups over four and 

twenty-five times larger, respectively, in both area and volume.  

The polar angle ranges of the fabricated collimators were 0-34', 42-60', 60-70', and 70

800. Figs. 4 (a)-(d) display the dimensions of the 0-34', 42-60', 60-70*, and 70-80' collimators, 

respectively. In general as the polar angle is increased, the detector response to uncollided 

gamma-rays (i.e., photopeak count rate) becomes more dependent on the radionuclide 

concentration near the source surface [25]. Therefore, large polar angle measurements 

characterize radionuclide activities in upper layers of soil. Subtracting the upper layers' 

contributions, the smaller polar angle measurements can be used to determine radionuclide 

activities in the lower soil layers. The radionuclide activities in each layer are independent and 

could be used to identify appropriate depth distribution functions, if such a refinement is 

deemed advantageous.  

Calibration Measurements 

To test the ability of the collimation method to determine depth information, area sources 

were created and placed at various depths in attenuating materials. Throughout this paper, a 

2048-channel gamma-ray spectroscopy system' with a cylindrical NaI(TI) detector (length of 7.6 

cm and diameter of 7.6 cm) was used with the lead collimators depicted in Fig. 4. In addition to 

point source calibrations, this section discusses the creation of large area sources as well as 

determinations of the activity and uniformity of those area sources. Experimental calibration 

measurements of the collimators using the area sources are also presented. Background 

subtraction was included for all measurements of the net photopeak count rates.



Point Source Measurements 

A single 134Cs point source, with an activity of 525 kBq (14.2 p.Ci) on 4/24/99, was used 

for all of the point source measurements described below. For each attenuating material used, 

attenuation measurements were performed by acquiring photopeak count rate data for the point 

source positioned on-axis behind different material thicknesses. The linear attenuation 

coefficients for the 796 + 802 keV gamma-rays were determined to be 0.15 cm- for concrete, 

0.19 cm-1 for aluminum, and 0.03 cm-' for wood. When compared to other published values, the 

determined attenuation coefficients are within 1.6% for concrete and 2% for aluminum [24,23].  

The attenuation coefficients are used in the computation of the 0'SA term in Eq. (14) for the 

actual measurement setups where the area sources are buried beneath layers of concrete, 

aluminum, and wood.  

Area Source Creation and Activity Characterizations 

Area sources were created by spreading paint, spiked with 134Cs, over 102 cm by 102 cm 

plywood boards (Lauan was the brand of sandwiched plywood where Mahogany is the species of 

wood). The plywood boards were coated with an oil-based primer and allowed to dry. A liquid 

solution of 134Cs, containing the desired 134Cs activity, was added to approximately 100 mrL of 

water-based paint in a plastic beaker. It is important to note that not all of the 34Cs activity 

added to the paint will be transferred to the area source, some will remain in the paint residue on 

the paintbrushes, stirring stick, and in the plastic beaker. The objective was to create reasonably 

uniform area sources with significantly different activities of 134CS that differ by at least a factor



of three (not to establish a procedure to create an area source for a particular activity within some 

small tolerance).  

Sources with significantly different activities were desirable to test if the presented 

method would assign the correct activities to each area source from collimated measurements of 

all three sources buried at different depths. To assess the capability of the collimation method to 

yield accurate depth information, the area source activities were compared to those predicted by 

the collimation method for the measurement setups. Since the area source activities were 

determined from actual measurements instead of estimated from the creation process, precise 

activity determinations of the paint residue were not required to infer the 13Cs activity on the 

area sources. The area source activities were decay corrected for all comparisons.  

The spiked paint was stirred by hand for at least 3 min and applied on the plywood 

boards in several coats using paintbrushes. When the amount of paint remaining was less than 

that required for another full coat, a majority of the remaining paint was applied to the specific 

locations, determined from visual inspection, with noticeably thinner coats of paint. After the 

paint dried, the individual boards were wrapped in polyethylene sheeting with a thickness of 0.1 

mm. To facilitate easier disposal, each 102 cm by 102 cm area source consisted of six smaller 

sections: two 61.0 cm by 40.6 cm boards, two 40.6 cm by 40.6 cm boards, one 61.0 cm by 20.3 

cm board, and one 40.6 cm by 20.3 cm board.  

With a half-life of 2.062 y, the significant gamma-ray emissions for I34Cs are presented in 

Table 2. Due to the poor energy resolution of the NaI(TI) detector, the photopeaks from the 796 

and 802 keV gamma-ray emissions overlap with one another and could not be resolved 

separately (the same was true for the 563, 569, and 605 keV emissions). In addition, the gamma

ray emissions of 563, 569, and 605 keV encountered interference with radon and thoron progeny



in the laboratory background. To overcome the radon and thoron interference, all gamma-ray 

spectroscopic analyses for 134Cs determined the count rate of summation photopeak for the 796 

and 802 keV gamma-ray emissions (referred to as 796 + 802 keV for notational convenience).  

The area source activities were measured by positioning the NaI(T1) detector at 1 m 

above the center of the area source. Performing the numerical integration in Eq. (12) yielded an 

uncollided gamma-ray flux for a unit gamma-ray emission rate per source area, /SA, of 0.073 

(unitless), which represents the flux (with units ofy cm-2 S1) of 796 + 802 keV gamma-rays 

incident on the detector for a gamma-ray emission rate of 1 Y cm-2 s-1 (ie., one gamma-ray 

emitted per second from each square centimeter of the area source). Using the photopeak count 

rate measurement for each area source, the gamma-ray emission rates per unit area, SA, for each 

source were calculated from Eq. (13). The gamma-ray emission rates per unit area were then 

converted into total activities for each source. Throughout this paper, the three area sources are 

referred to as Sources A, B, and C, and their activities are presented in Table 3. The 2y 

uncertainties presented in Table 3 were estimated from uncertainties in the measured photopeak 

count rates due to counting statistics, the angular response of the detector, geometrical 

representation of the area source as a perfectly flat square, and nonuniformities in the area source 

activity. The uncertainty associated with the angular response of the detector was estimated at 

3%. The uncertainty induced by geometrical representations of the actual area source for the 

gamma-ray flux calculations was conservatively estimated at 2.5%. To assess the area source 

nonuniformity, lead bricks were positioned around the bare NaI(TI) detector to focus the detector 

response on a small portion of each area source. Using this focussed geometry, measurements 

were performed over each area source to determine the degree of nonuniformity. Ultimately, the



area source nonuniformity was accounted for by including an estimated 5% uncertainty in the 

activity for Source A and 10% uncertainty in the activities for Sources B and C.  

Area Source Calibrations for each Collimator 

In this section, the reader may find it helpful to refer to the Theory section for definitions 

and relationships of the in situ calibration factors. For several source distances in air, the N/b 

calibration factors (ie., gamma-ray detection efficiencies) for each collimator were determined 

from photopeak count rate measurements of Source A and calculations of the uncollided gamma

ray flux using Eq. (11). Background measurements of the lead used to fabricate the collimators 

did not identify radioactive contamination, which would adversely affect the calibration and 

validation measurements. The values and curve fits of the N/I calibration factor as function of 

distance in air are presented in Fig. 5(a)-(d) for the 0-34', 42-60', 60-70', and 70-80' 

collimators, respectively. For the 70-800 collimator measurements of the area sources beneath 

absorber materials, the O/SA calibration factor decreases sharply for increasing depths. Therefore, 

measurements of the N/O calibration factor with the 70-80' collimator were only required for 

depths between 0-12 cm.  

After the calibrations in air were complete, collimated measurements were acquired from 

burying the area sources at different depths in attenuating materials. The in situ calibration 

factors were determined for each area source location. The N/I value was determined from the 

fitted curve for the appropriate collimator and source depth. The OISA calibration factor for an 

area source at a depth z below the surface was calculated from Eq. (11) using the polar angle 

range for the specific collimator employed and the measured linear attenuation coefficients of the 

materials involved. Because the source distributions are planar, the total in situ calibration factor



takes the notational form of N/SA. The N/SA values for each collimator and source location were 

then calculated from Eq. (14).  

For the area source measurements, two collimator locations were chosen. Measurements 

using the 0-34' collimator were taken at the center of the area sources and referred to as the full 

geometry shown in Fig. 6. The field of view of the collimators with larger values of the polar 

angle exceeded the dimension of the area sources in the full geometry. Therefore, all 

measurements (except for the 0-34' collimator measurements) of the buried area sources were 

taken normal to the lower left corner of the sources and will be referred to as the 1/4 geometry, 

shown in Fig. 7. Because the 114 geometry limited the azimuthal region of interest from 0-360' to 

0-90', the photopeak count rates for the 1/4 geometry should be multiplied by four to imply the 

photopeak count rates for a full geometry. Overall, the ¼ geometry had the effect of increasing 

the source area by a factor of four without requiring multiple measurements of the area source.  

Results and Discussion 

Activity Measurements of the Buried Sources 

Experiments were performed with buried area sources using the cylindrical NaI(Tl) 

detector and the experimental calibrations shown in Fig. 5. Referred to as experimental "setups," 

the three area sources of different '34Cs activities were positioned in several arrangements with 

different absorber materials (aluminum, concrete, and plywood) and thicknesses between them.  

Measurements of the area source activities demonstrate the ability of collimation method to yield 

depth information.



Determining the Depth of a Buried Source and Comparison with other Methods 

A simple, proof-of-principle experiment was performed to demonstrate the ability of 

collimation to yield depth information. Concrete bricks were stacked on top of the area source.  

The cylindrical NaI(TI) detector was placed on the concrete layer, directly above the center of 

the area Source C. Measurements were taken using three concrete thicknesses: 9.2, 15.8, and 

18.4 cm. For each concrete thickness, the 796 + 802 keV photopeak count rate was measured for 

an unshielded ("bare") detector and for a detector with the 0-34' collimator.  

The ratio of the bare and collimated count rates is a function of the source depth in 

concrete. To establish the detector response relationships to the source depth, calculations of the 

uncollided gamma-ray flux at the detector were performed for an area source with the bare and 

collimated geometries using Eqs. (12) and (11), respectively. For a particular geometry, the 

uncollided gamma-ray flux depends on the activity and depth of the area source. However, the 

ratio of the two uncollided fluxes (measured as photopeak count rates) only depends on the depth 

of the area source because the source area activities cancel out. Fig. 8 displays the calculated 

bare-to-collimated response ratio for concrete thicknesses between 8 and 24 cm, as well as the 

measured values at depths of 9.2, 15.8, and 18.4 cm. Using the calculated response ratio in Fig.  

8, the measurements of the bare and collimated count rates inferred the depth of the area source 

(i.e., thickness of the concrete layer). In general, good agreement in the measured and calculated 

results implies accurate predictions of the source depth. The measured depths are compared to 

actual source depths in Table 4. For the collimation method, the depth of the area source was 

predicted within 6% of its actual value for all three depths. As the concrete thickness increases, 

the measured photopeak count rates decreased due to increased gamma-ray attenuation and the



uncertainty in the measured response ratio increased due to counting statistics. Reduction in the 

counting uncertainties can be made at the expense of longer count times.  

A comparison was made with the multiple photopeak and the peak-to-valley methods for 

determining depth information. Based on the measured data, predictions of the depth of the area 

source from these methods are displayed in Table 4. Because the energy resolution of the NaI(TI) 

detector was not able to separate the 563, 569 and 605 keV photopeaks, the multiple photopeak 

method for 134CS was based on the ratio of the 796 + 802 keV photopeak count rate with the 563 

+ 569 + 605 keV summation photopeak. The multiple photopeak method predicted the three 

depths within 20%, where each actual depth-was contained within the range of the lCT 

uncertainties due to counting statistics. Based on the calibration procedure of Zombori et al. [12], 

the peak-to-valley method was the least successful and predicted the three area source depths 

within 61%. Although the uncertainty ranges were the largest for the peak-to-valley method, the 

actual source depth was outside the c1 uncertainty range for the shallowest and deepest depths.  

By using concrete, the experiments were not affected by large variations in the gamma-ray 

attenuation coefficient, which may be typical of heterogeneous environment situations due to 

changes in the soil moisture content and density. This challenge can be overcome by using the 

collimation method to determine the depth distribution of natural radionuclides, which tend to be 

more uniformly distributed. The depth distribution of the natural radionuclides could be used to 

infer changes in the gamma-ray attenuation coefficient with soil depth. Hence, the nonuniformities 

in the soil density can be deduced from the changes in the gamma-ray attenuation coefficient.



Activity Determinations of Two Area Sources at Different Depths 

An experiment was designed to demonstrate the ability of the collimation method to 

determine the activities of two area sources buried at different depths in concrete from 

measurements using two collimators. As shown in Fig. 9, Source B was placed behind 9.2 cm of 

concrete and Source A was placed behind an additional 9.2 cm of concrete. The 0-34' collimator 

measurement yielded a photopeak count rate of 649 min', and the 60-70' collimator 

measurement yielded a photopeak count rate of 9.98 min-'. Solving Eqs. (15) and (16) for s, and 

S2 yields 147 kBq and 609 kBq (3.98 gCi and 16.5 g. Ci), respectively, which compare very well 

to the actual source activities of 144 ± 16 kBq and 586 ± 37 kBq (3.89 ± 0.42 Rt Ci and 15.8 ± 1.0 

g. Ci), respectively. The presented uncertainties in the actual activities of the area sources are 

estimated 2a values. In conclusion, the measured activities were within 4% of the actual 

activities and well within the uncertainties in the actual activities.  

Activity Determinations of Three Area Sources at Different Depths 

Two experiments (Setups 1 and 2) were conducted to demonstrate the ability to predict 

the activities of three area sources buried at deeper depths in concrete, aluminum, and wood from 

measurements using three collimators (0-34', 42-60', and 60-70'). As shown in Fig. 10 (a) and 

(b) for Setups 1 and 2, respectively, the three area sources were positioned at depths 

corresponding to an equivalent attenuation encountered in the upper 25 cm of soil. Where the 

two-source case was described by Eqs. (15) and (16), a system of three equations for the 

measured photopeak count rates with three source activity unknowns arises. A least-squares 

solution of the system of three equations was employed with a non-negative activity constraint.  

The results for Setups 1 and 2 are presented in Fig. 11 (a) and (b).



Throughout the this paper, the uncertainties in the measured activities were estimated 

values due to a 5% uncertainty applied to the each collimator's efficiency. For instance, factors 

of 0.95 or 1.05 were multiplied to each collimator's efficiencies for all three source locations and 

new reconstructions were performed. The minimum and maximum measured activities for each 

source were chosen from all combinations of the 0.95 and 1.05 multiplication factors on the 

collimator efficiencies. These worst case ranges in activity became the estimated uncertainties 

for the measured activities.  

Overall, the measured activities were in good agreement with the actual activities. For 

Setup 1, the shallow and middle source activities were determined within 8%. However, the 

deepest source activity was overestimated by a factor of 1.4. For Setup 2, the shallow and middle 

source activities were determined within 14%. However, the weakest source, Source C, (at the 

greatest depth, equivalent to roughly 25 cm of soil) was located beneath the more active Sources 

A and B at shallower depths and was assigned a zero activity. In comparison to the counting 

statistics of Setup 2, the expected count rate from the weakest source was 2.8 times higher than 

the lIc counting statistics for the 0-34' collimator measurement. However for the weakest source 

at the deepest location in Setup 2, the counting statistics were roughly 2 times greater than the 

expected count rate from the weakest source for the 42-60' collimator measurement. Because the 

activities of the middle and deepest sources were determined from the 0-34' and 42-60' 

collimator measurements, counting statistics could be a significant factor in the zero activity 

determination for the weakest source at the deepest location. In general for the two deep source 

arrangements in Setups I and 2, the greatest deviations from the actual activities occurred for the 

deepest source location.



Additionally, another experiment (Setup 3) buried the three area sources at shallower 

depths in concrete, aluminum, and wood. The three sources for experimental Setup 3 were 

positioned at depths equivalent to the gamma-ray attenuation of the upper 13 cm of soil and are 

depicted in Fig. 10(c). Shallow cases like Setup 3, could be used to test the spatial resolution of 

the collimation method (ie., the ability to "resolve" or assign non-zero activities to each of the 

three sources with less attenuating material separating them).  

Due to the shallow nature of the Setup 3, an additional measurement using the 70-80' 

collimator was added to the 0-34', 42-60', and 60-70' collimator measurements and proved 

beneficial and allowed for an assessment of an overdetermined situation (four collimated 

measurements for three sources). For the overdetermined cases, a system of four equations for 

the measured photopeak count rates with three source activity unknowns arose. Again, a least

squares solution for the source activities was employed with a non-negative activity constraint.  

The results for Setup 3 are presented in Fig. 12. For Setup 3, the measured activities agreed very 

well (all within 18%) with the actual activities.  

Description of the Reconstruction Process 

Throughout this section, the reader may find it beneficial to refer to the Theory section 

for descriptions and relationships of the in situ calibration factors. Based on the measured N/I 

data and calculated O/SA values, values for the total calibration factor (N/SA) for each collimator 

were calculated for each source in a particular setup. The N/SA values (equivalent to the product 

of the source area and the gamma-ray counting efficiency for the source) are tabulated in Table 

5. Because the areas of the three sources were the same, greater N/SA values correspond to 

greater counting efficiencies. In Setups 1 and 2, three measurements were taken of the three



sources. In Setups 3 and 4, four measurements were taken of the three sources. In all four setups, 

the source activities were determined from Eq. (18) to minimize the sum of the squares of the 

difference in the measured and calculated count rates divided by the measured count rate for 

each collimator. The minimizing calculations were perfromed with a spreadsheet solver2 , and a 

non-negative activity constraint was applied to all reconstructions. Assessment of the N/SA 

calibration factors for a particular measurement geometry or setup allowed for improvements in 

the reconstruction results.  

At times, the straightforward solution of the system of equations for the acquired 

measurement data resulted in zero activity predictions for the weaker sources. Instead of the 

straightforward approach of simultaneously solving the system of response equations, improved 

solutions were realized if the small N/SA values, compared to others for a particular collimator 

measurement, could be avoided. The process of omitting the small contributions for certain 

source locations is referred to as "simplifying" the system of response equations. In general, the 

N/SA calibration factors are calculated for known and unknown source distributions. Therefore, 

the assessment of the N/SA calibration factors and simplification of the response equations do not 

require any additional a priori knowledge. The thought process behind the simplification of the 

response equations (ie, omission of the small N/SA values) and specifics of the simplifications 

for each setup are described below.  

Setup 1. shown in Table 5(a): The 60-70' collimator measurement of Setup 1 is dominated by 

the shallowest source (N/SA = 17.8), while the deeper two sources contribute very little to the 

photopeak count rate (N/SA = 0.39 and 0.01, respectively). Therefore, the dependency of the 60

700 collimator response was reduced to only the shallowest source (effectively the N/SA values



for the middle and deepest sources were set to zero for the 60-70' collimator). Examining the 

N/SA values for the 42-60' collimator reveals that the N/SA = 0.23 for deepest source is much 

smaller than the other sources (less than 100 times smaller than the shallowest source and less 

than 10 times smaller than the middle source). Therefore, the dependency of the 42-60' 

collimator response was reduced to the shallowest and middle source. In other words, the activity 

of the deepest source was determined from the collimated measurement where its contribution 

was the most significant, namely 0-34'. After these adjustments, the system of three equations 

was solved simultaneously. To better show the simplification of the response equations, Eq. (21) 

displays the system of three response equations for Setup 1 and highlights the three omitted 

terms: 

R(O- 340) =rO'587 csh) S, + o.125 = -s2 + 0 .0 2 6  jS 3 

cph Lpph 
.S 

R(42- 600)= 0.142 7sh " s+ +0.014 -- s/" s2 + 0. 7 * 3 (21) 

R(60-700)= 0.lO04 c s] + 0.0 s- + 00 63 

where the R terms represent the measured photopeak count rates with the different collimator 

and the si terms represent the gamma-ray emission rate for the ith area source.  

Setup 2, shown in Table 5(b): The 60-70' collimator measurement of Setup 2 is also dominated 

by the shallowest source (N/SA = 0.662), while the deeper two sources contribute very little to



photopeak count rate (N/SA = 0.013 and 0.007, respectively). Therefore, the dependency of the 

60-70' collimator response was reduced to only the shallowest source. However for the 42-60' 

collimator, the N/SA = 0.215 for deepest source is close in magnitude to N/SA = 0.312 for the 

middle source. Therefore, the solution for the response of the 42-60' collimator was unaltered 

and remained dependent on all three of the sources. Again, the system of three equations was 

solved simultaneously.  

Setup 3, shown in Table 5(c): In Setup 3, a 70-80' collimator measurement was added for a total 

of four collimator measurements of the three sources. The 70-80' collimator measurement was 

dominated by the shallowest source (N/SA = 4.71), while the deeper two sources accounted for 

smaller contributions (N/SA = 0.71 and 0.01, respectively), and the dependency of the 70-80' 

collimator response was reduced to only the shallowest source. The dependency of the 60-70' 

collimator response was also reduced to only the shallowest source. The 60-70' and 70-80' 

collimator measurements were coupled to determine the activity of the shallowest source. The 

dependency of the 42-60' collimator response was reduced to the shallowest and middle source, 

while the 0-34' collimator remained dependent on all three of the sources. Having already solved 

for the activity of the shallowest source, the system was reduced to two equations and two 

unknowns, which were then solved simultaneously based on the measured 0-34' and 42-60' 

data.  

Deep Source Correction 

Measurements with the 0-34' collimator of a single area source beneath at least 9.2 cm of 

concrete indicated that the N/SA calibration factor was slightly underestimated by a factor of 1.07



for these deeper source locations. The la uncertainties due to counting statistics for these 

measurements ranged between 1.1 and 4.4% could partially account for the 7% correction factor.  

Perhaps, the effect of the uncertainty in the linear attenuation coefficient for concrete was 

magnified in the N/SA calibration factor for deeper source locations (refer to the uncertainty 

analysis in Chapter IX of Benke [25]). Since the only significant difference in the measured and 

calculated N/SA was found with the 0-34' collimator for deeper source locations, a correction 

factor of 1.07 (determined from actual measurements of an area source beneath at least 9.2 cm of 

concrete) was multiplied to the calculated N/SA of the 0-34' collimator for those sources behind 

at least 9.2 cm of concrete-equivalent attenuation and will be referred to as the deep source 

correction. The value of deep source correction factor was determined from actual measurements 

of an area source beneath at least 9.2 cm of concrete.  

Except for Setup 2, the deep source correction had the effect of reducing the activity of 

the deepest source by less than 11%, which resulted in a better agreement between the measured 

and actual source activities. In Setup 2 the three area sources were positioned behind the largest 

amount of concrete. In fact, Setup 2 was the only arrangement where all three sources were 

behind at least 9.2 cm of concrete. Therefore, it is not surprising that deep source correction had 

a greater effect on the results for Setup 2. Without the deep source correction, all of the activity 

was assigned to Source A, the most active source at the shallowest position. Employing the 

correction allowed for the identification of Source B, behind 18.4 cm of concrete and 1.2 cm of 

wood.



Impact of Removing Collimated Measurements 

For Setup 3 consisting of the three buried sources, four collimated measurements were 

acquired to yield an overdetermined situation. To access the effect of taking an extra 

measurement, the photopeak count rate data were reanalyzed excluding one of the collimated 

measurements and the results are displayed in Table 12. For Setup 3, omission of the 70-80' 

collimator data resulted in a slightly worse activity determination. The middle source's activity 

prediction changed from a 3.3% underestimation (well within the uncertainty range of the actual 

activity) to a 50% overestimation. However, the weakest source, Source C, was still resolved (ie., 

assigned a non-zero activity) in between the other two sources.  

Distributed Source Reconstructions 

The collimation method was also used to determine the depth distribution in a different 

fashion, which involved the division of the source medium into several depth layers. Referred to 

as "distributed source reconstructions," depth distributions were ascertained by determining the 

source activities within each depth layer for measurement Setup 1. Although area sources were 

used in the measurement setups, activity reconstructions were performed for independent depth 

layers with a uniform radionuclide distribution (instead of determining the activities of area 

source at different depths). Throughout this paper, the term "sectioning scheme" refers to how 

the source medium was divided into depth layers. Different sectioning schemes imply different 

depth layer thicknesses and/or materials for the same measurement setup and area source 

arrangement.  

For the case of activity reconstructions of the buried area source, the depths of the area 

sources were used in the calculations of the gamma-ray counting efficiencies with each



collimator. Using the depth information of the area sources for the detector efficiency 

calculations does not represent a limitation of this approach for the following reason. Before the 

measurement and analysis of the radionuclide depth distribution within a volume source, the 

volume source must be divided into depth layers to allow for the calculation of detector 

efficiencies for each depth layer. The process of dividing a volume source into layers of finite 

thicknesses defines the depth of each source layer. In general, the thicknesses of the source 

layers can be chosen in any fashion to best characterize each specific situation (ie., the chosen 

layers do not need to have equal thicknesses and can contain more than one material). Even for 

those situations where the actual source distributions are close to a planar distribution, such as 

contamination at the surface of a floor/wall or underneath/behind layers of uncontaminated 

material, a priori information about the area source depth is not required because the floor/wall 

would be divided into depth layers. Subsequent in situ measurements would determine the 

radionuclide activities contained within each depth layer.  

The area source geometries were also used to simulate sources distributed with depth.  

However, instead of calculating counting efficiencies for specific source depths, counting 

efficiencies were calculated for several depth layers with uniform radionuclide distributions. By 

sectioning the source geometry into depth layers, the need for the a priori selection of a function 

for the radionuclide depth distribution is alleviated. The reconstructions of the collimated 

measurements now determine the amount of activity contained within each depth layer, rather 

than the activity of the individual sources. Because the fabricated collimators did not limit the 

azimuthal field of view, a uniform spatial distribution of radionuclide was assigned to each depth 

layer. Although other depth distributions within each depth layer could be used in conjunction



with the uniform spatial distribution, the radionuclide depth distribution within each depth layer 

was also defined to be uniform in this work.  

The three-source geometry of Setup 1, displayed in Fig. 10(a), was used to demonstrate 

the ability of the method to predict the amount of activity contained within each depth layer. For 

the distributed source reconstructions, the source geometries were simplified to consist only of 

aluminum and concrete. In this section, the presence of wood in the measurement setups was 

only accounted for in the attenuation calculations of the deepest layer. In the case of Setup 1, the 

source geometry was reduced to a 0.95-cm aluminum plate in front of 23 cm of concrete and was 

divided into three layers as depicted in Fig. 13(a). The first depth layer was chosen to incorporate 

the materials at the depths of 0 - 2.95 cm and consisted of an aluminum thickness of 0.95-cm 

above 2 cm of concrete. The second depth layer consisted entirely of concrete at the depths of 

2.95 - 11.95 cm, and the third depth layer accounted for the concrete at the depths of 11.99 

23.95 cm.  

For the distributed source reconstructions using the experimental calibrations, the total in 

situ calibration factors, N/SA, for each depth layer and collimator were calculated from Eq. (20).  

The measurements and reconstruction procedures for the distributed source case were performed 

in the same manner as initially done for Setup 1. Based on the same 0-34', 42-60', and 60-70' 

measurement data, the determinations of the activities contained within each depth layer are 

presented in Fig. 14. For this particular sectioning scheme, the largest discrepancy from the 

actual activities arose in the middle layer, where the activity was underestimated by a factor of 

1.9. The underestimation of the middle layer's activity can be partially accounted for by the 

relative location of the actual area source within the depth layer. In this case, the location of 

Source B was at the very bottom of the middle layer. Therefore, the calculated efficiency for the



middle layer is greater than the counting efficiency of the area source. For the same measured 

photopeak count rate, an increase in efficiency implied a smaller activity determination. Source 

A was located closer to the center of the deepest layer and did not experience such a large 

discrepancy from the actual activity. Although the sectioning of source geometries was 

somewhat arbitrary, multiple reconstructions from a single set of collimated measurements could 

be performed for different sectioning schemes.  

To reduce the effect of large efficiency deviations due to source locations near the top or 

bottom of the depth layers, a new "centered" sectioning scheme located the area sources in the 

middle of the depth layers as shown in Fig. 13(b). A new "centered" distributed source 

reconstruction was determined from the "centered" sectioning scheme. Because the shallowest 

depth layer consisted of aluminum and concrete, the middle of the layer was determined from the 

weighting the thickness of the materials with their gamma-ray attenuation coefficient. Setup 1 

was sectioned into layer thicknesses of 0.95 cm of aluminum plus 1.20 cm of concrete, 17 cm 

concrete, and 4.78 cm of concrete, respectively for increasing depths.  

The activity determinations for the new "centered" sectioning scheme are listed in Fig.  

14. Compared to the actual source activities, "centering"of the area sources improved the middle 

layer's activity determination from a -49% percent difference to -14%. However, the 

discrepancies from the actual activities for the other two layers increased after "centering," and 

resulted in the largest percent difference of +72% at the deepest layer. Recall that the activity 

reconstructions typical exhibited the largest deviations from the actual activities at the deepest 

source location. Therefore, it is not surprising that "centering" the area sources within the depth 

layers caused the results of the distributed source reconstructions to behave more like the activity 

reconstructions of the individual sources. The analysis where the area sources were not centered



within the depth layers illustrates the capability of the collimation method for determining depth 

distributions without a priori knowledge of the source locations.  

Conclusions 

To test the ability of the presented method to determine depth information, area sources 

were created and placed at various depths in attenuating materials. The collimation method was 

implemented on a NaI(TI) detector with experimental calibrations. Overall when compared to the 

other in situ methods (multiple photopeak and peak-to-valley methods), the collimation method 

exhibited the greatest accuracy for determining the depth of a single area source, as well as the 

smallest uncertainties. It is important to note, that this simple experiment required the 

determination of a single quantity (ie., the source depth). As the complexity of the experiments 

using the Nal(TI) detector were increased to include multiple area sources, multiple depth 

quantities had to be determined. However, the multiple photopeak and the peak-to-valley 

methods were limited to determining a single depth quantity. Therefore, further comparisons 

with the other methods for the more complex experiments using the NaI(TI) detector were not 

possible.  

For the presented experimental setups of two or three area sources located at different 

depths, the collimation method determined the area source activities of the upper (shallower) two 

area sources to within 15% of their actual activities. Only for the setup with the weakest source 

at the deepest location were the counting statistics significant enough to be considered a factor in 

the zero activity determination. In general, the greatest deviations from the actual source 

activities occurred for the deepest source locations, which was expected because the 

determinations of the deepest source activity are strongly dependent on the activity 

determinations of the shallower sources. When the activities of the three area sources were



determined from four collimated measurements instead of three measurements, those 

overdetermined situations improved the determinations of the area source activities.  

To obtain distributed source reconstructions, the collimation method was applied with an 

approach that divided the source medium into several depth layers. The depth distributions were 

ascertained by determining the source activities within each depth layer. Although area sources 

were used in the measurement setups, activity reconstructions were performed for independent 

depth layers with a uniform radionuclide distribution (instead of determining the activities of 

area source at different depths). The relative depth location of the area sources within the depth 

layers affected the gamma-ray counting efficiencies and could be responsible for significant 

deviations (because the representation of the source geometry differs so much from the actual 

setup used in the comparisons). Therefore, the distributed source reconstructions presented 

should be considered as less than ideal applications of the collimation method. In general, 

radionuclides tend to be much more widely distributed in most field environments where no 

depth distribution information is available. In these more common situations, the distributed 

source reconstructions become more applicable. It is important to note that the area sources were 

not required to be located in the middle of the depth layers to obtain good agreement with the 

actual activities. Overall, the collimation method preserved the qualitative shapes of the actual 

depth distributions for each of experimental setups (even for non-monotonic depth distributions).  

While the measurement results of other in situ methods only have the ability of 

determining a single depth parameter in general, the number of depth parameters quantified by 

the collimation method increases with the number of collimated measurements. An exception 

exists if the radionuclide of interest emits three or more significant gamma-rays, appreciably 

separated in energy, and if the spectrometer used has sufficient energy resolution to identify and



separate each gamma-ray emission. In such cases, the multiple photopeak method could 

determine one fewer number of depth parameters than the number of significant gamma-ray 

emissions. As an example, the subsurface maxima exhibited by aged 137Cs fallout in soil are best 

described by at least two depth parameters and can not be adequately characterized by a single 

depth parameter. The measurements of the activities of area sources buried in attenuating 

materials demonstrated the ability of the collimation method to accurately determine 

radionuclide depth distributions for soil-equivalent depths up to 25 cm. Since over 95% of the 

37CS contamination typically resides in the upper 25 cm of soil, the collimation used is well 

suited for determining depth distributions of 137CS in soil [25].  

In conclusion, the collimation method represents an improvement over conventional in 

situ methodologies by offering these additional benefits: 

"* Does not require soil sampling to determine a distribution function 

"* Does not require the a priori selection of a depth distribution function (instead 

reconstructs the depth distribution with a histogram approach) 

"* Only requires the analysis of a single gamma-ray emission 

"* Provides a more detailed and accurate distribution information 

"* Offers a superior ability for characterizing complex depth distributions 

Based on the results of actual measurements, the ability of the presented collimation method to 

determine radionuclide depth distributions increases the potential of in situ gamma-ray 

spectrometry as an independent characterization tool.
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Footnotes 

EG&G Instruments, Inc., 100 Midland Road, Oak Ridge, TN 37831-0895. EG&G Ortec is 

registered trademark of EG&G Instruments, Inc.  
NaI(T1) Spectroscopy System Components: 
NaI(T1) detector, EG&G Ortec, Catalog #905-4, Type S-1212, Serial #E5402 
Photomultiplier and Preamplifier, EG&G Ortec #276 
NIM Bin, EG&G Ortec #4001A 
High Voltage Supply, EG&G Ortec #478 
Amplifier, EG&G Ortec#575A 
EG&G Ortec Multichannel Analyzer card for an IBM-compatible desktop computer 

MEASTRO TM for Windows 3 Counting Software, EG&G Ortec, Version 2.03 

2 Excel 97. Microsoft Corporation, I Microsoft Way, Redmond, WA 98052



Table 1. General advantages and disadvantages of the three standard in situ methods for determining radionuclide depth distributions.

Advantages Disadvantages

Multiple Photopeak

Peak-to-Valley Ratio

Lead Plate

requires a single measurement at each site

requires only one significant gamma-ray 
emission 

requires a single measurement at each site

requires only one significant gamma-ray 
emission 

multiple measurements at the same site 
yield additional depth information

requires at least two significant gamma-ray emissions 

gamma-ray emissions must have a large separation in 
energy 

depth information limited by the gamma-ray decay 
scheme of the radionuclide of interest 

multiple measurements at the same site yield no 
additional depth information 

sensitive to interference in complex gamma-ray fields 

multiple measurements at the same site yield no 
additional depth information 

requires multiple measurements at each site

adds weight to the portable system

Method



Table 2. Significant gamma-ray emissions for '34Cs.

Energy (keV)

475.4 
563.2 
569.3 
604.7 
795.9 
802.0 

1038.6 
1167.9 
1365.2

Yield (%)

1.46 
8.38 

15.4 
97.6 
85.4 

8.73 
1.00 
1.80 
3.04



Table 3. Activities for the '3Cs area sources. The area source activities were decay corrected for 

the comparisons with the measured activities. The 2cr uncertainties presented were estimated 

from uncertainties in measured photopeak count rates due to counting statistics, the angular 

response of the detector, geometrical representation of the area source, and nonuniformities in 

the area source activity.

579 ± 36 kBq 

142 ± 15 kBq 

31 ± 3.3 kBq

(15.7 ± 0.98 gCi) 

(3.84 ± 0.42 gCi) 

(0.83 + 0.09 RCi)

Source A 

Source B 

Source C



Table 4. Measurements of the source depth in concrete for a planar radioactive source from in situ spectroscopic methods based on 
multiple photopeaks, and the peak-to-valley ratio, and the presented collimation technique. The numbers in parenthesis represent the 
impact of 1a uncertainties arising from counting statistics on the calculated concrete thicknesses. Note that the uncertainties are 
asymmetrical about the calculated concrete thickness because the calculated ratio of Fig. 8, used to infer the source depth from the 
measured ratio, exhibited a nonlinear relationship.

Actual 
Thickness (cm)

Multiple Photopeak Method 
Thickness (cm)

Peak-to-Valley Method 
Thickness (cm)

Collimation Method 
Thickness (cm)

9.2 (8.9 - 9.5) 
15.5 (14.2- 17.1) 
19.5 (16.9 - 22.7)

9.2 
15.8 
18.4

8.7 (8.2
17.5 (15.1 
14.9 (11.4

9.3) 
20.2) 
19.1)

3.6 (3.1 
13.9 (11.7 
24.7 (20.5

4.1) 
17.0) 
30.8)



Table 5. Calculated N/SA calibration factors for each source location of the three-source setups: 

(a) Setup 1, (b) Setup 2, and (c) Setup 3. For each of the four setups, the shallowest source is 

listed in the first row, the middle source is listed in the second row, and deepest source is listed 

in the third row.

(a) Setup 1 shown in Fig. 10(a)
N/SA (counts min-' per y s-l cm-2)

0-340 
Collimator

100.8 
21.5 
4.42

(b) Setup 2 shown in Fig. 10(b)

42-600 
Collimator

24.4 
2.37 
0.23

N/SA (counts min1 per y s"1 cm"2)

0-340 
Collimator

26.8 
5.47 
4.25

42-600 
Collimator

3.27 
0.31 
0.22

(c) Setup 3 shown in Fig. 10(c)

Source

B 
C 
A

0-340 
Collimator

100.8 
61.5 
22.0

N/SA (counts min- per y st cm-2)

42-600 
Collimator

24.4 
13.3 
2.42

60-700 
Collimator

17.8 
6.45 
0.38

Source

C 
B 
A

60-700 
Collimator

17.8 
0.39 
0.01

Source

A 
B 
C

60-700 
Collimator

0.662 
0.013 
0.007

70-800 
Collimator

4.71 
0.71 
0.01



Figure Captions

Fig. 1. Cross-sectional view of the in situ gamma-ray spectrometry setup with a lead plate 
located at two different distances from the detector. The detector predominately responds to 
those gamma-ray emitted from radionuclides located outside the dashed lines. (a) For a lead plate 
location close to the detector, the detector preferentially responds to those radionuclides 
contained within the shallower layers of soil. (b) For a large lead plate distance from the detector, 
the detector is shielded from those radionuclides located directly beneath the lead plate, and a 
larger volume of soil contributes to the detector response.  

Fig. 2. Schematic view of the in situ gamma-ray spectrometry geometry with a planar source at a 

depth z in soil. In the following figure, 0 is the off-axis polar angle of the radionuclide measured 
from the axis of the detector in units of radians, h is the height of the detector above the soil 

surface in units of cm, ýi5 is the linear gamma-ray attenuation coefficient for soil in units of cm-1, 
p., is the linear gamma-ray attenuation coefficient for air in units of cm-1, r represents the radius 
of dA on the planar source, p is the distance from the detector to a radionuclide contained within 
an infinitesimal source area in units of cm, Pair is the path length in air with units of cm, and dA 
is an infinitesimal source area.  

Fig. 3. Cross-sectional view of the collimator/detector geometry on the source surface. Those 
gamma-rays emitted within the collimated region of interest and within the polar angle range do 
not encounter collimator attenuation along their path to the center of the detector crystal and are 
preferentially detected (larger collimator thicknesses will further reduce contributions outside of 
the region of interest). Depiction of three gamma-ray trajectories: (a) photons emitted within the 
collimated region and incident on the detector within the polar angle range encounter no 
collimator attenuation, (b) photons emitted outside the collimated region and directed toward the 
detector within the polar angle range encounter lead attenuation, and (c) photons emitted within 
the collimated region and directed outside the polar angle range encounter collimator attenuation.  

Fig. 4(a). Cross-sectional diagram of the dimensions for the 0-34' collimator. All dimensions are 
in centimeters.  

Fig. 4(b). Cross-sectional diagram of the dimensions for the 42-60' collimator. All dimensions 
are in centimeters.  

Fig. 4(c). Cross-sectional diagram of the dimensions for the 60-70' collimator. All dimensions 
are in centimeters.  

Fig. 4(d). Cross-sectional diagram of the dimensions for the 70-80' collimator. All dimensions 
are in centimeters.  

Fig. 5(a). Measured data and fitted polynomial of the area source detection efficiency for the 0

34' collimator as function of depth in air. The error bars presented represent 2cy values due to 

counting statistics.



Fig. 5(b). Measured data and linear fit of the area source detection efficiency for the 42-60' 

collimator as function of depth in air. The error bars presented represent 2o values due to 

counting statistics.  

Fig. 5(c). Measured data and linear fit of the area source detection efficiency for the 60-70' 

collimator as function of depth in air. The error bars presented represent 2o values due to 

counting statistics.  

Fig. 5(d). Measured data and fitted polynomial of the area source detection efficiency for the 70

800 collimator as function of depth in air. The error bars presented represent 2cy values due to 

counting statistics.  

Fig. 6. Experimental setup for the full geometry: (a) top view and (b) side view including cross

sectional view of the collimator. The full geometry was used for the 0-34' collimator 

measurements.  

Fig. 7. Experimental setup for the ¼/4 geometry: (a) top view and (b) side view including a cross

sectional view of the collimator. Note that when the count rate data obtained from measurements 

of the 14/ geometry are multiplied by four, it is equivalent to a measuring a source four times 

greater in area. The ¼/4 geometry allowed for more manageable sizes of the area sources (1.02 m 

by 1.02 m), reduced the amount of repetitive attenuating material, and consumed less laboratory 

space. The 1¼4 geometry was used for all collimator measurements except the 0-34* 

measurements.  

Fig. 8. Calculated and measured bare-to-collimated response ratio versus concrete thickness. The 

calculated ratio was determined from Eqs. (12) and (11). The lead collimator reduced the 

detector field of view to 0-34'. The measured error bars -epresent the lo uncertainty due to 

counting statistics. Counting times for the bare and collimated geometries ranged from 6.9 to 15 

h.  

Fig. 9. Attenuating materials and source locations for the two-source measurements. The 

presented dimensions represent the material thickness. The wood thickness of each source layer 

is 0.5 cm.  

Fig. 10(a). Attenuating materials and source locations for the three-source Setup 1. The 

presented dimensions represent the material thickness. For proper alignment and improved 

stability, Sources B and C were attached to larger plywood boards with a thickness of 1.2 cm.  

The wood thickness of each source layer is 0.5 cm.  

Fig. 10(b). Attenuating materials and source locations for the three-source Setup 2. The 

presented dimensions represent the material thickness. Note the small amount of attenuating 

material between Sources B and C (equivalent to the attenuation for the 796 + 802 keV gamma

rays of only 1.8 cm of soil or 1.4 cm of concrete).



Fig. 10(c). Attenuating materials and source locations for the three-source Setup 3. The 

presented dimensions represent the material thickness. Note the small amount of attenuating 

material between Sources B and C (equivalent to only 2.8 cm of soil or 2.2 cm of concrete).  

Fig. 11(a). Actual and measured activities of three area sources at different depths for Setupl 

shown in Fig. 10(a). The area sources C, B, and A, respectively, were positioned at increasing 

depths from the surface. The measured activities were determined from three measurements with 

the 0-340, 42-600, and 60-70' collimators. The presented uncertainties in the measured activities 

are estimated values for the worst case results due to a 5% uncertainty applied to each 

collimator's efficiency. The presented uncertainties in the actual activities of the area sources are 

estimated 2o values.  

Fig. 11(b). Actual and measured activities of three area sources at different depths for Setup 2 

shown in Fig. 10(b). The area sources A, B, and C, respectively, were positioned at increasing 

depths from the surface. The measured activities were determined from three measurements with 

the 0-340, 42-600, and 60-70' collimators. The presented uncertainties in the measured activities 

are estimated values for the worst case results due to a 5% uncertainty applied to each 

collimator's efficiency. The presented uncertainties in the actual activities of the area sources are 

estimated 2cy values.  

Fig. 12. Actual and measured activities of three area sources at different depths for the Setup 3.  

Shown in Fig. 10(c), the area sources B, C. and A, respectively, were positioned at increasing 

depths from the surface. The "3 Measurements" case used the NaI(TI) detector with the 0-34', 

42-60', and 60-70' collimators. The "4 Measurements" case added a 70-80' collimator 
measurement. The presented uncertainties in the measured activities are estimated values for the 
worst case results due to a 5% uncertainty applied to each collimator's efficiency. The presented 

uncertainties in the actual activities of the area sources are estimated 2(5 values.  

Fig. 13(a). Simplification of Setup 1, shown in Fig. 10(a), for the distributed source 

reconstructions and sectioning into three depth layers. Depth layer I consisted of an aluminum 

thickness of 0.95 cm and a concrete thickness of 2.0 cm. Depth layers 2 and 3 consisted of 

concrete thicknesses of 9.0 and 12 cm, respectively.  

Fig. 13(b). Sectioning Setup I into depth layers with the area sources "centered" within the 
layers. Depth layer I consisted of an aluminum thickness of 1.0 cm and a concrete thickness of 

0.95 cm. Depth layers 2 and 3 consisted of concrete thicknesses of 17.0 and 4.8 cm, respectively.  

Fig. 14. Actual and measured activities for the distributed source reconstructions of the three

source Setup I in Fig. 10(a). The distributed source reconstructions were based on NaI(TI) 

detector measurements with the 0-34', 42-60', and 60-70' collimators. Two sectioning schemes 
were employed: (a) for depth layers consisting of 0.95 cm of aluminum plus 2 cm of concrete, 9 

cm of concrete, and 12 cm of concrete, respectively at increasing depths, and (b) where the area 

sources were "centered" within the depth layers, corresponding to 0.95 cm of aluminum plus 1.2 

cm of concrete, 17.0 cm of concrete, and 4.78 cm of concrete, respectively at increasing depths.  
The presented uncertainties in the measured activities are estimated values for the worst case



results due to a 5% uncertainty applied to each collimator's efficiency. The presented 

uncertainties in the actual activities of the area sources are estimated 2a values.
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