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CURRENT ITID INFRASTRUCTURE SERVICES

1 CUSTOMER SUPPORT CENTER

he Customer Support Center (CSC) Help Desk provides single point of contact for primary immediate I T
support and assistance to NRC end-users. The CSC is responsible for providing a single common telephone
number for assisting the NRC HQ staff in the proper use and maintenance of the NRC IT infrastructure systems
and applications used to accomplish the mission and program activities of the NRC. The CSC provides first-
line problem diagnosis and resolution for desktops, networks, telephones, Agencywide applications, Agency-
developed applications, minicomputers, mainframe computers, and timesharing services.

The CSC provides Tier 1 (telephdne) support, which includes problem resolution, reporting, assigning, tracking,
and escalation services for NRC end-user reported questions, problems, and requests for new or changed
services related to IT Infrastructure systems and applications. The CSC responds by telephone to end-user
requests for common operational problems and questions. The CSC is responsible for resolving operational
problems using remote diagnostic and correction facilities whenever possible. If required, CSC Tier 1 support
includes CSC assignment of the initial action to the appropriate support group, however CSC maintains
responsibility for processing, prioritizing, escalating, and tracking CSC Service Requests to closure.

The Regions currently provide Help Desk services, installation, warranty and out-of-warranty maintenance to

their Regional offices and their Resident Inspector sites.

1.1 CSC Help Desk Operations

The CSC Help Desk provides support for NRC Headquarters user questions and service requests, coordinates
‘Ipport activities with other support components, and confirms customer satisfaction with the service provided.

This group is responsible for assignment of the initial action to the appropriate group and follow-thru to closure
of the CSC Service Request.

+ Provide problem resolution, reporting, assigning, tracking, and escalation services for NRC end-user
reported questions and problems related to desktop systems hardware and software, the NRC network,
NRC Telecom services, Data Center, and timesharing services.

* Answer all telephone calls to the CSC

* Respond by telephone to requests from: Email, memos, voice-mail, NRC forms, the OCIO desktop
support group, or the Network Operations Center in accordance with service level requirements.

+ Resolve the customers request on the first phone call whenever possible

1.1.1 CSC Service Request Preparation
+ The CSC utilizes the McAfee automated system to track and report on Service Requests.

+ Create a CSC Service Request utilizing the CSC Service Request Tracking System for each end-user
reported problem or question.
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1.1.2

11.3

Notify customers of the CSC Request Number assigned to a Service Request.

Establish the problem severity level on each CSC Service Request.

Change priority on open CSC Service Requests as needed.

Maintain ownership of CSC Service Requests and monitor progress until problem resolution.

Contact the end-user to provide CSC Service Request status updates and anticipated problem
resolution.

Confirm that problems are resolved to customer satisfaction.

Close CSC Service Requests upon customer confirmation of resolution.

CSC Service Request - Problem Requests
Create a CSC Service Request for every end-user reported problem.
Resolve end-user problem over the telephone or remotely whenever possible.

Provide knowledge base, troubleshooting and diagnostic support to identify and resolve end-user
problems.

Resolve problems related to desktop systems such as incorrect set-up, customization, incorrect use of
the system, and user changes to standard configurations, etc.

Resolve routine network-related items such as LAN printer problems, password resets, LAN disk space
allocations, and workstation Network software.

Analyze, diagnose, and resolve problems from a total NRC systems perspective.

Respond to recurring problems.

CSC Service Request - End-user Questions
Create a CSC Service Request for every end-user question.
Respond to end-use questions related to:

» The procurement of IT resources.

» The utilization of supported hardware and software.

» The utilization of supported commercial off-the-shelf (COTS) software.
+ The utilization of all Agency wide systems.

« The utilization of NRC developed applications.

+ Requests for general information.
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1.2

1.3

1.4

1.5

1.6

SWAT Requests

-—

Coordinate SWAT (scheduled work activities) requests among the OCIO support groups to assure
resolution of problems that cannot be resolved over the telephone, by on-site support, or by consulting
services.

Special Handling

Respond to requests for special handling, escalation, or higher priority on specifically identified
requests.

Escalate requests to a higher level of support in accordance with NRC policies, procedures and service
level requirements.

Knowledge Bases
Maintain an automated knowledge base of information to facilitate user support and end-user self-help.

Maintain the knowledge base and keep it updated with current information as problem resolutions
become known.

Utilize the knowledge base whenever applicable.

Web Enabled Services
Maintain a web-accessible database to allow users to monitor CSC Service Request status.

Maintain on a monthly basis, a web-accessible database of end-user frequently asked questions (FAQ).

Reporting
Prepare briefings and attend the daily CSC operational status meeting as requested.
Prepare briefings and attend the weekly operational status meeting as requested.

Prepare the summary report for the monthly CSC performance report.
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2 DESKTOP SERVICES

Desktop Services provide all NRC personnel with a standard desktop workstation that is an Intel-based
orocessor using the Microsoft NT Workstation operating system. Desktop Services also provides installation

1d all Tier 2 (on-site) maintenance and upgrade services to HQ Offices. Desktop installation and
.naintenance and Tier 2 support in the Regions is supplied by the Regions.

Headquarters Desktop Services is broken into three areas:

PC Refresh. Replacement of the desktop (or equivalent) business application microcomputer inventory for
the entire Agency.

During 1997-1999, most of NRC PC’s were upgraded for Y2K compliance. The current NRC budget
allocates funds for a 15% refresh rate. Funds available at the end of each fiscal year are also sometimes
allocated to equipment refresh if an upgrade requirement is identified that supports new NRC application
requirements

The current specifications for NRC’s personal computers are:

Hardware:

Standard PC: 500Mz, 8.4 GB HD, 128 DIMM SDRAM, 19" monitor.

Software:

Core: Corel WordPerfect Suite 8.0, Windows NT 4.0, GROUPWISE 5.0, Novell NetWare Suite, Norton
Virus Control, Netscape, CITRIX Web-based Applications, Agency Documents Access and
Management System (ADAMS)

Additional: Microsoft Word, Excel and PowerPoint.

Desktop Services. Maintenance of the business applications microcomputer inventory for the
Headquarters Office. This includes maintaining basic desktop workstations and peripheral equipment that
support NRC staff at their primary work locations, and includes the high performance workstations.
Desktop systems support functions for the Headquarters Office include installations of new software and
hardware, system relocations, routine maintenance, back-ups, data and system restorations,
documentation, security, and technical services.

Non-Infrastructure Acquisitions. Acquisition and installation of special purpose workstation hardware
and software for the Headquarters Office. Provide for acquisition and installation of non-infrastructure
workstation hardware and software requested and funded by offices, including such items as engineering

workstations, portable computers, scanners, tape drives, printers, non-standard monitors, memory, CD-
ROMs, special software, and larger hard drives.

2.1 Maintenance
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2.1.1 Hardware Maintenance

* Perform Tier 2 troubleshooting and diagnostics to ensure that all supported hardware is performing in
accordance with service level requirements.

+ ldentify failing hardware and restore to service in accordance with service level requirements.

* Install upgrades, modifications, and maintenance releases in accordance with service level
requirements, including engineering changes, maintenance updates, and upgrades.

« Perform preventive maintenance in accordance with service level requirements, including engineering
changes, maintenance updates, and upgrades.

* Maintain service/repair logs for each supported hardware system and its components.

2.1.2 Spare Parts

* Provide an on-site stock of spare parts and components needed for the repair of all maintained
hardware.

2.1.3 Special Maintenance

. Provide special maintenance as requested.

1.4 Software Maintenance

* " Perform Tier 2 troubleshooting and diagnostics to ensure that supported software is performing in
accordance with service level requirements.

* Identify failing software and restore to service in accordance with service level requirements.

* Install maintenance releases in accordance with service level requirements, including engineering
changes, maintenance updates, patches, and upgrades.

+ Perform preventive maintenance in accordance with service level requirements, including engineering
changes, maintenance updates, patches, and upgrades.

2.1.5 Diagnostic Utilities

* Perform hardware and software diagnostics as appropriate to maintain service levels.
21.6 Warranties

* Ensure compliance with supported hardware and software license and warranty restrictions.
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217

2.2

2.21

2.2.2

Register hardware and software as necessary with vendors in order to receive notices and
maintenance updates.

Keep and maintain warranty service and repair logs for each hardware and software license.
Track warranties to ensure compliance.

Adhere to and enforce vendor warranty contracts and agreements.

Reporting

Summarize all system down times and problems and current status in the weekly report and attach a
copy of the system trouble logs.

Installation/Deployment

CSC Service Requests

Install new desktop system components, relocate desktop components, install upgrades, modifications,
and peripherals in response to approved CSC Service Requests.

*+ Provide integrated, working, and tested systems with configurations that comply with NRC
standards and specifications.

» Schedule installations i

 Perform pre-install walk-through to prevent move-related problems.

* Deliver, set-up, and test installations.

* Establish system and application functionality and connectivity after installation.

* Installation is complete when all applications, including those requiring network access, are installed
and working to the satisfaction of the user.

* Deinstall, remove and dispose of surplus, failing, or obsolete hardware and software according to
NRC procedures, as requested :

Network Coordination

Coordinate with the network support vendors prior to system installation to ensure that the network
software and hardware is properly configured to support and recognize the new system, using
established coordination and communication procedures.
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2.2.3 Hardware Coordination
+ Ensure that the electrical power and network connections are working.

« Coordinate with the facilities, electrical, and cabling vendors prior to delivery, to ensure that the site is
prepared. - )

» Provide furniture or cabinets as required, with NRC approval.

2.2.4 Software Coordination

 Ensure that original system software image and customer data is preserved (backed up) prior to
commencing work so that the system can be restored to its original state if necessary.

» Perform minor customization and integration modifications of the systems as necessary to maintain
continued operations after installation.

* Ensure that modifications are in compliance with NRC configuration standards.

2.3 ADAMS Support

The NRC Agencywide Documentation And Management System (ADAMS) is a significant initiative currently

underway at NRC. ADAMS is an electronic document and records management system that maintains NRC'’s

unclassified official program and administrative records in a centralized electronic document repository. The

major components of ADAMS include FileNet's Integrated Document Management software and other related
oplications that are integrated and operate in Windows NT, Novell, and GroupWise environments.

For ADAMS, ITID provides the following Operations and Maintenance support:

- Maintain ADAMS document entry workstations

- Maintain ADAMS servers

- Develop and run reports on ADAMS system use, performance and availability
- Provide ADAMS Training Services through the CSC

Other OCIO organizations provide user training and assistance in performing the following document
management tasks: data entry; document entry; indexing documents; setting access privileges for documents;
retrieving documents; printing of documents; electronic distribution of documents; electronic signatures on
documents; archiving documents; and document scanning functions

» Provide Tier 2 customer support for ADAMS software and equipment including.
» Document entry

* Indexing
* Security
* Retrieval
* Printing

» Distribution
+ Electronic signatures
* Archiving
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* Document Management

* Provide Tier 2 ADAMS Administration support including:
* Develop and run reports '
* Troubleshoot problems
* -Define and maintain user and group profiles -
» Manage searches '
» Provide support for logins/passwords
* Monitor system logs
* Assist in the reclaim process
* Assist in establishing and maintaining:
* User naming conventions
* Libraries
* Folders

* Develop and maintain work flow in a Novell GroupWise, Microsoft NT, and ADAMS/FileNET
environment.

* Provide on the job training to others as needed.
* Create/update records in NRC's tracking system and in other systems.

* Participate in information gathering, technical problem studies, and evaluation of software and hardware
as needed.

*+ Become knowledgeable of and perform work within the guidelines of established NRC policies and
procedures pertaining to ADAMS.

2.4 Non-Infrastructure Acquisitions
* Provide for acquisition and installation of non-infrastructure workstation hardware and software
requested and funded by offices, including such items as engineering workstations, portable computers,

scanners, tape drives, printers, non-standard monitors, memory, CD-ROMs, special software, and
larger hard drives.

2.5 Procurement
2.5.1 Hardware/Software
* Order hardware and software accordance with service level requirements.

* Order hardware and software maintenance releases, including engineering changes, maintenance
updates, fixes, and upgrades.

* Arrange for maintenance agreements and support from hardware and software providers as
appropriate.
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. Purchase hardware and software diagnostic utilities as appropriate to maintain service levels.
2.5.2 Spare Parts

* Purchase and spare desktop system parts and components needed to assure continued operation of
supported hardware. -
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3 NETWORK SERVICES

The current NRC IT Infrastructure Architecture provides an Agencywide standard method for delivering IT
services to the desktops of NRC employees and designated Contractors; and facilitating communications with

¢ternal organizations such as other domestic and foreign government agencies, nuclear power plants,
«aboratories and the general public. i

Network Services administration and operational support functions include installation, troubleshooting,
diagnostics, operation, maintenance, management, and administration of the NRC data, voice, and video
communications infrastructure. Network services provide NRC users with shared network storage, network
printers, E-Mail, Internet and Intranet browsing services, remote applications connectivity, and nationwide
access to Agencywide applications.

The Network Services Information Technology Architecture Report dated September 13, 1999, and an NRC

network equipment inventory list, List of Equipment, is provided in Section J to provide further details on the
NRC Network.

3.1 Network Operations Center (NOC)

The NRC Network Operations Center (NOC) operates and maintains services Agencywide to monitor network
operations, track network performance, and troubleshoot problems to restore degraded network hardware, and
applications software elements to service. The NOC is also responsible for scheduling, coordinating and
implementing all upgrades to equipment and software associated with network services. The NOC uses

state of the art network tools such as Optivity and Openview are used to monitor and maintain the
infrastructure, E-mail services, 1P services and application services.

stwork component systems include: hubs, routers, communication links, Regional links, and all other

dpporting data communications for NRC’s Network operations. Also included are systems that primarily
support the Network infrastructure, including: network servers, file servers, message (E-Mail) servers, gateway
servers, web servers, bastion hosts, and firewall systems.

HQ workstations are connected to an Ethernet local area network (LAN). Each NRC location uses the same
architecture for its LAN installations. The Agency's computer centers, including its servers and mini-
computers, are connected to the NRC Headquarters backbone network via . External networks, Internet
services, and timesharing services are also connected to the NRC backbone network utilizing cyber security
systems such as firewalls.

* ldentify, evaluate, develop and implement network management processes and procedures from an
operational support perspective to perform proactive fault management, performance management, growth
management, and security management for all network components, systems, and services

* Implement and operate network services performance measurement systems to provide periodic reports to

NRC management on network services performance relative to the NRC customer service level
requirements and service level agreements.

* Plan and manage network growth by predicting future trends based on historical network trends and
business information
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3.2 Current NOC Operations
* Operate the network during designated hours and monitor availability and performance.
* Operate the network to provide consistent operation and optimum performance.
* Provide the NOC Monthly Security Report |
 Provide operational support for E-mail and Internet server applications administration, systems

programming support, database administration, hardware/software configuration, and inter-system
communications.

* Perform integration testing and approve new Desktop PC hardware, software, and peripheral systems
for installation into the network infrastructure Production Operations Environment (POE).

* Procure, integrate, test, and coordinate installation of network-related hardware and software on

Desktop PC systems, such as NetWare and Citrix clients, network interface cards, network printer
drivers, etc.

* Provide and maintain an automated software distribution system for the software installed on Desktop
PC’s and network servers.

* Provide network availability and response according to NRC service level requirements.

 Perform diagnosis, identification, and correction of failing network components or failure of the
interfaces between network components and other systems, operating environments, or applications.

* Use tools to remotely identify and diagnose network problems.

* Monitor availability and status of network systems.

3.21 Network Management
* ldentify, evaluate, develop and implement network management from an operational support
perspective to perform proactive fault management, performance management, growth management,

security management, asset management, for all network components, systems, and services.

* Identify and implement metrics and thresholds to measure and manage fault, growth, performance,
security, and accounting for the network using automated network tools.

* Measure performance of network components for compliance with manufacturer’s published
performance specifications for network hardware and software.

* Gather and analyze network and desktop statistical information and provide recommendations to
improve network performance.

* Identify and resolve problems proactively before they affect users in order to ensure high network
availability and reliability.
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- Consolidate network tools into an integrated network management system.

+ Maintain and operate network tools which are available for the routine operation and maintenance and
monitoring of network components, services and systems.

+ Provide operational support for network tools during the development of new technology to ensure
maintainability and supportability of new technology.

* Review the current network tools and make recommendations for their enhancements or replacement.

+ Develop and implement new capabilities to perform the required network management functions based
on the implementation of new technology.

+ Plan and manage network growth by predicting future trends based on historical network trends and
business information.

» Monitor and manage network traffic patterns and identify issues such as “bottlenecks” that may reduce
performance.

« Provide routine reports on system status and availability of network components, systems, and
services.

+ Monitor and manage in realtime the availability of network components, systems, and services for

optimum performance and availability.
3.2.2 CSC Service Requests

+  Work closely with and support the Help Desk Contractor in resolving user problems related to the
network infrastructure, LAN logon and User ID administration, file security, and security services,
including network failures or failures of network interfaces to other systems.

»  Work closely with and support the Desktop PC maintenance Contractors in resolution of Desktop PC
software and hardware problems. Respond to requests for assistance from the Desktop PC
maintenance Contractors. Support Desktop PC refresh activities.

+  Work closely with and support the Cable Plant and Telecommunications Contractors in resolving user
problems related to network infrastructure systems or requiring diagnostics from network infrastructure
management systems.

+ Dispatch appropriate maintenance personnel to resolve the CSC Service Request.

* Record observations and conclusions on CSC Service Requests.

* Monitor progress until problem is resolved.

» Provide CSC periodic status reports on CSC Service Requests and respond to status inquiries from
CSC.
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3.23

3.24

Failures

Identify and resolve problems proactively before they affect users in order to ensure high network
availability and reliability

Respond to all reports of network failures or failures of network interfaces to other systems.
In the event of a failure, take immediate corrective actions to restore the network to service.

In the event of a failure notify the CSC of the expected time to repair and return the network to service.

Service Provisioning

3.24.1 Remote Access System

Perform order entry activities for Remote Access System dial-up phone lines from the appropriate
telecommunications service provider for headquarters and regional offices as required.

Place requests for moves, additions and changes to existing remote access dial-up phone lines.

Confirm receipt of new services, service changes or disconnect orders for remote access dial-up phone
lines.

3.24.2 Resident Inspector Sites Frame Relay Connections

Perform order entry activities for frame relay connectivity from the appropriate telecommunications
service provider for headquarters, regional offices and resident inspector sites as required.

Place requests for moves, additions and changes to existing frame relay services and connections.

Confirm receipt of new services, service changes or disconnect orders for frame relay connections.

3.24.3 WAN Connectivity

3.2.5

Perform order entry activities for WAN connectivity from the appropriate telecommunications service
provider for headquarters, regional offices and resident inspector sites as required.

Place requests for moves, additions and changes to existing WAN services and connections.

Confirm receipt of new services, service changes or disconnect orders for WAN connections.

On-call Operations

Provide support for extenuating events outside normal operational periods as required to maintain
network systems.
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3.3 Maintenance
3.3.1 Hardware Maintenance
* Perform required maintenance on all network hardware.

* Install upgrades, modifications, service releases, and maintenance releases for network hardware,
including engineering changes, maintenance updates, patches, and upgrades.

* Perform preventive maintenance on network hardware, including engineering changes, maintenance
updates, patches, and upgrades.

* Maintain network hardware service and repair logs for all network systems which will record system
down times, problems, causes, resolution, and status.

3.3.2 Spare Parts
* Provide an on-site stock of spare parts and components needed for the repair of all network hardware.
3.3.3 Software Maintenance
 Provide maintenance of all supported network software.
* Install upgrades, modifications, service release, and maintenance releases to network software as
necessary to meet the service levels and refresh intervals, including engineering changes, maintenance

updates, patches, and upgrades.

« Perform preventive maintenance on network software as necessary to meet the service levels and
refresh intervals, including engineering changes, maintenance updates, patches, and upgrades.

3.3.3.1 Warranties

* Ensure compliance with network hardware and software license and warranty restrictions.

* Register network hardware and software as necessary with vendors in order to receive notices and
maintenance updates.

* Keep and maintain warranty period, service, and repair records for each network hardware and
software license.

* Adhere to and enforce vendor contracts warranties and agreements on network hardware and software.

3.3.4 Special Maintenance
+ Provide special maintenance as requested.

*+ Respond to special maintenance requirements at Regional and other NRC offices.
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3.3.5

Reporting

Summarize network hardware service and repair logs including current status in the weekly report and
attach a copy of the system trouble logs. )

Notify NRC immediately when any system goes down or is malfunctioning.

Provide reports on the performance and availability of LAN and WAN cable, telecommunications, and
desktop systems.

3.4 Installation/Deployment
3.41 New Systems
+ Provide configuration, integration, installation and operational support and administration for network
components, network connectivity, and software distribution for new agency systems, services, and
business applications.
+ Validate system functionality and connectivity after installation, following NRC policies and procedures
for installations.
3.4.2 Relocations
* Relocate network systems in accordance with validated move requests.
*+ Schedule network moves in accordance with NRC policies, procedures and service level requirements.
* Re-establish system functionality and connectivity after moves, following NRC policies and procedures
for installations.
3.5 Procurement
3.5.1 Hardware/Software
+ Order hardware and software maintenance releases in accordance with NRC policies, procedures and
service level requirements, including engineering changes, maintenance updates, fixes, and upgrades.
* Arrange for maintenance agreements and support from hardware and software providers as
appropriate.
*+ Purchase hardware and software diagnostic utilities as appropriate.
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3.5A.2 Spare Parts

-~

» Purchase and stock spare desktop system parts and components as needed.

2.6 Regional LAN Administrator Support

+ Provide first and second level Regional LAN Administrator Support to maintain and support the network
including:
+ Hardware
+ Software application problems
« Analyzing and resolving from a total systems perspective desktop, software and networking
problems including:
+ Providing password resets
* LAN disk space allotment
*  Network printer configuration
« Operating, monitoring, and administering network components, associated peripheral
equipment, and the overall network environment
+ Performing daily backups of file servers and applications servers
+ Identifying, troubleshooting, answering questions, and resolving problems for COTS software
applications.

POSITION DESCRIPTION

Position: COOP LAN Administrator

“unctions: Monitor, install, integrate, operate, maintain, and support the servers, workstations and printers,
associated peripheral equipment, and network environment. Provides user specific support such as
troubleshooting and solving software problems, and determining hardware problems (e.g., Printing,
NIC cards, WordPerfect). Recognizes problems and requests assistance. Communicates effectively

with end-users, technical support staff and management. Provides status reports regarding
operational problems, issues, failures, and outages. Update and maintain operational system
documentation and standard operating procedures.

Qualifications:

Education:

Bachelors level degree from an accredited university or college is required in computer science or a
related field. Five (5) years directly related experience in the networking field may be substituted for the
educational requirement.

Experience:

Three (3) years experience as a Novell or NT LAN Administrator is required, and technical knowledge
of UNIX LAN and LAN/WAN operations is desired. This position requires a sound knowledge of local
area networks, network security, routing protocols, and office automation systems. It requires previous
experience and ability in providing technically sound hardware and/or software solutions to meet
various NRC requirements. It also requires the ability to deal effectively with NRC personnel.
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POSITION DESCRIPTION

Position: Regional LAN Administrator

unctions: Provides user specific support such as troubleshooting and solving software problems, and
- determining hardware problems (e.g., Printing, NIC cards, WordPerfect). Operates, monitors,
installs, and administers servers, workstations and ‘printers, associated peripheral equipment, and
network environment. Recognizes problems and requests assistance. Communicates effectively
with end-users, technical support staff and management.
Qualifications:

Education:

Bachelors level degree from an accredited university or college is required in computer science or a

related field. Five (5) years directly related experience in the networking field may be substituted for the
educational requirement.

Experience:

Three (3) year experience as a Novell or NT LAN Administrator is required, and technical knowledge of
UNIX LAN operations is desired. This position requires a sound knowledge of local area networks and
office automation systems. It requires previous experience and ability in providing technically sound

hardware and/or software solutions to meet various NRC requirements. It also requires the ability to
deal effectively with NRC personnel.

POSITION DESCRIPTION

Position: ADAMS System Administrator

Inctions: Provide client support and systems administration for ADAMS, including software installation,
configuration, administration, and support for Saros, Ensemble, Panagon/Mezzaine, @Mezzaine,
Watermark, 1Q-Objects/Report Manager, Foremost, and other related software (e.g., Internet
software, etc.) at the desktop and scanning stations. Perform some server level processes (e.g.
Fileshare functions).Provide support for document entry, indexing, retrieval, printing, distribution,
archiving, management, and scanning (including Watermark Workstation Administration). Develop
and run reports; test and evaluate software: troubleshoot problems; define and maintain user and
group profiles; manage searches; provide support for logins/passwords; assist in the reclaim
process; assist in establishing and maintaining user naming conventions and folders; and develop
and maintain work flow in a Novell GroupWise, Microsoft NT, and FileNET environment.

The specific software packages and versions used may change over time.

Create and maintain local operating and quality assurance procedures and develop recommendations
for revising business processes where possible. Provide client support services and procedural
assistance to users and assist in the development of training materials. Provide on the job training to
others as needed. Process scanning requests and security authorization forms, and carry out other

activities. Participate in information gathering, technical problem studies, and evaluation of software
and hardware as needed.
Skills:

» Strong analytical skills
» Good organization skills
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+ Ability to provide first leve! support in a courteous and professional manner
«  Ability to effectively communicate verbally and in writing
*  Ability to work independently or as a team leader or member as required
» Ability to install and configure software
Ability to perform system administration functions

Qualifications:

Education:

Bachelors level degree from an accredited university or college is required in computer science or a
related field. Five (5) years directly related experience in the networking field may be substituted for the
educational requirement. Certification or completion of substantial training in a related personal
computer, network, or imaging field may be substituted for part or all of the above requirement.

Experience:
A minimum of five (5) years system configuration, administration, or support experience in an
automated imaging or other complex computing environment such as Microsoft NT or Novell
environment is required for this position. Three years must be specialized experience as a Novell or NT
LAN Administrator. The remainder may be specialized or general experience.

This position requires three years of FileNET administration or support experience, or the satisfactory
completion of FileNET training.

POSITION DESCRIPTION

“osition:  High Performance Computing LAN Administrator

Functions: Operate, monitor, and administer high performance workstations, servers and associated peripheral
equipment, and network environment. Integrate and ensure operability of applications and scientific
codes into the high performance computing environment. Provides user specific support such as
troubleshooting and solving software problems, and determining hardware problems.
Communicates effectively with end-users, technical support staff and management. Coordinates
high performance computing equipment maintenance. Provides status reports regarding
operational problems, issues, failures, and outages. Updates and maintain operational system
documentation and standard operating procedures.

Qualifications:

Education:

Bachelors level degree from an accredited university or college is required in computer science,
mathematics, engineering, accounting or business administration or a related field. Five (5) years

directly related experience.in high performance computing field may be substituted for the educational
requirement.

Experience:

Technical knowledge of LAN/MAN/WAN operations and UNIX environments is required. Five (5) years
hands-on experience as a UNIX LAN Administrator is required, and technical knowledge of high

performance computing operations is desired. It requires previous experience and ability in providing
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technically sound hardware and/or software solutions to meet various NRC requirements. It also
requires the ability to deal effectively with NRC personnel.
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4 INFRASTRUCTURE DEVELOPMENT AND IMPLEMENTATION SERVICES

IT Infrastructure Development and Implementation Services provide for the development, integration, and
implementation of all information technology infrastructure resources including desktop systems, local and
ide area network systems, high performance desktop and network systems, telecommunications, video-

2lecommunications, and Data Center, and other related Tier 3 technical support.-

41 Systems Engineering

Infrastructure Development and Implementation Branch (IDIB) performs as an overall NRC IT infrastructure
architectural engineer, providing strategic recommendations, planning, coordination, design, development,
testing, and integration for all NRC IT infrastructure projects, systems, applications, and future requirements.

4.1.1 IT Infrastructure Development

IDIB develops a comprehensive IT Infrastructure architectural strategy to meet the changing mission
requirements of the NRC and to maintain compliance with service level requirements. IDIB develops the short
and long range plans necessary to implement the strategy. IDIB provides specific system requirements for

additions, changes, upgrades and deletions to the applications and equipment necessary to implement the
strategy.

4.1.2 IT Infrastructure Integration

- IDIB provides all technical services needed to integrate changes to the applications and equipment of the NRC
T Infrastructure Production Operations Environment (POE). The life-cycle of required

:velopmental/integration activities includes, but is not limited to development and/or refinement of functional
' requirements; analysis of alternative conceptual designs; test and evaluation of pilot systems; demonstration of
new capabilities to NRC end-users; integration of new capabilities with existing network hardware and software
products; development of implementation plans including costs estimates, scheduled rollout, resources
required, etc.; training of contractor personnel; training of NRC staff (but not end users); training plans for NRC
end users; and operational cut-over plans.

Examples of development and integration projects include, but are not limited to:
+  Workstation application or equipment upgrades or changes
» Revision of Workstation images
» New Workstation scripts
* New NT upgrades
* Network server application or equipment upgrades or changes
*  Unix workstation or server application or equipment upgrades or changes
* New firewall appliances, proxy servers, and caching devices

4.1.3 IT Infrastructure Implementation

IDIB provides testing, network performance impact analysis, network modeling and simulation, integration,
demonstration, product briefings, evaluation, and orientation/training. As part of this activity, comparison of
alternative solutions and determination of the most cost-effective configurations and implementation
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alternatives to meet end-user needs is performed.

4.2 IT Infrastructure Services

~2.1 Workstation System Services

IDIB provides life cycle development and integration services for the NRC workstation image which is deployed
Agency-wide on all NRC workstations. Elements to be supported include the operating system, standard office
automation applications such as E-mail, scheduler/calendar, word processor, spreadsheet, presentation
graphics, web browser, the upgrade to a new office automation suite, support for multi-media, network
connectivity, local and network printers, drivers, and utilities etc. Also included is a requirement to support the
development and upgrade of workstation and peer server/workstation configurations at the NRC's resident
inspector sites, special remote computing workstations, laptop systems and docking stations.

4.2.2 Local and Wide Area System Services
4.2.2.1 Infrastructure Services

IDIB provides life cycle development and integration services for all development efforts related to NRC Local
and Wide Area Network projects. Elements to be supported include Network hubs, switches and routers;
Internet connectivity; WAN connectivity to remote locations (regions, resident inspector sites, LABS, NIH, etc.
), remote/dial-up access; video teleconferencing; video streaming; video consolidation, Virtual Private Networks
(VPNs), and audio telecommunications systems. Also included is (1) development of related hardware and
software, and (2) a capability to manage connectivity and monitor services used on each infrastructure device
circuit or virtual circuit.

4.2.2.2 Web Architecture Services

IDIB supports the Web Architecture environment at the NRC. Elements supported include Unix and NT
servers, Netscape/iPlanet and IS Web servers, Tuxedo and ColdFusion application environments, LDAP
compliant directory, and Sybase and SQL/Server DBMS. IDIB develops and implements the web site
infrastructure to support end-user development, configuration of the web server to enable Secure Sockets
Layer, establishes a three-tier architecture using ColdFusion in the middle tier, develops application server
platforms to include a Web Publisher platform including publishing rules, engineers a framework for utilizing
LDAP-compliant directory with a three-tier security implementation, and creates a distributed content

management framework to support end-user development with authoring tools available for use by program
offices.

4,223 LAN/WAN Server Services

IDIB provides life cycle development and integration services for all IT Infrastructure file, application, remote
computing, printer, Web and other servers. Support required includes responsibility for development and
enhancements of all component parts of the physical hardware platform, storage systems and media, operating
systems, backup systems, CD storage systems, UPS's, groupware, client drivers, NDS and server
management utilities, and any other ancillary devices and applications associated with these servers.
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4.2.3 High Performance Computing Environment (HPCE) Services

IDIB provides HPCE workstation and server systems life-cycle development and integration services.
Elements supported include the applications (unique, or vendor supplied scientific code), operating systems,

ysical hardware platforms, storage systems and media, the backup systems, CD storage systems, network
vrinters, UPS's, client drivers, server management utilities, and any other ancillary devices and applications
associated with these workstations and servers. IDIB is responsible for assisting nuclear engineers with
troubleshooting scientific code integration issues if they do not run properly within the NRC environment. The
servers are primarily located in three separate rooms that support the Program Offices and consist of mostly
Unix servers and workstations. IDIB is responsible for coordinating server installation and repair as needed
with vendors under the terms of purchase or hardware/software support contracts. Duties include configuration
of COTS software, management of license key generators, support for printer and plotter driver integration and
analysis and management of memory performance based on statistics. Support also includes mail routing
troubleshooting, database migration efforts, management of tape backup scripts and running of special tape
backups, modification of directory structures, and assisting users with file transfer protocol problems as well as
the installation of SQR, COBOL, C, and other languages and compilers as required.

4.2.4 Other IT Infrastructure Services
4.2.4.1 IT Infrastructure Security Services

IDIB provides life cycle development and integration services for IT infrastructure and workstation security.
This includes providing protection from both external and internal sources and allows a working balance of
available services and reliable security. Support required includes responsibility for development and
enhancements of all component parts of Internet firewalls, e-mail systems, intrusion detection systems, web
servers, network management systems, Dynamic Host Configuration Protocol (DHCP) capabilities, audit trail
1d alert capabilities, Electronic Commerce, Electronic Information Exchange, public access, virus protection,
{gital certificates, digital signature capabilities, and the monitoring of Computer Emergency Response Team
(CERT), Computer Incident Advisory Capability (CIAC), and European Organization for Nuclear Research
(CERN) security bulletins, as well as the daily review of firewall, and Intrusion Detection System (IDS) logs
using appropriate scripts and native operating system commands in search of anomalies and responding to
them and notifying the NRC. IDIB reviews and analyzes the logs and prepares a monthly report on Internet
intrusion attempts. IDIB responds to hacker break-ins, assists with the conduct of independent security audits,
analyzes security filtering/functionality problems, responds to security threats like the Berkeley Internet Name

Domain (BIND) vulnerability, and tests and maintains Sendmail and IDS RealSecure software at current
versions.

4.24.2 Contingency Management

IDIB develops/reviews and updates if necessary, the contingency management plans to support the NRC IT
Infrastructure in the event of a loss of primary or critical IT infrastructure services; designs, plans, and
implements as necessary, the components required to support the NRC IT infrastructure in the event of a loss
of primary or critical IT infrastructure services; provides support in performing recovery operations in the event
of a catastrophic network failure, loss of critical network elements, and/or for purposes of testing of the
contingency systems/plans; performs semiannual audits of compliance with NRC disaster recovery
procedures; responds to reports generated from independent audits of procedure compliance; and supports
disaster recovery site (s) to ensure viability of recovery at remote sites in the event of a HQ disaster.
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4.2.4.3 Procurement

IDIB procures services, support, hardware and software for NRC prototype and production systems to support

the design, development, integration, and implementation of NRC applications or equipment. Procured
"oducts include, but are not limited to: desktops, laptops, printers, and network components such as: servers,

.ubs, routers and other auxiliary components connected to the network.

4.3 Development, Integration, and Implementation Life-Cycle

The NRC has implemented the Infrastructure Development Process Model (IDPM) as the standard life-cycle

methodology for release management of new technology to the Production Operation Environment (POE), or

modifying existing systems within the POE. In introducing NRC applications into the NRC POE, the

“Development Process Model (DPM)” is followed. It ensures that the development and/or integration tasks 1)

result in effective design, testing, and integration of applications that pass production testing, 2) are integrated

into production without adverse impact on the POE, and 3) perform as designed. The number and scope of

DPM activities vary from project-to-project based on the degree of complexity.

All development/integration projects generally include the stages described below.

4.3.1 Detailed Requirements Analysis

« Analyze new NRC requirements, industry trends, and technology advances related to NRC network and
workstation infrastructure.

- Provide requirements analyses, needs assessments, recommendations and business cases for system
upgrades, design modifications, and additional capabilities.

» Meet with NRC users and technical staff to define the users’ requirements.
* Determine impact of new development on production environment.

« Make a determination of project feasibility.

4.3.2 Design
» Develop conceptual and detailed system designs.
* ldentify the technical teams involved in design and development.
+ Create detailed functional specifications.
- Prepare a detailed conceptual design.
+ Obtain approval of the functional specifications and conceptual design by the NRC.

» Prepare one or more technical designs.

* Prepare an integration plan, with product specifications, project schedule, resource requirements,
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+.3.3

3.4

budget estimates, and option comparisons.

Conduct a technical review.

New Technology Development

Develop new systems, system upgrades, and automated upgrade processes based on the technical
designs.

Purchase, assemble, and/or build the components and systems.

Perform custom integration as required.

Make changes to the technical design, as needed.

Develop the tools needed to be added or modified in the Integrated Network Management System
(INMS) to provide management and automated monitoring of the new technology and to provide the

data required for reporting.

Prepare a user guide and any changes required of the detailed design document and technical
specifications.

Prepare the support, operations and maintenance plan for the new technology.

Prepare and obtain approval of a comprehensive test plan based on the functional specifications.

New Technology Acceptance Testing
Conduct a stakeholders review of the Acceptance Test Plan.

Operate a network test laboratory and staging facility to support network related testing, network
performance analysis, modeling and simulation and staff orientation.

Conduct internal testing, in an isolated controlled environment (test lab).

Develop conceptual and detailed plans for testing and evaluation of pilot IT mfrastructure capabilities,
and to demonstrate new capabilities. :

Conduct progression/regression testing to ensure that new IT infrastructure products or systems do not
adversely affect the existing and future production operations environments.

Coordinate testing with applications support personnel.

Perform user tests to assure that the systems/upgrades will meet the needs of NRC staff per the
original analysis.

Conduct load and stress, functionality, and other tests as defined in the Acceptance Test Plan.
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*  Document and publish test results.

4.3.5 Transition to Production Operational Support
« Complete any outstanding documentation, and any outstanding final approvals.
* Develop and execute operational cut over plans.
* Train the NOC and CSC staff members in installation and support of the new technology.

* Integrate lessons learned into documentation and product, with NOC and CSC staff participation in
finalizing any document or new technology changes.

* Obtain approval of the final implementation schedule.

* Purchase the necessary hardware and/or software licenses required for Agency-wide rollout.

4.3.6 Implementation
*  Work with Network Operations Center and Customer Support Center to implement new products.

* Provide on-call telephone and on-site assistance to the NOC and Customer Services Center during
implementation and as a secondary level of operational support.

*+ Provide support for restoration of prior configurations if necessary to maintain operational integrity.
.3.7 Position Descriptions
Beginning on the following page and continuing through the remainder of the section are the position
descriptions the Contractor is required to fill. Not all positions must be filled at all times. All key positions shall
be filled at the initiation of activities under this contract. In addition, certain additional positions shall be directed
by the NRC to be filled. Other positions (e.g., consultants) shall be filled only during certain times and with the
direction of the NRC. The position descriptions are a catalog of skills the Contractor will be required to provide.

4.3.71 LAN Administrator

POSITION DESCRIPTION

Position: LAN Administrator

Functions: Provide user specific support such as troubleshooting and solving software problems, and
determining hardware problems (e.g., Printing, NIC cards, WordPerfect). Operates, monitors, and
administers servers, workstations and printers, associated peripheral equipment, and network
environment. Maintains scheduled reports of LAN/WAN operations activities. Recognizes problems
and requests assistance. Administrates system user accounts.

Qualifications:
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Education:

Bachelors level degree from an accredited university or college is required in computer science or a
related field. Five (5) years directly related experience in the networking field may be substituted for the
educational requirement.

Experience:
Four (4) years experience as a Novell or NT LAN Administrator is required, and technical knowledge of
UNIX LAN operations is desired. This position requires a sound knowledge of local area networks and
office automation systems. It requires previous experience and ability in providing technically sound
hardware and/or software solutions to meet various NRC requirements. It also requires the ability to
deal effectively with NRC personnel.

43.7.2 LAN Systems Analyst

POSITION DESCRIPTION

Position: LAN Systems Analyst
Functions: Provides Novell and/or Windows expertise.

Performs activities associated with design and implementation of local area networks and office
automation systems. Analyzes, designs, integrates documents, implements "state of the art" local area
network, office automation and microcomputer systems applications. Performs comparative analyses
of commercial software packages. Conducts scientific and statistical analyses. Conducts user and
technical training guidance for the NRC. Assists local area network analysts and programmers with
planning, organizing, controlling, and scheduling of activities.

Jualifications:

Education:
Bachelors level degree from an accredited university or college is required in computer science,
mathematics, engineering, statistics, operations research, accounting or business administration. Five
(5) years directly related experience in the networking field may be substituted for the educational
requirement. If the position is for a Novell product, the individual shall be a Certified Novell Engineer
(CNE) or have equivalent on-the-job experience. If the position is for a Microsoft product, the individual
shall be a Microsoft Certified Systems Engineer (MCSE) or have equivalent on-the-job experience.

Experience:
At least five (5) years of experience with progressively more difficult LAN/network responsibility and with

a minimum of three (3) years of systems analysis, to include work as an analyst for complex office
automation and local area network systems. This position requires a sound, thorough, practical and
theoretical knowledge of local area networks and office automation systems. |t requires previous
experience and ability in providing technically sound hardware and/or software solutions to meet current
and expanding Novell and/or NT and network requirements. It also requires initiative, imagination,
analytical ability, and the ability to deal effectively with NRC personnel.
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43.7.3

asition:

Functions:

Network Analyst

POSITION DESCRIPTION

Network Analyst

Major participant in all network discussions ranging from problem definition through problem solution
of major projects. Works with minimum supervision. Prepares substantial parts of interim and final
reports. Often assigned more than one task at a time, and therefore, must be capable of effectively
planning the use of time and must be able to divide time among several tasks. Generally has
extensive contact with NRC staff. Generally designated as project leader of a small to medium
sized project or a portion of a larger one. Performs services as a technical expert in one or more of
the following areas:

Local and wide area network planning, design, testing, integration and engineering.

Qualifications:

Education:
Bachelors level degree from an accredited university or college is required in telecommunications,
electrical engineering, computer science or related fields. Six (6) years directly related experience in

the

networking field may be substituted for the educational requirement.

Experience:
At least five (5) years of experience with progressively more difficult LAN/network responsibility in
design of wide area network, office automation and network systems is required. This includes 2 years
in design of wide area networks, and office automation systems, telecommunications systems and 1
year in network management. This position requires good analytical and problem solving ability,
creativity and insight. Requires skills in verbal and written communications.

4.3.7.4

Position:

Functions:

Security Analyst
POSITION DESCRIPTION
Security Analyst
Performs activities associated with the implementation and support of security systems on the Local

and Wide Area Network services in Novell, NT and UNIX environments, and between that network
and the Internet. Evaluates, installs, customizes and integrates commercial and custom security
applications and hardware. Programs specialized applications as necessary to meet security
requirements.

Implements and maintains security "firewalls" between networks, especially between NRC networks
and the Internet.

Conducts user and technical training, and provides guidance in the operation and use of security
applications throughout the NRC environment.

Provides trouble shooting and problem resolution for Novell, NT and UNIX security applications.
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Assists other staff and programmers in the security aspects of design, development and
implementation. May act as project manager.

Maintains liaison with the security community in order to obtain the most current security advisories and
otherwise remain current on security matters and to keep the NRC security system current.

Performs the analysis and design of automated systems/subsystems requirements with particular
emphasis on security matters such as encryption, verification and authentication. Develops programs,
C-shell scripts, and other work for the implementation of security systems for network applications.

Qualifications:

Education:
Bachelors level degree from an accredited university or college in computer science, mathematics,
engineering, accounting or business administration is required. Six (6) years directly related experience

as a security programmer of which at least two years were as a security analyst may be substituted for
the educational requirement.

Experience:
Minimum five (5) years of ADP experience, preferably three years programming experience and two
year experience in problem analysis and/or system design. This position requires a minimum of two 2)
full years of sound, thorough, theoretical and practical knowledge of security systems and related
programming gained through experience. Specific experience is desirable with network security (UNIX
security experience mandatory), firewalls, Internet security and network protocols. This position
requires previous experience and ability in providing technically sound hardware and/or software
security solutions to meet current and expanding network requirements. Position also requires:
initiative, imagination, analytical ability and the ability to deal effectively with NRC personnel. Previous
work with federal government agencies is desirable.

4.3.7.5  Senior Systems Architect/Engineer

POSITION DESCRIPTION

Position:  Senior Systems Architect/Engineer

Functions: Provides technical support to the NRC long range plans for network upgrades and enhancements.
Works with users and staff to develop requirements and to analyze and recommend alternative
approaches to meet those requirements. :

Performs activities associated with the design and implementation of local and wide area networks and
office automation systems. Analyzes, designs, integrates documents, implements "state of the art" local
and wide area networks, office automation systems and microcomputer systems and applications.
Performs comparative analysis of commercial software packages. Conducts scientific and statistical
analyses. Conducts user and technical training. Assists LAN Analysts and programmers in the
planning, organizing, controlling and scheduling of activities. May act as project manager.

Serves as the technical expert in the area of measurement and analysis of LAN, WAN, and OFFICE
AUTOMATION systems hardware and software. Measures and reports on the performance of LAN,
OFFICE AUTOMATION, ADP, and telecommunications systems. Maintains the performance database
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performs performance analysis to identify and seek solutions to performance problems.

Provides administrative and technical consultation on a wide variety of management concerns such as:
office and automation studies, system and processing problem areas, areas for potential improvement,
and methods and procedures to promote the efficiency and effectiveness of office systems operations.

Provides guidance and management analysis capabilities to resolve processing and office system
operation problems.

Qualifications:

Education:
Bachelors level degree from an accredited university or college is required in computer science,
electronics, mathematics, engineering, statistics, operations research, accounting, business
administration, or computer related field is desirable. Ten (10) years directly related experience in the
networking field may be substituted for the educational requirement.

Experience:
At least ten (10) years experience with progressively more difficult LAN/network responsibility including
a minimum of eight (8) years of systems analysis including acting as lead analyst for development of
LAN, WAN and OFFICE AUTOMATION systems. This position requires a sound and thorough
theoretical and practical knowledge of LAN, WAN and office automation systems. Requires skills in
verbal and written communications. It also requires initiative, imagination, analytical ability, and the

ability to deal tactfully and effectively with customers and NRC network staff. Previous work with federal
government agencies is desirable.

4.3.7.6

Title:

Functions:

HhON=

5.

Senior Systems Consultant

POSITION DESCRIPTION

Senior System Consultant

Serves as senior technical advisor on complex projects as determined by the Contractor or
requested by the NRC. May serve as team leader on difficult or significant projects. Provides
technical expertise when assigned to a project. May be required to participate in any phase of
major project from concept definition through implementation and support. May be assigned to
several concurrent tasks. Will have close contact with customers at all levels of the NRC. Provides
expertise in the following areas:

Integration of LAN/MAN/WAN and Office Automation Systems,

Design of multi-vendor LANs interconnected via multiple protocols,

Evaluation of LAN/MAN/WAN, and OFFICE AUTOMATION Systems software and hardware,
Evaluation, development, planning, installation, operation, maintenance of multi-vendor LAN
systems including technologies such as 10/100/1000/10000 Ethernet, Novell, NT, UNIX, TCP/IP,
IPX, Corel WordPerfect Office, Novell GroupWise, and the Internet.

Any other network related area of expertise as directed by the NRC.

Qualifications:
Education:

Masters level degree from an accredited university or college is required in electrical engineering,
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management science, computer science, mathematics, industrial, or other engineering discipline.
Fifteen years experience in network technology in general and three years in the requested speciality
may be substituted for the educational requirement. Five (5) years experience in network technology
and one year in the requested speciality combined with as BS or BA in the delineated fields may be
substituted for the educational requirement. :

Experience: :
At least eight (8) years of technical related experience is desirable, including two (2) years in

program/project management. To be effective the individual should have demonstrated analytical and
problem solving ability, creativity, and insight in working with networks similar to the NRC's. In addition
the individual should have strong verbal and written communication skills.

Special Note:
This position may be a full time position with the Contractor if the NRC agrees that such skills are
required on the contract. However, the job description may also be used by the NRC and the
Contractor as a method to obtain temporary consulting services in areas of expertise outside that of the
Contractor's normal staff.

4.3.7.7 Senior Systems Engineer

POSITION DESCRIPTION

Position: Senior Systems Engineer

Functions: Performs activities associated with the design and implementation of local and wide area networks
and office automation systems. Analyzes, designs, integrates documents, implements “state of the
art" local and wide area networks, office automation systems and microcomputer systems and
applications. Performs comparative analysis of commercial software packages. Conducts scientific
and statistical analyses. Conducts user and technical training. Assists LAN Analysts and
programmers in the planning, organizing, controlling and scheduling of activities.

Serves as the technical expert in the area of measurement and analysis of LAN, WAN, and OFFICE
AUTOMATION systems hardware and software. Measures and reports on the performance of LAN,
OFFICE AUTOMATION, ADP, and telecommunications systems. Maintains the performance database,
performs performance analysis to identify and seek solutions to performance problems.

Provides administrative and technical consuitation on a wide variety of management concerns such as:
office and automation studies, system and processing problem areas, areas for potential improvement,
and methods and procedures to promote the efficiency and effectiveness of office systems operations.
Provides guidance and management analysis capabilities to resolve processing and office system
operation problems.

Qualifications:

Education:
Bachelors level degree from an accredited university or college is required in computer science,
electronics, mathematics, engineering, statistics, operations research, accounting, business
administration, or computer related field is desirable. Ten (10) years directly related experience in the
networking field may be substituted for the educational requirement.
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Experience: -
At least eight (8) years experience with progressively more difficult LAN/network responsibility including
a minimum of seven (7) years of systems analysis including acting as lead analyst for development of
LAN, WAN and OFFICE AUTOMATION systems. This position requires a sound and thorough
theoretical and practical knowledge of LAN, WAN and office automation systems. Requires skills in
verbal and written communications. It also requires initiative, imagination, analytical ability, and the
ability to deal tactfully and effectively with customers and NRC network staff.

4.3.7.8

Title:

Functions:

PN

o

6.

Systems Consultant

POSITION DESCRIPTION

Systems Consultant

Major participant in any project or phase of development from problem definition through problem
resolution. Works with minimum direct supervision. Responsible for preparing substantial parts of
interim and final reports. Can be expected to work on multiple tasks simultaneously and must be
able to effectively plan and manage own time. Will have extensive contact with NRC staff as
requested by the NRC. Can serve as project manager of small or medium sized projects or portions
of larger ones. Will provide expertise in the following areas:

Local and Wide Area Networks and office automation Systems,

Resource sharing capabilities,

Evaluation of LAN, WAN, and office automation systems software and hardware,

Development, maintenance, planning, engineering, and management of telecommunications (data
communications, communications security, and networking) systems,

Development, planning, evaluation and review of LAN, WAN and office automation systems
security.

Any other network related area of expertise as directed by the NRC.

Qualifications:

Education:
Bachelors level degree from an accredited university or college is required in management sciences,
computer science, mathematics, industrial or other engineering, accounting, or business administration.
Ten (10) years experience in network technology in general and one year in the requested speciality
may be substituted for the educational requirement.

Experience:
At least 5 years of related experience is required, to include 2 years in professional consulting and 1
year in project management. This position requires proven analytical and problem solving abilities,
creativity and insight. Skill in making verbal and written presentations is required.

Special Note:

This position may be a full time position with the Contractor if the NRC agrees that such skills are required
on the contract. However, the job description may also be used by the NRC and the Contractor as a
method to obtain temporary consulting services in areas of expertise outside that of the Contractor’s normal

staff
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4.3.7.9 UNIX System Analyst

POSITION DESCRIPTION

~osition: UNIX System Analyst

Functions: Performs activities associated with the implementation and support of UNIX Systems, and the
development and implementation of Local and Wide Area Network services in a UNIX environment.
Evaluates, installs, and integrates commercial UNIX software packages. Conducts user and
technical training, and provides guidance in the operation of NRC UNIX Workstations and network
environments. Provides trouble shooting and problem resolution related to UNIX network
environment. Assists LAN Analysts and programmers in the design and development of Novell and
UNIX interconnected networks and connectivity. May act as project manager.

Qualifications:

Education:
Bachelors level degree from an accredited university or college is required in computer science,
mathematics, engineering statistics, operations, accounting or business administration. Five (5) years
directly related experience as a UNIX analyst of which at least two (2) years as a UNIX systems
administrator may be substituted for the educational requirement.

Experience: :
At least three (3) years experience including two (2) years experience in the UNIX environment. This

position requires a sound, thorough, theoretical, and practical knowledge of UNIX, LAN and Office
Automation systems. [t also requires initiative, imagination, analytical ability, and the ability to deal
tactfully and effectively with NRC personnel.

P}\ISSC\Task Order DR-01-0290 ISSC\SecJ\05 ITID infrastructure Services.wpd September 28, 2001

Page J-36 of 44



5 PROGRAM SERVICES

-~

Program Services provides continuity and control of specific functions that affect all of the ITID Branches.
- These function include:

*  Quality Management

= Configuration Management

» Contingency Management

« Documentation Management

» Security Management

* Independent Audit and Verification

For each of these functions Program Services has developed a program that is used throughout the ITID
Organization by all contractors. Program Services also assists individual Branches and contractors in
developing plans, automated systems, metrics, methods for analysis, reporting and other requirements
necessary to conform to the program objectives.

5.1 Quality Management
5.1.1 Program Management
*+ Develop and maintain a Quality Management Program for all services performed.
* Update the plan semi-annually.
5.1.2 Metrics and Performance Criteria
* Assist in developing metrics and performance criteria to determine whether or not established service
levels are being met in carrying out their mission.
* Maintain and electronically store performance data derived from automated systems supporting
services provided.
5.1.3 End-User Satisfaction Monitoring
+ Conduct periodic, statistically significant, random surveys to assess end-user satisfaction with services
provided.
« Produce an end-user satisfaction report based on the results of the end-user satisfaction survey.
* Develop and implement procedures to continue to meet service goals.
5.1.4 Trend Analysis
* Develop trend analyses to ensure early identification of areas requiring special attention.
* Perform Trend Analysis as needed.
+ Collect Service Request resolution data.
*  Monitor hardware problem records for each IT component.
*  Monitor software problem records for each IT component.
* Track and report by office, the number of tickets that are simply questions about the use of systems
(training requests).
* Recommend changes or solutions to NRC on the following:
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51.7

5.2

5.21

5.2.2

5.2.3

* Problem areas.

- Information that will assist application training in the NRC Professional Development Center.

- Changes to the NRC infrastructure that are problematic.

+ Changes in the way development introduces new upgrades to NRC Agency-wide applications,
based on how it impacts support and the level of increased effort.

Monitor and discuss with NRC the observation and record of similar, identical, or repetitive CSC Service

Requests, especially those that emanate from one particular office, client, building/floor, or office

designation.

Participate in information gathering or technical problem studies as requested by NRC.

Reporting

Report monthly on actual performance results as compared to the performance goals.

Provide weekly and quarterly trend analysis reports.

Provide CSC Service Request summaries.

OCIO Coordination

Participate and assist in the integration of services support into all planned upgrades, enhancements,
and updates to the NRC infrastructure prior to roll-out.

Attend meetings to assist in the development and implementation of plans for proposed changes in the
operation of applications.

Audits

Assist in responding to NRC reports generated from independent audits of procedure compliance.

Configuration Management

Program Management

Develop and maintain a Configuration Management Program

Assist in the development of configuration management components specific to other OCIO Groups that
will integrate with the ITID Configuration Management Program.

Change Management

Assist in developing and monitoring procedures for reporting, verifying, and recording all changes made
to hardware, software, firmware, and documentation throughout the system's life cycle.

Hardware/Software Inventory
Develop, implement, and maintain an Inventory Management Program to track the physical equipment

within NRC.
+ Assist in developing inventory components specific that will integrate with the ITID Inventory
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Management Program. -
* Participate in and support the annual inventory of NRC property.
* Provide Property and Supply System (PASS) updates.

+.2.4 Configuration Management Data Base (CMDB) )

* Develop and implement a plan for identifying, defining and registering CMDB configuration items.
» Select supporting tools

* Register configuration items.

+ Establish the current CMDB baseline.

* Maintain updated information on current systems.

5.2.5 Configuration Reporting

* Provide configuration reports as required.
* Maintain and provide infrastructure maps and logic diagrams as required.

5.3 Contingency Management
5.3.1 Program Management

* Develop and maintain an ITID Contingency Management Program
* Assist in the development of contingency management components specific to other OCIO Groups that
will integrate with the ITID Contingency Management Program.

5.3.2 Backup

*» Develop and monitor backup policies and procedures to ensure the ability to recover and restore NRC
systems, applications, files and data.

* Assist in developing backup schedules for all systems and data.

+ Assist in creating back-up copies of system hard drives in compliance with standard operating
procedures.

* Assist in validating the integrity of back-up copies.

* Assist in providing for data and system software restoration -

* Perform semiannual audits of compliance with backup policies and procedures and report the audit
findings to NRC.

5.3.3 Disaster Recovery

* Develop a disaster recovery plan in the event of a catastrophic network failure and/or loss of critical
network elements.

* Support a disaster recovery site to ensure viability of recovery at remote sites in the event of NRC
headquarters disaster.

~+ Execute the disaster recovery plan in the event of a catastrophic network failure and/or loss of critical
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5.4

5.41

5.4.2

5.5

5.51

5.5.2

network elements. ,

Assist other OCIO groups in developing individual disaster recovery plans that integrate with the ITiD
disaster recovery plan.

Respond identified network disasters as required by the disaster plan and in accordance with NRC
policies, procedures and service level requirements.

Documentation Management
Program Management

Develop and maintain an ITID Documentation Management Program for use by all services provided to
assure the comprehensive, detailed, up-to-date documentation of NRC policies, processes, procedures,
systems, applications, and other documentation required for the ongoing maintenance of ITID activities.
Assist in the development of documentation management components specific to other OCIO Groups
that will integrate with the ITID Documentation Management Program.

Procedures

Develop, document (in a easy-to-access and search manner), and maintain standard operating
procedures for all Desktop Systems activities.

Continually review and comment on Desktop Systems standard operating procedures to improve
efficiency, improve user support, reduce cost, or otherwise improve operations of Desktop Systems.
Provide Standard Operating Procedures to OCIO Project Officer and OCIO staff, as requested.
Update and modify processes and procedures within 30 days of any significant change.

Provide assistance implementing OCIO policies and procedures as they pertain to Desktop Systems
support issues.

Respond to NRC independent audits of procedure compliance.

Security Management
Program Management

Develop and maintain an ITID Security Management Program for use by all OCIO Groups.

Be familiar and comply with existing NRC security policies and plans and maintain cognizance of
procedures and standards promulgated by the National Institute of Science and Technology (NIST) as
well as the commercial environment.

Assist in the development of security management components specific to other OCIO Groups that will
integrate with the ITID Security Management Program.

System

Identify and develop requirements and implement security measures to ensure appropriate safeguards

are in place for all system components and services.

Assist each OCIO group to:

. Identify, evaluate, develop, implement and operate automated tools to monitor and manage
security.

. Develop and maintain systems that automatically examine logs for unauthorized access attempts or
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suspicious activities.
- Take necessary action to prevent and stop unauthorized access and/or suspicious activity.
« Gather and analyze statistical security information and provide recommendations to improve and
enhance security.
\ - Implement data security, file conversion, and file and data backup policies.
- « Control access to administrator rights and passwords.
« Ensure all systems have and use security capabilities meeting NRC’s minimum standards.
« Provide End-User ID administration.
+ Develop, document, and follow step-by-step account administration processes and procedures for
every scenario to assure the continuity of support staff performance.
« Update the account administration processes and procedures as necessary to conform with current
operations.
.« Provide OCIO staff (as identified by the Project Officer) a copy of the account administration
processes and procedures.
« Provide password administration (including resets, automatic expirations).
+ Provide end-user account management.
» Provide account security precautions.
«  Provide shared file access management and administration.
. Administer access control lists for directory, library, and categories.
. Set up system defaults for user and group profiles.
. Set up default access rights for users and groups.
- Set up and administer the Administrator group, including adding and deleting users.
« Maintain user profiles. :
. Support, revise, and implement standards for assignment of privileges.
. Provide security capabilities for all CSC systems in accordance with NRC policies and procedures.

5.3 Network/Cyber

+ Identify and develop requirements and implement security measures to ensure appropriate safeguards
are in place for network components, systems and services.

. identify, evaluate, develop, implement and operate automated tools to monitor and manage network
security.

. Develop and maintain systems that automatically examine network access logs for unauthorized access
attempts or suspicious activities.

« Take necessary action to prevent and stop unauthorized network access and/or suspicious activity.

« Evaluate, develop, implement and continuously update virus protection software as required for network
and desktop components, systems and services.

« Gather and analyze network and desktop statistical security information and provide recommendations
to improve and enhance network security.

« Provide recommendations and maintain adequate physical security measures for network components
and systems.

«  Perform periodic audits to ensure compliance with security procedures and processes and report
results to NRC.

+ Implement data security, file conversion, and file and data backup policies.

« Provide operational maintenance, upgrade, and support of the NRC Firewall components and systems.
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5.5.4 Physical

-

*  Provide recommendations and maintain adequate physical security measures for network components
and systems.

.+ Assist each OCIO group to restrict physical access to rooms with critical systems.
* Assist each OCIO group to control access to facilities where sensitive NRC data may be at risk.

5.5.5 Audits

* Assist each OCIO group to respond to NRC independent audits of compliance with CSC security
policies and procedures.

5.6 Independent Audit and Verification

* Perform semiannual audits of compliance with NRC policies and procedures for:
» Configuration Management
*  Backup
* Disaster Recovery
* Documentation
+  Security

* Report the audit findings to NRC.
* Report the findings to other contractors.
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6 RELATED NRC IT SERVICES

The following NRC IT services are not covered under this SOW. They are briefly discussed here for
formation only.

6.1 TELECOMMUNICATIONS SERVICES

Telecommunications Services provides voice services at the NRC’s headquarters location. The NRC
participates in GSA’s Washington Interagency Telecommunications System (WITS) and FTS2000/FTS2001

programs that provide for local and long distance telephone service to Federal customers in the Washington
area.

Telecommunications Services also provide and manage the additional telecommunications contracts that
furnish additional services not included in the Governmentwide contracts. The systems and equipment
supported include, but are not limited to, CENTREX, ISDN, PBX systems, key systems, facsimiles, pagers,
cellular phones, satellite communications, two-way radios, audio and video conferencing systems, and cable
TV services. The cable plant operation, support and maintenance is included in this grouping based on
budgetary categorization.

Telecommunications Services provide the NRC message center and switchboard, telephone and video
conferencing, voice mail, calling cards, pagers, facsimile machines, modems, cellular telephones, wire
services, secure communications, telex messages, telecommunications devices for the deaf (TDD), and
Emergency Operations Center communications.

2 DATA CENTER SERVICES

fhe Data Center provides system environments for Agencywide applications, including equipment,
administration, operation, and support.

The Data Center provides security, operations, support, and maintenance of all mini and mainframe computer
systems.

The following appilications are provided through the NRC Data Center and are available for use from any
Agencywide desktop system when the appropriate access software is installed. These services are provided
24 hours a day, five days a week, with additional on call support provided as required.

ADAMS Voter Tracking System
Payroll Commissioner’s Calendar
Personnel EXSIS
Property GLDB

Criminal History SIMS

Thesaurus LMS

STARFIRE Emergency Response Data System (ERDS)
Aliegation Management System (AMS)
Executive Shared Information System (EXSIS)

The following applications are provided through a timesharing service. The applications are available from
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Agencywide desktop systems when special Agencywide software is installed and a valid user account is
issued.

~ Regulatory Information Tracking System Operator Licensing Tracking System
_ Agency Training System Manpower System
Automated Personne| System Technical Assignment Control System

Annual Material License Fee

The following applications will be provided through a timesharing service until STARFIRE (the NRC
administration services program) is fully implemented and supported.

Federal Financial Management System (FMS) (120 accounts)
NRC's Financial and Accounting Applications (120 accounts)
Payroll/Personnel System (1,076 accounts)

Production Time and Attendance Data Entry (1,076)

6.3 EMERGENCY OPERATIONS CENTER

OCIO provides operation and maintenance support to the IT Infrastructure components located in the NRC
Emergency Operations Center on the 6" floor of Two White Flint North. Some SMS support will be required
each time the Center is fully activated.

NRC's Emergency Operations Center is intended to ensure the continued, uninterrupted exchange of
information between HQ and any incident site involving nuclear materials, including the four Regional Offices,
Nuclear Power Plans, fuel and waste sites, and other governmental agencies.

ithin the Washington, D.C. metropolitan area, NRC uses Verizon, FTS 2001, GSA Consolidated Local

ervices, and WITS, as well as sharing services with the Department of the Interiors National Interagency Fire
Center.

In addition to the refresh, maintenance and support of desktops, servers and peripherals, ITID is responsible
for performing the following tasks for the Emergency Operations Center:

1) Provide the facilities, services, and equipment required to support both wire, and wireless voice, data
and video communications.

2) Provide Emergency Telecommunications Specialist Coordination support.

3) Update and distribute current copies of the PBX system charts.

4) Maintain the Emergency Telecommunications Response Workbook. :

5) Provide operation and maintenance of the PBX system and associated telecom equipment and
services.
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INFORMATION TECHNOLOGY ARCHITECTURE

Introduction

Purpose

This document describes the United States Nuclear Regulatory Commission’s Information
Technology Architecture (ITA) as required by the Clinger-Cohen Act of 1996 (Public Law 104-
106) and Office of Management and Budget Memorandum

M-97-16.

Background

The Clinger-Cohen Act assigns the Chief Information Officer (CIO) the responsibility of
“developing, maintaining, and facilitating the implementation of a sound and integrated
information technology architecture.”

The Clinger-Cohen Act defines the ITA as:

.. an integrated framework for evolving or maintaining existing information technology
and acquiring new information technology to achieve the agency's strategic goals and
information resources management goals. (Section 5125 (d)

The Office of Management and Budget, in its Memorandum M-97-16 on the subject of
“Information Technology Architectures” states:

The ITA is broad in scope and includes processes and products. An architecture in
compliance with the Clinger-Cohen Act and OMB guidance will contain two elements -

° the Enterprise Architecture,
® a Technical Reference Model and Standards Profiles.

Enterprise Architecture

The Enterprise Architecture at the NRC is described in this document. The architecture consists
of the topology and technical standards used throughout the agency to support the major
systems and networks.

Technical Reference Model and Standards Profiles

The Technical Reference Model at the NRC is a separate document, published periodically, that
describes the legacy, preferred, and target standards in each of several functional areas for the
NRC's desktop, server, and mini/mainframe computer systems. [t also identifies the “to be
avoided” technologies for the agency. It supports the objectives of the Enterprise Architecture at
the tactical level by identifying specific protocols, standards and commercial products

acceptable to the agency to implement the Enterprise Architecture.
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INFORMATION TECHNOLOGY ARCHITECTURE

Overview of the NRC’s Information Technology Architecture

The NRC’s Information Technology (IT) Architecture is designed to provide a standard method
for delivering IT services to the desktop of employees and designated contractors, as well as
facilitate communications with external organizations such as other domestic and foreign
government agencies, nuclear power plants, and other clients, laboratories and the general
public. The agency’s computer centers include servers and mini-computers. These are
connected to the Rockville headquarters backbone network. Other networks, Internet services,
and timesharing services are also connected through Rockville after passing through a firewall.
The NRC’s Enterprise Network Architecture is shown in Figure 1.

All'agency personnel are provided with a standard desktop workstation that is an Intel-based
processor using the Microsoft NT Workstation operating system. The workstation is connected
to an Ethernet local area network (LAN). Each NRC location uses the same architecture for its
LAN installations. This standardization makes operations and maintenance consistent

throughout the agency, and eases the implementation of new agencywide applications and
services.

The LANSs are all connected to the headquarters backbone network. The NRC's other IT
systems and services are also connected to the NRC backbone network, through a series of
inter-connected hubs, routers, and switches. The regional wide area network and backbone
connections use Asynchronous Transfer Mode (ATM) to maintain maximum speed, inter-
operability, and security as well as provide the potential for any-to-any communications.

Internet Engineering Task Force’s (IETF) Internet Protocol (IP) and Novell's Internet Package
Exchange (IPX) protocol are used in the network. IPX will be phased out as Novell provides full
support for IP protocol.

In addition to its internal private network, the NRC uses services from various external sources,
such as Internet services and other government agency timesharing services. The NRC
coordinates with these services to install connections that would make the service accessible to
the NRC users via the standard desktop workstation systems. The preferred mode of access is
through the existing LAN infrastructure using standard remote LAN protocols or ATM.

The remainder of this document discusses the architecture in more detail and is organized as
follows:

. Wide Area Network (WAN) Architecture
. Local Area Network (LAN) Architecture
. Computer Center Architecture

. Three-Tiered Architecture Protocols
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Figure 1. NRC’s Enterprise Network Architecture.
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INFORMATION TECHNOLOGY ARCHITECTURE

NRC Wide Area Network (WAN) Technologies

The agency’s Wide Area Network architecture calls for higher speed communications to connect
the headquarters backbone network to other NRC locations in the Washington area, contractor
locations, NRC regional offices, the nuclear power plant sites, timesharing service providers,
and Internet service providers. Other networks are connected with a combination of high and
low speed services, depending on the capacity and response time requirements. The NRC
requires that all WAN services be terminated with equipment that will support Internet
Engineering Task Force (IETF) Transmission Control Protocol (TCP) over Internet Protocol (IP).

The NRC's high speed services outside of the Rockville metropolitan area are switched digital
WAN protocols. Figure 2 shows the geographic locations served by the NRC enterprise WAN.
The NRC'’s headquarters, in Rockville, Maryland, is the central point of the architecture with
Asynchronous Transfer Mode (ATM) connections to all of the regional offices. Frame relay
services connect the nuclear power plants to the regional offices. Frame relay is also used to
connect the agency's training center to the Rockville backbone. The logical layer protocol is
ATM Adaptation Layer (AAL) between headquarters and the regions and |EEE 802.3
(CSMA/CD Media Access Control - Ethernet 10 Base-T) between the regions and the nuclear
power plant sites. A legacy T-1 network is used for video teleconferencing between
headquarters and the regional offices.

In the Rockville area, because of the availability of fiber-based technologies, the NRC is using
Bell Atlantic’s Fiber Distributed Data Interface (FDDI) Network Services (FNS) for local high
capacity connections to the agency’s Internet service provider and its IT support contractor. The
logical layer protocols supported by this service are IEEE 802.3 (Ethernet) and IEEE 802.5
(Token Ring). A variety of other services are also employed for local connections to other
networks, including full T-1/DS-1, fractional T-1, dedicated digital services, and dial-up services.

United States Nuclear Regulatory Commission 4 September 13, 1999



INFORMATION TECHNOLOGY ARCHITECTURE

o~
N

(\/“ . -,
L

/w/\/-\

\,

- -~ ic ~
v er N { Access N Int t )
( ’ nternet |
¢ Trusted e N {  Services 3
k Networks _/5 . T 3 |
\/\J\A\//\’/ -."'. \ _/

l:
/

\

7
~A
.\\

\

(\gt;lear l e

f Power <‘~._
(1 Plants <
S - -
\ L = Timesharing
\.\ - Services
A T
ATM
------- Frame Relay
————- Fiber Distributed Data Interface (FDDI) Network Services (FNS)
------------- Dedicated Digital Services (DDS), Fractional or Full T-1/DS-1
Various Technologies
Figure 2. NRC Wide Area Network Technologies.
United States Nuclear Regulatory Commission 5

September 13, 1999



INFORMATION TECHNOLOGY ARCHITECTURE

Local Area Network (LAN) Architecture

The NRC connects all of its Intel-based processor desktop workstations to a Local Area Network
(LAN) hub. Other types of connections are discouraged and every effort is made to
accommodate various access requirements within the LAN architecture. Figure 3 shows the
architecture for a typical building at the agency.

Up to 160 desktop workstations, printers, office servers, or other Ethernet capable devices can
be connected to a single LAN hub. The agency uses at least one switched Ethernet 10Base-T
hub on each floor in a building. These are connected, via multi-mode fiber, to central backbone
switching hubs located in a computer center in the building. The protocol for hub-to-hub
communications is ATM. There are at least two backbone hubs per building. All hubs are fully
redundant, with dual processors and dual backplane capability. The hubs that serve the
individual floors are connected to at least two backbone switching hubs for further redundancy.
The backbone switching hubs are used to interconnect the buildings and remote locations.

At the regional offices, the architecture of the LANSs is essentially the same. Identical
ATM/Ethernet switching hubs are used in all locations. The regional offices and headquarters
are interconnected via one set of backbone hubs at each location that is configured for ATM
communications over the WAN.

The regional offices are connected into the Nuclear Plant Sites using smaller shared Ethernet
hubs with remote communications capability to connect to the regional backbone hubs. Frame
relay connections accommodate these locations.
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Com ;;uter Center Architecture

The NRC is migrating toward a three-tiered architecture that includes desktop processors and
office servers at the first tier, agencywide servers at the second tier, and mini-computers,
mainframes, and external services in the third tier.

Mini-Computers
Mainframes
External Services

L

Agency Wide
Servers

1

Desktop Processors
~and
Office Servers

Figure 4. Three-tiered Application System Architecture

First Tier. Desktop processors and office servers are located in the office areas and connected
through 10MB switched Ethernet connections. Print servers are also located in the office areas.
The agency infrastructure support organization maintains most of the devices in the first tier,
including the desktop systems, print servers, and printers that are LAN connected, and some
specialized high performance computers. Other devices may be connected to the agency-wide

United States Nuclear Regulatory Commission 8 September 13, 1999



INFORMATION TECHNOLOGY ARCHITECTURE

network or the local LAN as first-tier devices provided they meet minimum requirements for
connection and do not disrupt operations of other systems.

Second Tier. The second tier contains most of the agency'’s server systems. The NRC has
centralized its E-mail, network, and agency-wide application servers into computer rooms in
each building. The servers are directly connected to the ATM backbone switching hubs shown
in Figure 3 with ATM Network Interface Cards (NICs) and multi-mode fiber connections. This
architecture provides backbone network speeds for connecting the servers to any floor on the
LAN in the local campus. It reduces the reliance on user proximity for client/server application
network performance. Servers no longer have to be located on the same floor as the clients that
they serve. Availability of the servers can be centrally monitored and managed by the hub
systems as well as by an independent centralized network management system. The load on
each server can be monitored and balanced with other servers as necessary. The ability to
observe and access the server systems from a single location provides more efficient use of
support personnel and more effective and timely operational and maintenance support.

In addition to being centrally located, the NRC servers have been divided into functional
groupings. This facilitates the planning for standard systems and interfaces. Different functional
groups of servers may require different standard hardware and software: configurations and
architectural interfaces in order to effectively perform their function. The functional groupings
are as follows:

Second Tier Agencywide Servers

Server File Messaging Print Applications || Database Gateway
Category || Servers Servers Servers Servers Servers Servers
Function File and Messaging Print Queue Specialized Client/Server Gates

Mass Data and E-Mail Storage Client/Server Database Between
Storage Services Buffers Application Services Unlike
Services Shared Processing Networks or

Printer Operating
Network System
Connectivity Environments

For additional information on the configurations and operating environments for servers, refer to
the Technical Reference Model dated January 4, 1999.

Third Tier. The third tier in the NRC Application System Architecture consists of legacy
mainframe and mini-computer systems, and other connections to external networks and
services. There are a wide variety of configurations and interfaces necessary for connections
and inter-operability with these systems. At the core of the NRC's third tier architecture is the
assumption that standard protocols will be used wherever possible and the Internet Engineering
Task Force (IETF) protocols will be supported and encouraged to the greatest extent possible.
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Three-Tiered Architecture Protocols

Physical and Logical Layer. The physical and logical layer protocols for the first tier is switched
Ethernet 10Base-T. For the second tier, the protocol is ATM. For the third tier, the NRC has a
number of different physical and logical layer protocols that have been implemented to
accommodate external networks. All are translated to ATM for routing through the NRC
backbone, then to the standard IEEE 10Base-T and IEEE 802.3 (Ethernet) for delivery to the
desktop. Although the transport system of choice for client/server communications is Internet
Protocol (IP), there are some legacy systems running Novell IPX. These will be retired with the
implementation of Novell's full IP support in FY 2000.

Network Layer. The NRC has put considerable emphasis on the standardization of network
protocols in the three tiers of its architecture in order to provide a network infrastructure that
provides maximum inter-operability between systems. The standard method for employees to
access third tier external networks and services is through their first tier desktop systems. Third
tier systems must traverse the first and second tier systems in order reach their target clients on
the first tier desktop systems. Internet Protocol (IP) has been implemented as the standard
network layer interface to these external sources. It can be supported in all three tiers and it can
support the packet delivery services of Transmission Control Protocol (TCP) at the transport
layer.

Transport, Session and Application Layers. The NRC uses a variety of methods for external
applications to address client software on desktop systems, establish sessions, and establish
application to application communications. Although the vision of the agency is to find a single
method for inter-operability with external applications, the agreement on commercial open
system technologies required to implement this is still far in the future. In the meantime, the
NRC is using some of the more widely accepted methods, such as the IETF defined service
technologies: Transmission Control Protocol (TCP), HyperText Transfer Protocol (HTTP), File
Transfer Protocol (FTP), TELNET Virtual Terminal, and Simple Mail Transfer Protocol (SMTP).
The NRC also supports Secure Sockets Layer (SSL).

Summary. The primary protocols supported in the three-tiered architecture are shown in Figure
5.
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1.0 Background

Sytel, Inc. of Bethesda, MD is the successful offeror on the U.S. Nuclear Regulatory
Commission’s (NRC), “Next Generation Network” contract. With its subcontractor, CEXEC,
Inc., Sytel will be supporting the NRC'’s existing Agency Wide Network (AWN), while designing,
developing, and installing the Agency’s Next Generation Network (NGN).

2.0 Purpose

This document outlines the Integrated Development Process Model (IDPM), describing the
optimal method for adding new technology to the Production Operations Environment (POE), or
modifying existing systems, while maintaining the stability and reliability of the POE. The IDPM
is a series of standardized repeatable processes that will provide many benefits. Following the
IDPM also ensures that the effectiveness of the new technology will be maximized, and that
support costs will remain low. The IDPM forms the framework around which all additions,
deletions, and changes to the Production Operations Environment (POE) will be accomplished.
The IDPM wili define all of the phases required to take an integration project through its full life
cycle.

3.0 Approach

This document is an overview of the ten phases of the IDPM, explaining the general steps and
purposes of each phase. Additional documents are being developed which describe each
phase in detail, and provide examples. The IDPM covers the implementation of all types of new
technology and the modification of existing systems. For practical purposes, there are three
types of new technology: software, hardware, and systems which are comprised of both
software and hardware. Where necessary, this document will distinguish among the types of
new technology being deployed.

In the planning of the implementation of a new technology, or a modification to existing
systems, all ten phases should be included. However, only some of the steps within each
phase will be appropriate for a given implementation, requirement, or modification. This will be
most notable in the case of a modification. Key factors in determining which steps should be
emphasized, and which steps excluded include:

. Whether the new system is an upgrade, or the introduction of a new application or
technology to the POE;

. Whether the new technology being implemented is software, hardware, or a system;

. Whether, and to what degree, the new technology, or modification will change the way
users work, or interrupt their work during implementation;

. The number and type of NRC offices affected by the new technology or modification;

. The size of the new system; and

. The age and condition of the existing system in the case of a modification.

These issues will be addressed further in the detail documents about each of the ten phases.
Section 4 of this document will provide an overview of the whole model. Section 5 will give a
brief introduction to each of the ten phases. Attachment A is a generic schedule created in
Primavera Project and includes the major steps of the ten phases and their dependencies.
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4.0 Overview of the IDPM

The Integrated Development Process Model is a customization of a standard Information
Technology System Development Life Cycle (SDLC) to best meet the needs of the NRC POE.
The goal is to follow a standard method of developing and deploying all applications and
systems which add to or change the POE so that the POE and the new technology can remain
stable and be supported. The IDPM also integrates the lessons learned from past successes
and difficulties in development, testing, implementation and support. The ten phases of the
IDPM ensure sufficient attention to key aspects of the process. For simplicity, wherever new

technology is referenced, it will be inclusive of any new additions to the POE as well as
modifications to existing POE systems.

To put it simply, any new technology developed and implemented carefully according to the
IDPM will be reliable on the NRC network and valuable to the people who use it. Additionally,
modifications made to existing systems will not disrupt current capabilities of the affected
systems, but will enhance them or they will not be implemented.

Figure 1 illustrates the ten phases of the IDPM, in order. Each phase must be completed
before the next phase can begin. For example, Phase 4, New Technology Acceptance Testing,
includes the possibility that the new technology will be found to be unworkable in its current
version, and will be sent back for redesign. Therefore, Phase 5, Integration into the POE,
should never begin until Phase 4, New Technology Acceptance Testing, is complete.
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Figure 1 Ten Phases of the IDPM
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There is one very important note to make regarding testing. All of the phases include some
review and/or testing steps. Passing a review or test is not automatic for a new technology. In
an ideal project, the tests would be run, the product would pass, and the next steps, or next
phase, would begin. In reality, this never happens. Tests find problems that require minor
repair, documentation revision, or major rework. Then the tests must be run again. Only when
the test is passed can the project move on to the next steps or phases.

Testing, therefore, brings an iterative component into the life cycle. The technical details of
tests and handling of test failures are left to the detail documents. However, at this level, three
elements must be recognized:

. It is not appropriate to push development of a new technology forward when it does not
pass the tests. Usability and reliability must be proven before the next step of
development or deployment begins. Otherwise, time and cost will both spiral out of
control, and lower quality will create reliability problems for the new technology, and
possibly for the entire POE.

. Since it is impossible to predict what failures will occur during testing, it is impossible to
predict how long a testing/repair cycle will take. The IDPM includes the best available
methods for making estimates, but actual schedules will vary. If the overall IDPM
schedule is created properly, and it is followed carefully with appropriate resources
assigned to each step, then the new technology will be ready for deployment on
schedule.

. Testing is crucial. Errors in any one phase, if passed onto the subsequent phase,
generally cost ten times as much to fix in the next phase as they would have cost in the
phase in which they occurred and that cost will increase logarithmically for each
subsequent phase in which they remain unfixed.

5.0 Entry Point and Description of the Ten Phases

Each of the ten phases is described here. The description includes the purpose of the phase,
the prior work that must be completed so that the phase can begin, the goal of the phase, and
the steps of the phase.

In most cases, this document does not define who will do the work of each phase. The
organization (NRC division, vendor, or consulting group) who will perform the work varies
depending on the type and size of the project. The detail documents will provide an explanation
of which group will do a phase for a particular kind of new technology that is being developed.
However, in cases where a phase is always performed by a given group, the group is identified
in this document. '

The purpose of the phase explains the core value of the work entailed in the phase. The prior
work that must be completed (usually completion of the prior phase) describes what must have
already been done so that the phase can begin. The goal of the phase describes the concrete
deliverables—usually items ready for testing, or tested, approved items ready for the next phase.
The steps are the task items that comptise the phase. The deliverable into Phase 1 will be a
Task Requirements Outline that has been approved by the Operations Configuration Control
Board (OCCB) as something that should be developed and deployed into the POE.
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5.1  Detailed Requirements Analysis

The purpose of the detailed requirements analysis is for the users of the new technology to
define what the new technology must do to enhance the way they work, defining the purpose of
the new technology. The need for change arises with the end user, either because new work is
being performed, or because the existing system is not providing what is needed for work to be
done effectively or efficiently. Only the user (or supervisor of a group of users) can describe
what it is they need the system to do.

If the purpose of the new technology is carefully created and verified in this phase, then the
final product will suit the user’'s needs. If the purpose is not defined clearly enough, the product
will not improve the work of the people who use it. Precision in the determination and
documentation for the requirement is critical at this phase. It is possible that there is an existing
system that can provide their required functionality that the users are unaware of. Itis also
possible that there is an existing system that can be modified to provide the required
functionality.

The first key to success in any project is a thorough understanding of the goals. Without well
defined user requirements, those goals cannot be set and therefore will never be reached.
Industry analysis clearly points to lack of requirements or shifting requirements as a major
cause of information technology (IT) integration failures.

The second key to success is a thorough understanding of what the users will be doing with the
new technology. Processes must be well documented and understood before any design work
can take place. Itis even very possible that a new technology is not required, just a
re-engineering of the existing processes. It is a common myth that technology can solve
problems in processes. This of course is not true and will only lead to a more efficiently
executed bad process. Interview and process documentation performed by systems analysts
are required before any detailed requirements or design documents can be written. Again,
research shows poor analysis to be another major cause of IT integration failure.

The detailed requirements analysis is the first phase of the IDPM, so nothing needs to be done
before it begins.

The goal of the detailed requirements analysis is a document that accurately describes needs
that the new technology will fulfill and the environment into which the new technology will be
placed.

The steps of the detailed requirements analysis are:

1. Meetings between NRC users and technical staff to define the users’ requirements;

2. Analysis of processes affected, created, or eliminated by the new technology;

3. Identification of other users who will use or be affected by the new technology, and
inclusion of their needs; :

4. Identification of any specialized, labor intensive or unusual support requirements needed

by the users;

A conceptual review of the parts of the POE that the new technology will interact with;
A determination of feasibility (if the project is not found to be feasible, it is canceled
before resources are spent on design);

o o
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7. Production of an analysis document, form the Task Requirements Outline, which
provides:
A. The project name; , :
B. A description of the Scope of the project, including which divisions of the NRC

will and will not use the new technology, and what the new technology will and

will not do; '

The primary users’ detailed needs requirements;

Secondary users’ detailed needs requirements:;

A list of all parts of the POE which are affected by this new technology;

nmmoo

G. An initial draft Project budget and schedule.

8. Approval of this detailed requirements analysis document by all stake holders;

9. Approval of funding for the design phase. If there is a commitment to proceed with the
entire project, approval of funding for the entire project;

RM/CM

10. The Requirements analysis document is sent to the OCCB for approval;
11. If Approved, the Requirements Analysis is sent to Release Management to assign
Release Candidate status and target release dates.

create it. A proper conceptual design, technical design, and project plan ensure that the project
can move ahead to deliver a new technology that will be usefu) when it is implemented.

Before the detailed design phase can begin, the detailed requirements analysis must be
completed and approved by all parties. In addition, funding for the design, or for the whole
project, must be approved.

The goals of the design phase are:

. A completed detailed conceptual design;

. A completed technical design;

. A project schedule;

. A budget covering all remaining phases of the IDPM for this project;

. Design of monitoring and maintenance tools for the new technology through integration
into the Integrated Network Monitoring System (INMS); and

. An upper level outline for the support, operations, and maintenance of the new

technology.
The steps of the detailed design phase are:

Identification of the technical teams involved in design and development:
Creation of detailed functional specifications;

Preparation of a detailed conceptual design;

Determination of the type of project: new software, new hardware, new
multi-component system, or modifications to existing systems;

el SN
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5. Determination of the size of the project: small (such as an upgrade), or large (such as a
new system implementation);

6. Determination of whether the new technology will be purchased as is, purchased and
customized, or created as a custom application or system;

7. Approval of the functional specifications and conceptual design by the technical groups
that will be involved in the project;

8. Preparation of one or more technical designs, with product specifications, time and
budget estimates;

9. If more than one technical design is prepared, a preparation comparison chart to help

the requestor’s technical representative determine which is the best choice, and, if
appropriate, a recommendation of one of the alternatives;

10. A technical review of the parts of the POE that the new technology will interact with;

11. An integration plan that focuses on the interactions between the services and interfaces
available as part of the POE and the requirements of the new technology for interfaces
and services to operate correctly and communicate on all levels with end users and
existing POE systems; _

12. A go/no go decision on the entire project, if this was not done in Phase 1;

13. A selection among the technical design options approved by the requestor’s technical
representative, any appropriate applications acquisition or development team, ITID/IDIB,
ITID/IOB, and ITID/CSB;

14. Budget approval for the remaining eight phases of the project, if this has not already
been obtained in Phase 1.

5.3 New Technology Development

The purpose of the new technology development phase is the actual creation of the new
software, hardware, or multi-component system which will be used at the NRC. The product
may be acquired (as in the purchase of COTS software, such as the Corel 8 suite), assembled
and customized (as in the development of a system built of multiple hardware and software
components, and then customized, such as ADAMS or Citrix Remote Access), or developed as
custom software.

Before the new technology development phase can begin, the detailed design phase must be
completed, with the conceptual and technical design approved, a functional specification
approved, the departments involved identified, and funding approved and assigned.

The goals of the new technology development phase are:

. A working épplication, hardware component, or multi-component system ready for
testing;

. Development of monitoring and maintenance tools for the new technology through
integration into the Integrated Network Monitoring System (INMS); and

. A support, operations, and maintenance plan for the new technology.

The steps of the new technology development phase are:

1. Review of the technical design;

2. Determination of the roles of all stake holders staff, including the Project Requestor, the
contacts for other affected divisions, and the project owner;
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3. Selection of vendors and consultants, either per current contract, through
subcontracting, selection, or a bidding process, as determined by policy and legal
requirements;

4, Purchase and/or build the components;

5. Assemble and/or build the system;

6. Custom integration as required;

7. Changes to the technical design, as needed:;

8. Development of the tools needed to be added or modified in the INMS to provide
automated monitoring of the new technology and to provide the data required for
reporting;

9. Preparation of a user guide and any changes required of the detailed design document
and technical specifications and if so, reapproval of the new documents:

10. Preparation of the support, operations and maintenance plan for the new technology;

11. Preparation and approval of a comprehensive test plan based on the functional
specifications;

12. Internal testing, in an isolated controlled environment, by the development group to help

assure that the product can pass the formal acceptance tests in the next phase.

5.4 New Technology Acceptance Testing

The purpose of the new technology acceptance testing phase is to assure that the new
technology works, providing users with the functionality determined in the Requirements
Analysis, and also working in the technology environment of the POE.

Before the new technology acceptance testing phase can begin, the new technology
development phase must be completed. NOTE: The initial scheduling steps (below) begin
once the new technology development phase is completed, and the developers know when
they will be able to deliver a working system.

The goal of the new technology acceptance testing phase is a working system that is approved
and ready for the development work necessary to integrate it into the POE.

The steps of the new technology acceptance testing phase are:

1. The group performing the new technology development informs the stake holders of a
delivery date when the new technology will be delivered for testing;

2. A test group is formed that will perform the tests in accordance with the acceptance test
plan;

3. The stake holders review the Acceptance Test Plan and determine who (the NRC, an
independent consultant, etc.) will perform the acceptance tests;

4. The acceptance test platform is set up. This is not a pilot test, so the application is not
tested in the live POE. An isolated test facility will be used that mimics the current POE;

5. If desirable, users willing to participate in the tests along with the testers are found, and
the tests are scheduled;

6. The testers set up the test environment and install the new technology. This is part of

the test. Installation failures indicate problems with the new technology under
development;

7. The user tests are performed to assure that the application will meet the needs of NRC
staff per the original analysis;
8. Testing of the INMS monitoring and support of the new technology;
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9. Load and stress, functionality, and other tests as defined in the Acceptance Test Plan,
are performed;
10. If any minor problems are found, they are resolved by the developers from the new

technology development team and the tests are run again, as many times as needed
until the deficiencies are corrected;

11. If any major problems are found, the new technology is returned to Phase 4, new
technology development for rework; :

12. If any changes are made, all test series are re-run. Version control is in place at all
times;

13. All test results are documented and published;
CM/RM

14. Configuration Management and Release Management review test results and
documentation done to this point;

15. Any adjustments to the Release Schedule are made;

16. Once the new technology has passed all tests, it is approved to proceed by the OCCB.

5.5 Integration Into the POE

The purpose of the integration into the POE phase is to resolve all problems between the new
technology and the POE to make sure that the new technology is reliable on the POE and will
have the lowest possible support cost. This integration phase involves taking the newly
developed technology that has been tested as a unit and “fitting” it into the POE to ensure that .
all interfaces and services that the new technology requires or uses are available and
compatible with the standard interfaces and services provided by the POE. Invariably any
integration effort will uncover reliability and compatibility issues that were not discovered in the
new technology acceptance testing phase. These need to be resolved prior to the operational
acceptance testing phase and should become elements in the test plan, if they are severe
enough, so that it can be confirmed that any integration issues arising at this phase are indeed
corrected. As is the purpose with an integration effort, there may arise requirements for
additional components to be added to the new technology, or the modification of existing
components to provide physical, data and semantic compatibility with the POE. These
components should be incorporated into all design, development and test documentation prior
to the operational acceptance testing phase. o

Before the integration into the POE phase can begin the new technology acceptance testing
phase must be completed.

The goals of the integration into the POE phase are:

. Resolution of all reliability and compatibility issues that arise during the integration effort,
so that the product is functional, and the product and the POE are reliable when working
together;

. Creation and testing of a deployment method;

. Completion of an operational acceptance test plan, an integration design document, an
implementation plan, and a support plan;

. Final testing, editing and preparation of user guides and other end-user documentation:
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. Implementation of the monitoring and maintenance tools for the new technology through
integration into the Integrated Network Monitoring System (INMS); and
. Validation of the support, operations, and maintenance plan for the new technology.

The steps of the integration into the POE phase are:

1. Update project schedule based on estimates from the master schedule and including
any adjustments that may be required so that a new technology has actually been
developed and tested;

2. Determination of optimal deployment methods;

3. Resolution of all remaining compatibility and reliability issues;

4. Identification and resolution of issues of alternative deployment methods to remote
locations;

5. Validation of a support, operations and maintenance plan, and al! of the tools and
processes necessary to implement that support, operations and maintenance plan;

6. Development of an implementation methodology, including, among others, automated
deployment technologies, and installation instructions written to the appropriate level of
the installer,;

7. Preparation of an operational acceptance test plan, an integration design document, an
implementation plan, and a support plan ready for review and approval by the NRC;

8. Preparation of final end-user documentation ready for NRC approval.;

9. Preparation of a proposed implementation sub-project schedule ready for NRC
approval;

10. Development of any required training support for the end users:

11. Run a limited pilot test to determine any functionality and integration issues and to

validate the implementation and support methods. Support for this pilot will be by a
specially selected cross functional group of all support tiers and the development team;
12. Implementation and testing of the INMS tools for monitoring, maintenance and reporting
of the new technology and related changes required to any existing systems;
13. Creation of a detailed Operational Acceptance Test plan;
14. Issues and bug tracking method determined and user feedback mechanism defined;
15. Approval of the detailed Operational Acceptance Test plan by all stake holders.

5.6  Operational Acceptance Testing

The purpose of the operational acceptance testing phase is to ensure that the implementation
method works and that the new technology, as installed on the POE, will be stable, reliable, and
supportable and provide the functionality specified in the analysis.

Before the operational acceptance testing can begin, the integration into the POE must be
completed. Documentation from the integration into the POE phase can be in draft format, as it
will be tested and improved during operational acceptance testing.

The goal of the operational acceptance testing phase is a fully operational test system on the
NGN installed by a working implementation method and a list of known problems and issues
which can be resolved during the transition to support.

The steps of the operational acceptance testing phase are:

1. The implementation method is performed by the installers on a test system on the NGN;
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2. Reliability and workstation compatibility tests are performed within the network
environment;

3. Compatibility tests with the Next Generation Network (NGN) components of the POE
are performed. These include tests of functionality on the network, network operating
system, and operating systems of the NGN, and functionality of all data exchange and
other interfaces with POE applications, operating systems, and hardware:

4. End-user testing is performed,;

5. Other tests, such as crash recovery tests, as specified in the Operational Acceptance
Testing Plan, are performed; _

6. If any minor problems are found, they are resolved by the developers from the
integration development team and the tests are run again, as many times as needed
until the tests are passed;

7. If any major problems are found, the new technology is returned to Phase 8, integration
into the POE for rework;

8. If any changes are made, all technical test series are re-run. End-user tests are double
checked, but do not need to be run at full capacity. Version control is in place;

9. Documents, such as installation and user guides, are also tested during operational
acceptance testing. They are edited and final drafts are prepared:;

10. An expanded pilot test is initiated encompassing a larger cross section of users and a
larger portion of the support group in operations as well as the development team; and

11. Once the new technology has passed all tests, it is approved for transition to support,
and implementation and training;

CM/RM

12. Configuration Management reviews all documentation;

13. Release Management reviews all documentation and deliverables;

14. Release Management process commences;

15. Configuration Management approves new technology as part of a release package for
implementation and approves package deployment start date.

5.7 Transition to Support

The purpose of the transition to support phase is to ensure that all support teams are fully
prepared to support the new technology on the POE and move the development team away
from the operations, support, and maintenance of the new technology.

Before the transition to support can begin the integration into the POE must be completed.

The goals of the transition to support phase are:

Finish the training and indoctrination of all support staff;

Ensure that all monitoring and management systems are in place and functioning
correctly in accordance with the support, operations and maintenance plan;
Begin the training of the main user population; and

Confirm that all documentation is complete and approved.

Release management process begun.

The steps of the transition to support phase are:

1.

Implementation Schedule prepared and submitted for approval;
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2. Completion of any outstanding documentation, documentation and any outstanding final
approvals;

3. Regular meetings between the development team and Network Operations are held,
maintaining an Open Issues document, and working until all open issues are resolved:

4, Complete training and certify the NOC staff members in installation (if applicable) and
support of the new technology;

5. Complete training and certify CSC staff members in installation and customer support of
users of the new technology;

6. Issues and bug tracking processes are used to resolve problems as quickly as possible;

7. Integration of lessons learned into documentation and product. NOC and CSC staff
participate in finalizing any document or new technology changes;

8. Approval of the final implementation schedule.

5.8 Implementation and Training

The purpose of the implementation and training phase is to deliver the new technology to users
on the POE so that they can use it. If end-user training is provided, it is offered on a
coordinated schedule with implementation.

Before the implementation and training phase can begin the transition to support must be
completed.

The goal of the implementation and training phase is a production system of the new
technology on the POE supported by the NOC and CSC.

The steps of the implementation and training phase are:

1. A meeting with departmental Information Technology Coordinators to introduce the new
technology and plan details of implementation and introduction of the technology to
users;

2. Bulletins and other memoranda and notices informing users of the implementation
schedule to their departments;

3. Implementation to all parts of the NGN and POE receiving the new technology;

4, Implementation of full support of the new technology by the NOC and CSC, and the end

of routine support by the ITID/IDIB consuiting team. This includes final preparation of
NOC and customer support SOPs and training of all NOC and CSC staff;

5. Receiving and integrating user response to the new technology;

6. End-user training, if any, coordinated with deployment to users in each department; and

7. A build-fix cycle that ensures that any problems that arise during implementation are
identified, resolved, and deployed to (a) the system that reported the problem, (b) other
systems which have already been deployed, and (c) systems that are going to be
deployed; :

8. User feedback mechanism in place;

RM/CM

9. Update Configuration Management Databases as new technology is deployed.
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5.9 Operation and Support
The purpose of the operation and support phase is that, during the life of the new technology, it
- Is used and provides benefit to the NRC and its staff. It is well-maintained at low cost.

Before the operation and support phase can begin the transition to support and implementation
and training phases must be completed.

The goal of the operation and support phase is many useful, low cost years of life for the new
technology.

The steps of the operation and support phase are:

1. Ongoing support of the application by the NOC;
2. Ongoing support of users by the CSC;
3 Over the first few months, close review of problems that arise. This review may lead to
additional NOC/CSC training, and/or a new IDPM cycle for improvement of the
, application;
4, Verification that support SOPs and escalation SOPs are being followed by the NOC and
CSC, and determination of the validity of these SOPs. SOPs will be re-written if

necessary;

5. Maintenance of any vendor or consulting support contracts needed for the new
technology; '

6. Installation or re-installation of the new technology as needed to support growth or
changes of use of the new technology; '

7. Maintenance of the integration of this technology with system and usage changes and
POE security;

8. Integration of other new technologies with the technology that has been implemented,
through other IDPM cycles;

9. Issues, bug tracking, long-term trending using INMS and help desk tracking software
are used to determine how effective cost-reduction or increased value of usage can be
obtained; -

10. Identification of the need for minor changes, major changes, or replacement of the
technology.

5.10 Decommissioning and Disposal

The purpose of the decommissioning and disposal phase is the proper ending of the use of the
technology in place with its replacement with a newer technology implemented through the
IDPM process.

Before the decommissioning and disposal phase can begin, the NRC must recognize that this
component of the POE has reached the end of its useful life.

The goal of the decommissioning and disposal phase is the secure and cost-effective removal
of the technology from the POE as the technology that functionally replaces it is phased in
through a new IDDM. -

The steps of the decommissioning and disposal phase are:

1. Determination of the date of the end of the useful life of the technology;
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2. Creation of a decommissioning plan which addresses security, equipment, licensing,
and usage issues;

3. Creation of a new IDPM cycle for a new technology which will functionally replace the
existing technology; :

4. Implementation of the new technology;

5. Assurance of the functionality of the. new technology;

6. Decommissioning of the old technology, so that it is turned off and no longer accessible
to users;

7. Check to ensure all users can perform all tasks on the POE without this technology
present; ~

8. Confirmation that all data on the old technology has been transferred to the new
technology;

9. Secure elimination of data on the old technology;

10. Identification of alternate uses of equipment, and disposition of that equipment to
alternate locations, or sale, donation, or disposal of that equipment;

11. Upgrade, transfer, or cancellation of software licenses, as appropriate; and

12. Upgrade or termination of support contracts, as appropriate;

RM/CM

13. Update Configuration Management Databases as decommissioning progresses.
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Attachment A - Generic Primavera Schedules for all Ten
Phases
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TITLE _ES_ EF oD
INFRASTRUCTURE DEVELOPMENT PROCESS MODEL 02-dan-01_) | 14-Jun-01_) 117
Phase | - Detailed Requirements Analysis 02-Jan-01_) | 18-Jan-01_) 13
Start 02-Jan-01_) 0
Recognition of a need 02-Jan-01_) | 02-Jan-01_) 1
Creation of a Task Order 03-Jan-01_) | 09-Jan-01_) 5
Meeting w/ NRC users/technical staff def. req. 10-Jan-01_) | 10-Jan-01_) 1
Analysis of affected, created, or eliminated 11-Jan-01_) 17-Jan-01_) 5
Identify other users affected by new tech 18-Jan-01_) 18-Jan-01_) 1
Phase |l - Detailed Design Phase 18-Jan-01_) | 26-Jan-01_) 6
Identification of technical teams involved 19-Jan-01_) 19-Jan-01_) 1
Creation of detailed functional specs. 22-Jan-01_) | 22-Jan-01_) 1
Preparation of a detailed conceptual design 23-Jan-01_) | 23-Jan-01_) 1
Determination of type of project: new SW/HW... 24-dan-01_) | 24-Jan-01_) 1
Determination of size of project: small/large 25-dan-01_) | 25-Jan-01_) 1
Determination whether new tech purchased/custo 26-Jan-01_) | 26-Jan-01_) 1
Phase Il - New Technology Development 29-Jan-01_) | 27-Feb-01_) 21
Review of the technical design 29-dan-01_) [ 29-Jan-01_) 1
Determination of roles of all stakeholders 30-Jan-01_) | 30-Jan-01_) 1
Selection of vendors and consultants 31-dan-01_) | 31-Jan-01_) 1
Purchase of components 01-Feb-01_) | 01-Feb-01_) 1
Assembly of the system 02-Feb-01_) | 02-Feb-01_) 1
Custom integration 05-Feb-01_) | 05-Feb-01_) 1
Changes to the technical design, as needed 06-Feb-01_) | 06-Feb-01_) 1
Preparation of User Guide 07-Feb-01_) | 07-Feb-01_) 1
Review of POE that new tech will interact w/ 08-Feb-01_) | 08-Feb-01_) 1
Preparation/approval of test plan 09-Feb-01_) [ 09-Feb-01_) 1
A determination of feasibility 13-Feb-01_) | 13-Feb-01_) 1
Internal testing 14-Feb-01_) | 14-Feb-01) R
Production of an analysis document 15-Feb-01_) | 27-Feb-01_) 9
The project name 15-Feb-01_) | 15-Feb-01_) 1
Description of the scope of project 16-Feb-01_) | 16-Feb-01_) 1
The primary user’s detailed needs requirements 19-Feb-01_) | 19-Feb-01_) 1
Secondary user's detailed needs requirements 20-Feb-01_) 20-Feb-01_) 1
List parts of POE affected by new tech 21-Feb-01_) | 21-Feb-01_) 1
Description of parts of POE requiring design 22-Feb-01_) | 22-Feb-01_) 1
Initial draft project budget and schedule 23-Feb-01_) | 23-Feb-01_) 1
Approval of detailed requirements analysis doc 26-Feb-01_) | 26-Feb-01_) 1
Approval of funding for design phase 27-Feb-01_) | 27-Feb-01_) 1
Phase IV - New Technology Acceptance Testing 28-Feb-01_) | 29-Mar-01_) 22
Approval of functional specs./conceptual design 28-Feb-01_) | 28-Feb-01_) 1
Prep. of tech. designs w/ product specs. time 01-Mar-01_) | 01-Mar-01_) 1
Prep. of comparison chart/recomm. alternatives 02-Mar-01_) | 02-Mar-01_) 1
A go/no go decision of entire project 05-Mar-01_) | 05-Mar-01_) 1
Selection of tech. design options approved 06-Mar-01_) | 08-Mar-01 ) 1
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TITLE _ES EF __ oD
Budget approval for remaining eight phases 07-Mar-01_) | 07-Mar-01_) 1
Inform stakeholders of delivery date 08-Mar-01_) [ 08-Mar-01_) 1
Creation of the transition 09-Mar-01_) | 09-Mar-01_) 1
Form a test group 12-Mar-01_) | 12-Mar-01_) 1
Stakeholders review Acceptance Test Plan 13-Mar-01_) | 13-Mar-01_) 1
Acceptance Test Plan is set up 14-Mar-01_) | 14-Mar-01_) 1
Identify users to participate, if desirable 15-Mar-01_) | 15-Mar-01_) 1
Testers set up test environmenvinstall new tec 16-Mar-01_) | 16-Mar-01_) 1
User tests are performed 19-Mar-01_) | 19-Mar-01_) 1
[nitial creation of INMS monitoring/support 20-Mar-01_) | 20-Mar-01_) 1
Compatibility tests w/ NGN components of POE 21-Mar-01_) | 21-Mar-01_) 1
Perform other tests: load/stress/functionality 22-Mar-01_) | 22-Mar-01_) 1
Resolve minor problems, if found 23-Mar-01_) | 23-Mar-01_) 1
Major problems found, return to phase IV 26-Mar-01_) | 26-Mar-01_) 1
If any changes made, test series are re-run 27-Mar-01_) | 27-Mar-01_) 1
Approved for integration into POE 28-Mar-01_) | 28-Mar-01_) 1
Integration into the POE 29-Mar-01_) | 29-Mar-01_) 1
Phase V - Integration into the POE 30-Mar-01_) 16-Apr-01_) 12
Develop detailed sub-project schedule 30-Mar-01_) | 30-Mar-01_) 1
Determination of optimal deployment methods 02-Apr-01_) | 02-Apr-01_) 1
Resolve all remaining compat/reliab. issues 03-Apr-01_) | 03-Apr-01_) 1
Creation of a support plan 04-Apr-01_) | 04-Apr-01_) 1
Development of an implementation methodology 05-Apr-01_) | 05-Apr-01_) 1
Preparation of operational accept. test plan 06-Apr-01_) | 06-Apr-01_) 1
Preparation of final end-user documentation 09-Apr-01_) 09-Apr-01_) 1
Preparation of implem. sub-project schedule 10-Apr-01_) 10-Apr-01_) 1
Develop required training support - end users 11-Apr-01_) | 11-Apr-01_) 1
Run a limited pilot test 12-Apr-01_) 12-Apr-01_) 1
Creation detailed Operational Accept. Test plan 13-Apr-01_) 13-Apr-01_) 1
Approval of Operational Test plan by stakehold 16-Apr-01_) 16-Apr-01_) 1
Phase VI - Operational Acceptance Testing 17-Apr-01_) | 27-Apr-01_) 9
Implementation method performed by installers 17-Apr-01_) | 17-Apr-01_) 1
Reliability/Compatibility tests performed 18-Apr-01_) | 18-Apr-01_) 1
End-user testing is performed 19-Apr-01_) 19-Apr-01_) 1
If any minor problems found, resolved by devel 20-Apr-01_) 20-Apr-01_) 1
If major problems found, return to phase VI 23-Apr-01_) | 23-Apr-01_) 1
If changes made, re-run test series 24-Apr-01_) | 24-Apr-01_) 1
Documents tested edited, and final prepared 25-Apr-01_) 25-Apr-01_) 1
Expanded pilot test is initiated 26-Apr-01_) 26-Apr-01_) 1
Tests passed approved for Transition to support 27-Apr-01_) 27-Apr-01_) 1
Phase VI! - Transition to Support 30-Apr-01_) | 03-May-01_) 4
Completion of documentation 30-Apr-01_) | 30-Apr-01_) 1
Regular meetings of the transition team 01-May-01_) | 01-May-01_) 1
Complete training/certify NOC staff members 02-May-01_) | 02-May-01 ) 1
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TITLE __ES _EF oD
Incorporate lessons leamed in documentation 03-May-01_) | 03-May-01_) 1
Phase Viil - Implementation and Training 04-May-01") | 16-May-01_) 9
Approval of final implementation schedule 04-May-01_) | 04-May-01_) 1
Meeting w/ department Info. Tech. Coordinators 07-May-01_) | 07-May-01_) 1
_Inform users of implementation schedule 08-May-01_) | 09-May-01_) 2
Implementation of all parts of NGN and POE 10-May-01_) | 10-May-01_) 1
Implementation of full support of new tech. 11-May-01_) | 11-May-01_) 1
Reviewing and integrating user response 14-May-01_) | 14-May-01_) 1
End-user training, if needed 15-May-01_) | 15-May-01_) 1
A build-fix cycle 16-May-01_) | 16-May-01_) 1
Phase IX - Operation and Support 17-May-01_) | 28-May-01_) 8
Ongoing support of application by NOC 17-May-01_) | 17-May-01_) 1
Ongoing support of users by the CSC 18-May-01_) | 18-May-01_) 1
Review problems that arise 21-May-01_) | 21-May-01_) 1
Verification that support SOPs 22-May-01_) | 22-May-01_) 1
Maintenance of vendor or consulting support 23-May-01_) | 23-May-01_) 1
Integration of any other new technology 24-May-01_) | 24-May-01_) 1
Long-term trending using INMS and help desk SW 25-May-01_) | 25-May-01_) 1
Identification of need for minor/major changes 28-May-01_) | 28-May-01_) 1
Phase X - Decommissioning and Disposal 29-May-01_) | 14-Jun-01_) 13
Determine date of end of useful life of tech. 29-May-01_) | 29-May-01_) 1
Creation of decommissioning plan 30-May-01_) | 30-May-01_) 1
Creation of new IDPM cycle for new tech. 31-May-01_) | 31-May-01_) 1
Implementation of the new technology 01-dun-01_) | 01-Jun-01_) 1
Assurance of functionality of new tech. 04-Jun-01_) | 04-Jun-01_) 1
Decommissioning of the old tech. 05-Jun-01_) | 05-Jun-01_) 1
Check to ensure all users can perform all task 06-Jun-01_) [ 06-Jun-01_) 1
Confirm all data on old tech has been transfer 07-Jun-01_) | 07-Jun-01_) 1
Secure elimination of data on old tech. 08-Jun-01_) 11-Jun-01_) 2
Identification of alternate users of equipment 12-Jun-01_) 12-Jun-01_) 1
Upgrade, transfer, cancellation of software 13-Jun-01_) 13-Jun-01_) 1
Upgrade or termination of support contracts 14-Jun-01_) | 14-Jun-01_) 1
Finish 14-Jun-01_) 0
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1.0 Executive Summary

As the NRC’s dependency on its information technology infrastructure, and on the critical nature
of the applications that use this infrastructure increases, the stability and security of the NRC
network has become critical in ensuring the ability of the NRC to operate and to achieve its
mission requirements. The increasing complexity and interactions between the various network
infrastructure and applications components have made it nearly impossible to predict the
behavior of major changes or application implementations, without actual testing in a
representative environment. Furthermore, development efforts independently conceived and
executed by NRC offices have encountered significant difficulties when attempting to integrate
their system into the NRC WAN. This is due primarily to the lack of early-on development
testing in a representative environment.

The NRC Consolidated Test Facility (CTF), therefore, will be a collection of hardware and
software that represent the current production operational network environment at the NRC as
well as providing a development testing environment . The CTF will be engineered such that
the services and characteristics of the CTF will simulate both the current operational
environment (for production testing) and an environment specifically aimed at supporting
development testing. The goal of the CTF is to provide an environment where new hardware,
software, services and applications can be tested and demonstrated prior to their release into
the Production Environment, and, provide an environment where developers can perform in-
depth testing and evaluation and have access to state-of-the-art systems for future
development efforts. These objectives and processes are closely tied to the NRC's current
System Development and Life Cycle Management model (SDLCM), Infrastructure Development
Process Model (IDPM) and the Release Management Process. The environment will be
constructed by the Information Technology Infrastructure Division (ITID) and operated by the IT
Customer Service Branch (CSB). Applications Development Division (ADD). Stakeholders in
the CTF are ITID, IMD, ADD, PRMD, and the users of the NRC NGN Network.

1.1 Attributes of the CTF

The CTF will be constructed to possess the following attributes;

. Flexible environment.

Highly reconfigurable.

Robust and resilient.

Capable of representing the NRC environment and sub components.
Capable of hosting multiple simultaneous testing activities.

R&D Evaluations

L ] L] L L]

In addition, the CTF will provide an environment for the following types of development and
testing activities:

. One Time Dev and Test-  These are efforts focusing on a single deliverable that is
not expected to be upgraded or supported beyond its initial
form.

. Periodic Dev and Test- These are efforts that have significant stable periods

between changes or upgrades- i.e Network OS, Desktop
OS (platform), etc.
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. On Going Dev and Test-  These efforts pertain to long term systems and
applications which require routine updates, upgrades or
changes. This would include Web development, desktop
OS enhancements, service packs, etc.

1.2 Process

The following figure shows the overall process and where and how the CTF will be used during
different stages of the development life cycle. The diagram shows current active projects as
actual examples and places them in their appropriate stage. In addition, the bottom half of the
model is overlaid with the ECCB, IDPM and SDLCM models illustrating their influence on the
process. Note that the StarFire project is shown spanning three categories. This is not a
normal condition for application development, but StarFire’s scheduling constraints has allowed
it to extend its R&D efforts into the production environment.

Figure 1

NetWare 8.0 "N'yef\;\’lare 51 - |

i Win 2000 :

| ECCB Activites

>
\ R

ECCB Approval . Release Management
Takes Control

1.2.1 Research

The CTF will not normally be involved in the early stages of research. Research involves
performing needs analysis, requirements analysis, presenting a business case, etc. This
activity is dominated by the ECCB. It is after passing the ECCB requirements that the CTF will
be used to identify solution candidates. -

1.2.2 Development

Once a solution candidate has been identified, the CTF will be used to host development
operations. Due to the flexible nature of the communications architecture, the CTF will have the
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ability to extend its infrastructure out to various floors in both TWFN and OWFN. This will allow
initial development efforts to take place elsewhere (people and equipment) while still providing
all of the functionality and benefits of the CTF.

When a solution candidate has been developed sufficiently, it will then proceed to Testing and
Integration.

1.2.3 Testing and Integration

This is the critical point in a system development cycle. This is when it is tested against the
mock-up production environment. A system is tested not only for its functional attributes, but
also for compatibility with the existing NRC WAN systems. The system would have been
exposed early in development to the standard NRC environment (desktop OS, clients, NOS,
etc), but this stage checks for its integration process (how it installs) and it functions with
incumbent NRC applications (ADAMS, StarFire, RIMS, etc).

Systems failing at this stage return to Development for further investigation. Sometimes the
problems are simple and can be resolved easily. Other times, the problems are more
fundamental and require significant research. Systems passing this stage enter the Release
Management Process and are scheduled for roll out.

1.2.4 Production

The CTF will become involved with production systems only if operational problems arise
requiring a facility that can reproduce and test solutions. While this may not happen often,
when it does, having a facility that can reproduce the environment and, more importantly,
reproduce the problem, will greatly improve the chances for a quick and accurate solution.
1.2.5 Retirement

The CTF will most likely not be involved with the retirement of an application or system unless
the process for removing the system requires testing.

1.3 Requesting CTF Services

The CTF suite of services include the following:

Research Development
Feasibility tests Performance tests
Product evaluation Platform tests
Vendor tests Black Box tests
Presentations White Box tests

Code and Unit tests

Testing and Integration Production
Compatibility tests Operational tests
Installation tests Troubleshooting
Baseline product performance Root cause analysis
Configuration tests Alternative solutions
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Scheduling any or all of these services must be coordinated with the CTF Facilities Manager.
Before requesting CTF services, the applicant must prepare a schedule identifying the types of
CTF services required and expected duration. Applicants requesting the CTF host their
systems will need to provide power, space and heat data along with the functional
requirements. In addition, use of the test PC’s must be conducted with an approved Test Plan
(approved by ECCB, SDLCM and IDPM). As the number of test PC’s is limited, applicants may
choose to conduct early testing using PC’s outside the CTF (facilitated by extending the test
infrastructure to the developers area). Details of CTF scheduling and management are
covered in more detail in the CTF Testing and Evaluation Process Plan (TEPP).

2.0 Executive Conclusion

For the Network Operations Group of ITID, the CTF will provide an environment that is as close
as possible to the actual production network. This lab will provide the Operations group with
the capabilities to model the behavior of network productions changes without placing the
production network at risk from the changes in accordance with Section 5.6 of the IDPM and
Sections 5.1.3 and 5.1.4 of the Release Management Process. The CTF will mimic both the
infrastructure and the application environment to provide the most accurate data possible to the
testers. Configuration of the CTF will be linked to Configuration Management for its
configuration and will feed configuration data forward to the Operations Group and the
Configuration Management System.

The lab will include all of the test equipment and tools necessary for measuring the effects of
the changes in the lab. In addition, it will contain the tools needed for providing a load similar to
that of the production network. The lab will conduct training on the new system for support
personnel involved in the transition and deployment. An important secondary purpose for the
lab is for troubleshooting and root cause analysis of network problems and outages.

For the Development Group of ITID, in accordance with IDPM Section 5.6 and Release
Management Process Section 5.1.3., the CTF will provide an environment comprised of a
complete infrastructure reproduction from Production environment plus a robust and highly
flexible communications infrastructure capable of extending the resources of the CTF beyond
the confines of the physical room. This last capability represents perhaps the most important
aspect of the CTF. Developers, historically, have had to acquire all of the equipment necessary
for the creation and testing of their projects. To that end, little or no development funding was
ever diverted to acquire systems necessary for pre-production testing. In addition, developers
work areas have usually been collocated with their development systems. The CTF will offer,
for the first time, the ability to grant developers an isolated, independent link to the CTF
(regardiess of their physical location) and to all of the capabilities therein. The CTF and the
testing of any new systems or changes comprises the test and acceptance where control of a
project is transitioned from development to operations. The systems tested in the CTF must
meet the required criteria, as set forth in the IDPM, and will be constructed to provide the
required data along with the management capability to monitor and test the management
integration of the new system. The CTF design will also incorporated a new systems capacity
testing capability.

For the ADD, the CTF will serve as a mid and late term development point where their systems
may be introduced to the mock NRC WAN infrastructure much earlier than in the past. This
early exposure to the mock NRC WAN will serve to uncover conflicts and/or additional system
requirements that would have otherwise gone undetected until production release. The CTF
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will then become the transition point for the appropriate parts of the SDLCM into the ITID IDPM
and Release Management Process that is common to all of the models. The testing and
development capabilities of the CTF will determine the impact of the new software on the
operational environment and its components while measuring the effects of the operational
components on the new application. The developers will be able to test their products in the
CTF against the requirements of the downstream consumers of their development products
with the focus being on production rather than development. Late term development testing in
the CTF will allow the development staff to be able to test in an environment that is closest to
the operational environment, thus eliminating the need for multiple smaller test environments
that do not accurately match the production operation.

For the NRC users, the CTF will serve as a laboratory for previewing new systems and
applications before they are released. This environment will be beneficial for applications that
have user interface and/or customization issues or steps that are yet to be resolved. The CTF
will be constructed such that portions of it can be reconfigured from test area to class or
demonstration area. This provides the ideal environment in which to showcase systems and
applications as well as resolve issues before the application is transitioned into the Release
Management Process.

3.0 Approach and Assumptions
The following assumptions have been made regarding the design and function of the CTF:

1) It will be located on the 2 Floor of TWFN at the Technology Center site, not including
the associated space behind the back wall of the center:;

*2) Itis not currently part of, or involved with the planned ADAMS Disaster Recovery Site to
be installed at the Sytel NGN Contract Office in the Rockwall One building;

3) The CTF will have the greatest degree of flexibility and expandability built into it;

4) The CTF will provide the equipment to monitor and analyze performance, as well as
provide a test bed for data and performance recording and stress testing;

5) Ali testing in the CTF will be managed by ITID.

The approach used to design and construct the CTF will be a collaborative effort between the
three OCIO stakeholders. The ITID Development Group will be responsible for most of the
design and the initial implementation of the CTF. The CTF must be flexible enough to model all
possible configurations in the Configuration Management Database. The Production side of the
CTF will be modeled closely on the existing NRC NGN Network with some very important
additions. The network management system for the CTF must have the added capacity to
support the multi-layered testing that will occur in the CTF. There is no single product that will
be able to provide all of this functionality. In addition, several other supplemental systems that
are not part of the operational environment will need to be specified. Including the
management augmentation, systems that can provide a simulated load for testing capacity,
performance and stress capabilities will be required. The ITID Operations Group will insure that
the Production side of the CTF meets the specific technical requirements of the ITID Network
Operations Group for IDPM, SDLCM and Release Management Process compliance. The
Operations Group will also validate that the management system used in the CTF conforms to
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the standards, practices, and processes found in the management system used in the
operational environment.

ITID will also oversee the design and construction of the Development side of the CTF. The
requirements for supporting all development needs by all stakeholders are still being acquired.

However, there are fundamental components of a development environment that can be
identified now. These are: :

A complete duplication of the infrastructure and applications systems present in
the Production side of the CTF. This will allow developers to perform early
testing with their systems and permit changes to both their system and the NRC
Infrastructure when performance issues arise.

Example: If, during mid term development testing, a performance issue is
discovered, the developers will have the ability to adjust not only
their system, but also to make changes to the infrastructure such
as increasing link speeds or changing the host systems.

A significant number of state-of-the-art server platforms for use by developers.
These would include individual servers as well as manufacturer provided
advanced systems including SANs, server clusters, cache servers, etc.

Example: A developer wishes to determine if clustering would improve
overall response time with respect to their particular system. The
CTF would have servers on hand that could be easily configured
and made available at no additional cost to the developers.

Adequate open floor space in the CTF Computer Center for developers to locate
their host systems during mid and late term development testing. This would
also serve as the transition point to Production testing.

Example: A developer has completed the early stages of system
development independent of the CTF facility. They now wish to
make use of the load testing and performance measuring
capabilities of the CTF. They can relocate their system to the
CTF where it is integrated into the NRC mock environment.

A communications infrastructure that can be extended out to any floors in OWFN
and TWFN. This would allow the CTF to be accessed by developers without
them having to be physically in the CTF.

Example: A developer has 15 people working on a project. It would be
difficult to accommodate that many people for a long period of
time in the CTF. However, by creating a VLAN and extending it,
via independent cabling, to the developers location, and
development PC’s could be directly connected back to the CTF
and they would have access to everything in the CTF without
leaving the floor.
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The ADD will: 1) determine application specific infrastructure requirements and, 2) provide the
application components, documentation and training required to install and maintain agency-
wide or agency critical applications installation and maintenance.

4.0 Test Considerations (Technical Details)

4.1 General Requirements

The requirements for the CTF are very logical and follow directly from the CTF development
purpose and can be formed into four general requirements that can be broken down further into
specific requirements. From these special requirements, a bill of materials for the test lab can
be produced, standard operating procedures created, and processes implemented to obtain the
maximum cost-effectiveness from the investment in the lab. Four general requirements have
been identified: 1) Application, 2) Infrastructure, 3)Network, and 3) Troubleshooting. These
general requirements can be divided further into levels that roughly coincide with the Open
Systems Interconnection Reference Model (OSI RM).

4.1.1 Application

This general requirement concerns the network end-user nodes that are located at the edges of
the network and uses the services provided by the network to perform various functions. The
CTF will contain all of the critical agency applications in a form that can be used to simulate the
actual operation of the application in the Production Operations Environment. This will allow for
detailed studies of new applications and their interactions with the existing applications, as well
as the underlying infrastructure. The CTF will also provide mechanisms for testing changes to
existing infrastructure and application components, and the effects of those changes in the
overall environment. This requirement is vital as more and more agency-wide, critical
applications are implemented, and as resources and services become limiting factors to the
implementation and performance of these new applications.

Determining the load that an application places on the workstation and a user level perception
of performance are two of the key quantitative and qualitative measurements, respectively, that
are performed at these layers. Another point of interest is the efficiency of the application in
requesting, using and releasing workstation resources as they are needed and adherence to
standards and/or tools that are specified to be used on the NRC workstations and network.

4.1.1.1 Application Layer Requirement

On the uppermost layer of the OS| RM, the requirement will be to test and evaluate applications
and changes to applications from the perspective of the user. Response time testing,
compatibility, and overall stability will be the primary test requirements for this layer. Response
time and stability are important user issues that can cause an increase in support costs due to
user frustration and perceived application failures.

4.1.1.2 Presentation Layer Requirement

In this layer, the client software that supports the applications is grouped together. This will
include ODBC clients, application specific services or processes (or new/non-standard
operating system services or processes required to run the application), transaction processors,
etc. The requirements at this layer will be efficiency, speed and stability. The primary goal of
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the requirement is to achieve user oriented satisfaction, however, there are other requirements
for compatibility and efficient use of workstation resources.

4.1.1.3 Session Layer Requirement (Workstation)

This requirement is divided between the application and infrastructure general requirements.
This allows for flexibility in testing n-tiered applications that may have portions running on the
workstation or on a server(s). For this application, items such as local data stores and caches
or component objects not related directly to the GUI or top level application module(s), and
similar objects. The main requirements at this layer will be interface reliability and semantic
consistency. Another important requirement will be the service requirements from the server
based portions of distributed objects and components at this layer.

4.1.2 Infrastructure

This general requirement concerns the devices at the edge of the network that provide
connectivity from the workstations to devices at the backbone of the network which provide the
services and connectivity to the network components. The test lab will contain enough
equipment to provide a complete miniature model of the NRC network, such that all aspects of
network functionality and impact can be assessed whenever a new component is added to, or
an existing component is modified on the network. Therefore, detailed study and quantitative
analysis concerning the impact of these changes or additions to the Production Operations
Environment can take place. The requirements will be to assess the load placed on the
network components, stability and security of the network after specific changes, including the
effect on shared services, components, and servers. Many of the test requirements, such as
overall traffic loads, will be transferable across many layers, whereas some of the testing
requirements will be confined to the behavior of the addition or change at that specific layer
only, for example - port and service access usage.

4.1.2.1 Session Layer Requirement (Server)

This requirement is the second half of the session layer requirement for the application general
requirements. This requirement’s focus is on the servers and the effects of changes on them,
both to their physical capabilities and to the services they provide. The range of components at
this level, however, are more varied than at the workstation level. These components can
include database engines, e-mail services, transaction processing, file services, distributed
objects, print services, and authentication services, to name a few. The requirements at this
layer will be concerned with loads on the services that are provided by the servers and potential
consequences of new services being added to the server and their effects on existing services.
Additionally important are the interfaces with other server based services and complementary
workstation components.

4.1.2.2 Transport Layer Requirement

This layer’s requirements are focused mainly on interface consistency and connection
management. Interface requirements will include verification of proper service access
configuration. The connection requirements will determine application requirements on
connections and connection buffers. Although testing at this layer is very narrow and specific, it
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is vital to insure that the communications resources of the network components will not be
oversubscribed, therefore, causing lost connections and data, and that data is sent to the
correct service access points for processing at upper layers. As policy based networking is
introduced into the NRC network, policy testing and enforcement of policy requirements will add
to the testing load of this layer.

4.1.3 Network

Requirements for testing at this layer may vary quite a bit depending on the new component or
change and its position in the network. Requirements for testing routing compatibility and
multi-cast group management may also be necessary. Key testing requirements will included
ensuring that the most efficient use of network protocols has been achieved and that this use
conforms to NRC standards for network protocols and services.

4.1.3.1 Data Link Layer Requirement

The requirement at this layer will be limited strictly to components such as network interface
card drivers and network transport components. The testing will be comprised primarily of the
standards’ adherence to verification and compatibility testing. Proper driver configuration and
resource requirements will be confirmed to or adjusted so the optimal network requirements will
be met.

4.1.3.2 Physical Layer Requirement

The requirements that would normally be associated with this layer are somewhat distant from
the scope of testing in a CTF environment. Testing will be comprised mainly of conformation of
adherence to NRC and interface standards. Testing requirements for bulk network load will be
done at this level. This will be the main requirement and will determine the overall percentage
of network bandwidth and resources that any addition or change will affect the network.

4.1.4 Troubleshooting

The final general requirement for the CTF will be for troubleshooting, problem duplication and
root cause analysis purposes. The test lab will contain the required equipment to enable
duplication of configurations and conditions that occur in the Production Operations
Environment during periods of degraded performance or failure.

5.0 Technical Considerations

5.1 ITID Network Operations Group

In addition to the general considerations for the CTF, the ITID Network Operations Group has
specific considerations and requirements that they will be focusing onin the CTF. The
Operations Group has the primary responsibility for IDPM and Release Management Process
enforcement. Section 5.6 of the IDPM, Operational Acceptance Testing, is the phase of the
IDPM where the major control of a new or modified system transitions from development to the
Operations Group. In order for this transition to take place the following criteria must be met:
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1) The implementation method is performed by the installers on a test system on
the NGN is tested;

2) Reliability and compatibi}ity tests are performed;
3) End-user testihg is performed;

4) Other tests, such as crash recovery tests, as specified in the Operational
Acceptance Testing Plan, are performed:

5) If any minor problems are found, they are resolved by the developers from the
integration development team and the tests are run again, as many times as
needed until the tests are passed:

6) If any major problems are found, the new technology is returned to the
development organization for rework;

7) If any changes are made, all technical test series are rerun. End-user tests are
double-checked, but do not need to be run at full capacity. Version control is in
place;

8) Documents, such as installation and user guides, are also tested during

operational acceptance testing. They are edited and final drafts are prepared;

9) An expanded pilot test is initiated encompassing a representative cross section of
users and a larger portion of the support group in operations as well as the
development team;

Source: Infrastructure Development Process Model v1.1, Section 5.6, 31 JAN 2000

The CTF also serves as the training environment for Section 5.7 of the IDPM. For the Release
Management Process, the new system or application is tested as part of a release package in
the CTF, if applicable.

The ITID Operations group will be managing the CTF. This includes both the resources to
schedule the testing, maintain the configurations and other activities in the CTF as well as the
operation and maintenance of the CTF and the equipment contained within it. The level of effort
that will be required for this is not trivial and should be considered before any designs are
finalized. Design options and schematics should include the resource estimates for providing
the management and operations functions in the CTF.

5.2 ITID Development Group

The ITID Development group has design oversight for the network infrastructure and the agency
wide services that run over them. Infrastructure components include items such as switches,
servers and routers and the firmware and software that runs on them. The services that they
support include things such as the email system, Internet access and office automation
software. The Development group is responsible for keeping the systems up to date and adding
infrastructure components or services as the needs of the agency dictate. The ITID
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Development Group uses the IDPM to identify, develop and deploy these additions as well as
changes and updates. The IDPM outlines two major test phases, one that occurs at a
development location that is used to confirm gross proper operation of the system and a second
to verify that the system can be integrated into the Production Environment without causing
harm to any of the components in the production environment.

One of the purposes of the CTF is to provide the test bed for the second test phase. It is the
function of the ITID under the IDPM to insure that they are turning over a completed, functional
product to the operations group to manage in accordance with IDPM section 5.6. In addition to a
detailed, exhaustive test of the system, the ITID Development group is responsible for providing
final configuration data to the Operations Group as well as providing the training required to
bring the Operations Group up to the level of knowledge required to operate and maintain the
system. Final configuration data will be collected at the end of the test, if the system is accepted
by virtue of passing the tests successfully. This Configuration information will be entered into the
Configuration Management Database in accordance with the Configuration Management
Process. The CTF will also serve as the training system for the Development Group to train the
Operations Group with. The CTF thus enables the final steps of development to be smoothly
and efficiently turned over into the Operations Group.

In addition, through the effective use of the stress testing capabilities of the CTF, it will be
possible to make network capacity requirement estimates based on many usage related factors.
This information will be very useful in network planning and also provide thresholds that can be
monitored to indicate when a system is about to ‘outgrow’ the current network infrastructure with
enough warning so that the capacity issue can be dealt with pro-actively.

5.3 Application Development Division

The ADD of the NRC is the primary source for applications that run on the network infrastructure
and make use of network services. Their first concern is in producing an application that meets
the requirements of their client or clients and that the performance of the application, at the
application layer, meets the requirements and expectations of the application users. In the CTF,
ADD will have the capability to do final checks on functionality requirements as well as any
interface customization may be necessary. Although any issues with the functional requirements
of the application should be resolved by this point, the CTF serves as the final quality check
before the application is released, saving costly rework further down the support chain. The
application layer performance of the new system is the most important part of any application
once the functional requirements are met. Good application layer performance is the hallmark of
a well developed and efficient network application and the CTF will have all of the tools and
facilities to confirm that the application layer performance is acceptable and will not change
when the application is released into the Production Environment. The Application layer
performance is very closely tied into many different factors. One factor that can have a large
impact on application layer performance is the second ADD concern that the CTF addresses.

The second concern of ADD is that the applications should use a minimum amount of the
network infrastructure while efficiently using network services. It is imperative that the
application does not impair the network infrastructure or network services in any way. The CTF
will provide the platform for testing that the application meets the requirements for efficiency
while providing favorable services. The CTF, being configured to match the Production
Environment, and having the management capability to examine the behavior of the
infrastructure, services, and applications in detail, will provide the data required to confirm this.
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The CTF is a bridge point between the SDLCM of ADD and the IDPM of ITID. The overriding
concern of ADD is that the application that is implemented into the Production Environment is
functional and does not harm the network. As with the ITID Development Group, ADD will be
able to provide configuration data and training directly in the CTF for the ITID groups that
require training to assume operations, maintenance and support functions for the new
application.

5.4 NRC NGN Network Users

The CTF considerations for the users primarily target the part of the lab that will be used for
demonstration and interface issues. New applications with customizable graphical user
interfaces can be previewed in a number of different configurations and the users can help the
developers to determine which particular configurations would best suit the user population. -
Including users in the interface design process increases the level of user buy-in with new -
applications, especially where it is an older accustomed application that is being replaced by
something new and different.

Users who are primary stakeholders in applications can use the CTF to test application
functionality and performance. The product developer can also perform other tests for the users
to witness. Involving primary users before deployment better acquaints the users with the
progress and correctness of the development project and can help to avoid redeployment and
‘rework once the application has been fielded. User accéeptance testing also increases user buy-
in of the application.

6.0 Summary

The Consolidated Test Facility is an ideal point to focus the intersections of the ADD SDLCM
and the ITID IDPM, Release Management Process and Configuration Management Process. It
is the one point where development and operations share a responsibility to insure that there is
not implementation of unknown factors on the network or anything that could cause damage to
the Production Environment. The CTF is also instrumental in providing a training platform for
operations, capacity planning thresholds and the final development of Graphical User Interface
(GUI) configurations '
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REQUIREMENTS

Core Service Bands General Purpose Desktop Environment

[ Professional

The average percentage of time each network server is fully available to the users. The
percentage is calculated by dividing the sum of down times (hours down times the
number of users affected) by the Total Hours of availability times the total number of
users, minus the sum of the scheduled outages ( the downtime of the outage times the
number of affected users. See the note bellow for further detail

. = S | CsBGPDT2 |
Infrastructure Management Service Area (C.3.1)
General Services '
Availability during the primary support period. (Number of hours of service availability}99% 97% 95% 93%
divided by the number of hours in the primary support period, per month)
File, Print, Application Server Availability 99.6% 99.6% 99.6% 99.6%

Network Throughput

Throughput is the rate at which data is transferred through the network, expressed in
Megabits per second (Mbps), and measured by counting the bytes transported during
a specified period of time.

> 10 Mbps of data
to the desktop

> 10 Mbps of data
to the desktop

10 Mbps of data to
the desktop

N/A

Network Bandwidth

Scalability

File Server Storage Volume
The amount of space, measured in Megabytes (MB) available to each user in a
network file server.

100MB per user

100MB per user

100MB per user

50MB per user

Electronic Performance Monitoring, Incident Detection, and Diagnostic Service|Yes Yes Yes Yes

(Provides automated incident or fault detection and response initiation. Applies to

components which are powered up, operating, and network connected.)

Electronic Notification Service (Components which are powered up, operating, and|Yes Yes Yes Yes

network connected)

Electronic Software Distribution (Components which are powered up, operating, and|Yes Yes Yes Yes

network connected)

Electronic Topology/Configuration Management Yes Yes Yes Yes

Includes Configuration Management for all DCE components: Current description of

image, current configuration of hardware and software, current location

Accessible by NRC

Performance Analysis and Tuning (Components which are powered up, operating, and|Monthly Monthly Monthly Upon Request
network connected) (Limit 4 per year)
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identity and track incident occurrence on NRC supported systems. Incidents to be
tracked may include, but not limited to: unauthorized access of a NRC supported
system wherein a valid account is used without authorization and successfully gains
access to the system; a valid account is used in excess of authorized access and
successfully gains access to unauthorized information; a weakness in the system is
successfully exploited and successfully used to gain access to unauthorized
information; resources are stolen which provide access to password files, protected or
restricted data (proprietary or export controlled), licensed applications or software,
restricted applications, software or code; or, an authorized account is used in violation
of Federal or NRC policies regarding proper use of computer resources.

"*»Service Measurements - VIP Professional |  RISE - Other . |
.. i _(__emote etc.)
o CSBGPDT1 | CSBGPDT2 | CSBGPDT3 | CSBGPDT4
Virus Scanning Yes Yes Yes Yes
IT Security Tracking Yes Yes Yes Yes

Security Incident Reporting

Within 15 minutes

Within 15 minutes

Within 15 minutes

Within 15 minutes

Promptly report any suspected computer or network security incidents occurring on|of incident of incident of incident of incident
any systems. [f it is validated that there is an incident, the Contractor shall provide allfoccurrence occurrence occurrence occurrence
necessary assistance and access to the affected systems so that a detaiied
investigation can be conducted and lessons learned documented.
Network File Backup
l.ocal Drive Storage Backup To Network Daily Weekly Weekly None, User Duty
Data files in Standardized Directory only for components that are powered up,
operating, and connected to the network.
User Administration Services
HELP DESK (C.3.3)
General Services
Primary Support Period (Hours x Days) 12x5 12x5 12x5 12x5
Primary Support Days Mon. - Fri. Mon. - Fri. Mon. - Fri. Mon. - Fri.
Primary-Support Hours (Local Customer Time) 6am - 6pm 6am - 6pm 6am - 6pm 6am - 6pm
Number of Calls or Incident Responses Included in Service During Primary Support|Unlimited Unlimited Unlimited Unlimited
Period.
Time To Answer Calls 15 Seconds 15 Seconds 15 Seconds 15 Seconds
The time from when the customer make the last ACD selection (if required) untif the
call is answered by a live person.
Percentage of Calls Answered Within Stated Time From First Ring 90% 90% 90% 70%
Number of rings before Voice Mail responds during core hours 3 4 4 5
Percentage of calls going to Voice Mail during Core Hours (Time to Answer Calls) 4% 4% 4% 6%
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Serwce Measurements VIP Professnonal ~ Other
o - nemote, etc. )
e : CSBGPDT1 CSBGPDTZ ' CSBGPDTC | CSBGPDT4 |
Percentage of Abandoned Calls 3% 3% 3% 3%
Time to Respond to Other forms of Requests during core hours 10 Minutes 20 Minutes 20 Minutes 20 Minutes
Includes: Voice Mail, Email, Web, Fax, Written)
Percent of problems closed or isolated during the initial call to the help desk support|80% 80% 80% 80%
center.
The number of Tier 1 Trouble Tickets that are resolved to the users satisfaction and
closed without further contract with the customer. This include questions concerning
supported software, hardware, and the DCE.
Tickets reopened by the customer citing the same problem will not count as closed on
the first contract.
Add, Change, Delete User Account 15 minutes 1 hour 1 hour 4 hours
The total time from receiving the request to add, change or delete a user account until
the ticket is closed. Includes the time necessary to receive all required NRC
authorizations, complete required documentation, and notifying customer of completed !
action. !
Security Profile Maintenance 15 minutes 1 hour 1 hour 4 hours
Create, amend, or delete a User’s access rights to applications.
Update/Reset Password Respond 15 minutes 15 minutes 15 minutes 1 hour
Update/Reset Password Resolve 15 minutes 1 hour 1 hour 2 hours
Restore Files Respond (Restore To Desktop) 1 hour 2 hours 2 hours User Duty
Restore Files Resolve (Restore To Desktop) 2 hours 4 hours 4 hours User Duty !
Reports Services i
Performance Analysis Report (Summary report showing capacity statistics and trends|Monthly Monthly Monthly Monthly
and recommendations for improvement)
Report Distribution E-mail, Intranet,|E-mail, Intranet,|E-mail, Intranet|E-mail, Intranet,
Fax Fax Fax Fax

Resolution of Unanswered calls

call goes to voice
mail for call back

call goes to voice
mail for call back

call goes to voice
malil for call back

call goes to voice
mail for call back

OQutside Primary Support Period Help Desk Services

Outside Primary Support Hours (Local Customer Time) 6pm - 6am 6pm - 6am 6pm - 6am 6pm - 6am

Number of calls or Incident Responses. (In calls per desktop component per month.|0.4 0.2 0.1 None

The total number of calls will be based on the aggregate of all desktop components,

rounded to the nearest whole number.)

Time To Answer Call or Callback Start of next|Start of next|Start of next|Start of next
business day business day business day business day

Percent of calls answered or called back within the required time. 90% 90% 90% 80% |
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rvice Measurement

| csBGPDTI |

The number of calls answered or returned by a person within thgspecified time divided
by the total number of calls received in the support center.

MAINTENANCE SERVICES (C.3.4)

Primary Service Period Maintenance Services

incident detection for a technician to respond on-site at the client facility or from a|business day
facility with remote operating capability. Remote response requires that the client be
contacted within the response time and notified that action is being taken.) Note:
When responses initiated outside the Primary Support Period overlap the beginning
of the Primary Support Period, response times for the Primary Support Period take
precedence if they produce an earlier response.

Response can be a phone call to the customer to set up an appointment.

Voice Mail notification is acceptable.

Response by Email is acceptable

business day

business day

Incident Response Time 20 minutes 2 Hours 2 Hours Remote/Mobile
Time after initial call to the Help Desk or the initial incident detection for a technician 10m
to respond on-site at the client facility or from a facility with remote operating capability.
Remote response requires that the client be contacted within the response time and
notified that action is being taken.
Response can be a phone call to the customer to set up an appointment.
Voice Mail notification is acceptable.
Response by Email is acceptable
Time to Repair Hardware/Software Problems (After technician responds) 1 Hour 4 Hours 4 Hours 4 Hours
The average time during a performance period that it takes to resolve maintenance
break/ffix problems. The time is measured from technician response to problem
resolution.
Maintenance includes fixing failures, resolving problems, or completing special
diagnostic requests.
Outside Primary Support Period - Maintenance Services
Incident Response Time (Time after initial call to the support center or the initial|Start of next]Start of next|Start of next|Start of nextl

business day

Time to Repair Hardware/Software Problems (After technician responds) 2 Hours forfNA N/A N/A
The average time during a performance period that it takes to resolve maintenance|designated VIP
break/fix problems. The time is measured from technician response to problem
resolution,
Maintenance includes fixing failures, resolving problems, or completing special
diagnostic requests.
Satisfaction Survey
Trouble Ticket Follow-up Daily Weekly Weekly Weekly
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stated time frames)

Servnce Measurements 8 VIP. Professional | #
g e s e Remote, etc)
e R o , e CSBGPDT1 CSBGPDT2 | CSBGPDT3 | CSBGPDT4

Follow-up survey with customers for whom a trouble ticket has been established. |
Customer Survey Semi-annually Semi-annually Semi-annually Annually
Surveys conducted for the entire NRC user population,
Customer Survey Rating 90% of survey|90% of survey|90% of survey|90% of survey
Average customer service rating based on a 5 point scale, where 5 is the highestjresponse is 4.5 response is 4.5 response is 4.5 response is 4.5
rating. or Higher or Higher or Higher or Higher
(Contractor may recommend a different scale) |

Reports Services _ !
Call Analysis Reports (Reports detailing and summarizing all measurable performance Monthly Monthly Monthly Monthly
information for assets and support, e.g., call volumes, problem statistics, call and
problem resolution statistics, asset status, and technology statistics.)
Incident Exception Reports — (Incident reporting for services not completed within|Weekly Summary Weekly Summary |Weekly Summary |Weekly Summary

Report Distribution

E-mail, Intranet

E-mail, Intranet

E-mail, Intranet

E-mail, Intranct

Asset Management Service Area (C.3.2)

General Services

Includes updating of NRC Property Management System to reflect NRC property
accountability.

Technology Refreshment Rate 36 Months 36 Months 36 Months 36 Months
The period of time from the original component installation through the user

acceptance of the replacement component.

Individual instances of retaining components beyond the AQL must be approved by the

NRC and will not be counted for incentive or disincentive.

Technology Refreshment Deployment Time 5 Days 5 Days 5 Days 5 Days
Time to install component following agreement to install

Days To Remove Existing Asset (Component Removal) 15 Days 15 Days 15 Days 15 Days
Includes collection, data wipe, itemizations of components that are removed, due to

obsolescence, refreshment, or replacement, in preparation for disposal or reissue.

Automated Inventory Management Yes Yes Yes Yes
Tracks component location, service information, asset number

Accessible by NRC

Acquisition of Special Request Property As Scheduled As Scheduled As Scheduled As Scheduled

COTS Software Deployment

As Scheduled

As Scheduled

As Scheduled

As Scheduled

Reports Services

Technology Management Reports
Reports detailing and summarizing technology status and requirements, markettrends,

Semi-Annually

Jan /Jul)

Semi-Annually

Jan / Jul)

Semi-Annually

{Jan/Jul)

Semi-Annually

(Jan/Jul)
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Cc 2rvice Bands General Purpose Desktop Environt.

Service sureme

Re

SBGPDT1

"CSBGPDT2

SBGPDT4

and recommended action

Report Distribution

E-mail, Intranet,
Fax

E-mail,
Fax

Intranet,|E-mail, Intranet|E-mail, Intranet,
Fax Fax
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Development & Integration Service Bands
ervice Measurements

DEVELOPMENT & INTEGRATION (C.3.5)

Timeliness (Compliance with Development and Integrations Schedules)
Measured by successfully completing project milestones and schedules as agreed to

As Scheduled

Quality
Measured by number and/or impact scope of an unsuccessful upgrade

A min. of 90% for initial pilots

A min. of 95% for secondary pilots

A min of 98.5% for production
implementation

Primary Service Period for Consolidated Test Facility As Scheduled
All systems must be configured as required for testing
Consolidated Test Facility: Time to restore Baseline 4 Hours

CTF Capacity min. 5 concurrent
(number of supported test environments)
CTF schedule on-line, web based

CTF Standard Regression Testing Matrix

on-line, web based

Reports Services

Technology Management Reports

Semi-Annually

Reports detailing and summarizing future infrastructure requirements, upgrade strategies, |(Jan / Jul)
stakeholder requirements, market trends, and recommended action.

Project Schedule Reports Weekly
Release Forecast Schedule Reports Weekly
Long Range Release Forecast Schedule Reports Quarterly

Report Distribution

E-mail, Intranet
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e Service Bands Scientific and Engineering Des. Environment

_Service Measure

| High Performan

Infrastructure Management Service Area (C.3.1)

General Services

The average percentage of time each network server is fully available to the users. The percentage is calculated
by dividing the sum of down times (hours down times the number of users affected) by the Total Hours of
availability times the total number of users, minus the sum of the scheduled outages (the downtime of the outage
times the number of affected users. See the note bellow for further detail

Availability during the primary support period. (Number of hours of service availability divided by the number of[97% 93%
hours in the primary support period, per month)
File, Print, Application Server Availability 99.6% 99.6%

Network Throughput
Throughput is the rate at which data is transferred through the network, expressed in Megabits per second
(MBPS), and measured by counting the bytes transported during a specified period of time.

> 10 Mbps of data to the

desktop

> 10 Mbps of data to the
desktop

Network Bandwidth

Scalability

File Server Storage Volume 100MB per user 50MB per user

The amount of space, measured in Megabytes (MB) available to each user in a network file server.

Electronic Performance Monitoring, Incident Detection, and Diagnostic Service (Provides automated incident or{Yes Yes

fault detection and response initiation. Applies to components which are powered up, operating, and network

connected.)

Electronic Notification Service (Components which are powered up, operating, and network connected) Yes Yes

Electronic Software Distribution (Components which are powered up, operating, and network connected) Yes Yes

Electronic Topology/Configuration Management Yes Yes

Includes Configuration Management for all DCE components: Current description of image, current configuration

of hardware and software, current location

Accessible by NRC

Performance Analysis and Tuning (Components which are powered up, operating, and network connected) Monthly Upon Request (Limit 4 pe
year)

Virus Scanning Yes Yes

Network File Backup
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sre Service Bands Scientific and Engineering De:

) Environment
' Service Measul n . -

| CSBSEDT2.

Local Drive Storage Backup To Network
Data files in Standardized Directory only for components that are powered up, operating, and connected to the
network.

Weekly

None, UseFDuty

User Administration Services -

HELP DESK (C.3.3)

General Services

Primary Support Period (Hours x Days)

12x5 12x5
Primary Support Days Mon. - Fri. Mon. - Fri.
Primary Support Hours (Local Customer Time) 6am - 6pm 6am - 6pm
Number of Calls or Incident Responses Included in Service During Primary Support Period. Unlimited Unlimited
Time To Answer Calls 15 Seconds 15 Seconds
The time from when the customer make the last ACD selection (if required) until the call is answered by a live
person. {Can't identify a VIP at this time)
Percentage of Calls Answered Within Stated Time From First Ring 90% 70%
Number of rings before Voice Mail responds during core hours 4 5
Percentage of calls going to Voice Mail during Core Hours (Time to Answer Calls) 4% 6%
Percentage of Abandoned Calls 3% 3%
Time to Respond to Other forms of Requests during core hours 20 Minutes 20 Minutes
Includes: Voice Mail, Email, Web, Fax, Written)
Percent of problems closed or isolated during the initial call to the help desk support center. 80% 80%
The number of Tier 1 Trouble Tickets that are resolved to the users satisfaction and closed without further contract
with the customer. This include questions concerning supported software, hardware, and the DCE.
Tickets reopened by the customer citing the same problem will not count as closed on the first contract.
Add, Change, Delete User Account 1 hour 4 hours
The total time from receiving the request to add, change or delete a user account until the ticket is closed.
Includes the time necessary to receive all required NRC authorizations, complete required documentation, and
notifying customer of completed action.
Update/Reset Password Respond 15 minutes 2 hours
Update/Reset Password Resolve 1 hour 2 hours
Restore Files Respond (Restore To Desktop) 2 hours User Duty
Restore Files Resolve (Restore To Desktop) 8 hours User Duty
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e Serwce Bands Scientific and Englneerlng Des Environment
" Serv:ce Measurements o ’

High Performance

_Test/Development

CSBSEDTZ |

CSBSEDTA

Reports Services

Performance Analysis Report (Summary report showing capacity statistics and trends and recommendations for
improvement)

Monthly

Monthly

Report Distribution

E-mail, Intranet, Fax

E-mail, Intranet, Fax

Resolution of Unanswered calls

call goes to voice mail for

call goes to voice mail for

call back call back
Outside Primary Support Period Help Desk Services
Qutside anary Support Hours (Local Customer Time) 6pm - 6am Bpm - 6am
Number of calls or Incident Responses. (In calls per desktop component per month. The total number of calls|0.2 None

will be based on the aggregate of all desktop components, rounded to the nearest whole number.)

Time To Answer Call or Callback

Start of next business day

Start of next business day

Percent of calls answered or called back within the required time.
The number of calls answered or returned by a person within the specified time divided by the total number of
calls received in the support center.

90%

90%

MAINTENANCE SERVICES (C.3.4)

Primary Service Period Maintenance Services

Incident Response Time

Time after initial call to the Help Desk or the initial incident detection for a technician to respond on-site at the
client facility or from a facility with remote operating capability. Remote response requires that the client be
contacted within the response time and notified that action is being taken.

Response can be a phone call to the customer to set up an appointment.

Voice Mail notification is acceptable.

Response by Email is acceptable

2 Hours

2 Hours

Time to Repair Hardware/Software Problems (After technician responds)

The average time during a performance period that it takes to resolve maintenance break/fix problems. The time
is measured from technician response to problem resolution.

Maintenance includes fixing failures, resolving problems, or compieting special diagnostic requests.

4 Hours

4 Hours

Outside Primary Support Period - Maintenance Services

Incident Response Time (Time after initial call to the support center orthe initial incident detection for a technician
to respond on-site at the client facility or from a facility with remote operating capability. Remote response
requires that the client be contacted within the response time and notified that action is being taken.) Note: When
responses initiated outside the Primary Support Period overlap the beginning of the Primary Support Period,
response times for the Primary Support Period take precedence if they produce an earlier response.
Response can be a phone call to the customer to set up an appointment.

Start of next business day

Start of next business day|
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) Environment

| csBsepbT2

Voice Mail notification is acceptablé.
Response by Emall is acceptable

Follow-up survey with customers for whom a trouble ticket has been established.

Time to Repair Hardware/Software Problems (After technician responds) N/A N/A
The average time during a performance period that it takes to resolve maintenance break/fix problems. The time
is measured from technician response to problem resolution.
Maintenance includes fixing failures, resolving problems, or completing special diagnostic requests.
Satisfaction Survey
Trouble Ticket Follow-up Weekly Weekly

Customer Survey
Surveys conducted for the entire NRC user population,

Semi-annually

Semi-Annually

Customer Survey Rating

90% of survey response is

90% of survey response is

Average customer service rating based on a 5 point scale, where 5 is the highest rating. 4.5 or Higher 4.5 or Higher
(Contractor may recommend a different scale)
: Reports Services
Call Analysis Reports (Reports detailing and summarizing all measurable performance information for assets and|Monthly Monthly
support, e.g., call volumes, problem statistics, call and problem resolution statistics, asset status, and technology
statistics.)
Incident Exception Reports — (Incident reporting for services not completed within stated time frames) Weekly Summary Weekly Summary

Report Distribution

E-mail, Intranet

E-mail, Intranet

Asset Management Service Area (C.3.2)

General Services

3

Technology Refreshment Rate

The period of time from the original component installation through the user acceptance of the replacement
component.

Individual instances of retaining components beyond the AQL must be approved by the NRC and will not be
counted for incentive or disincentive.

36 Months

36 Months

Technology Refreshment Deployment Time
Time to install component following agreement to install

5 Days

5 Days

Days To Remove Existing Asset (Component Removal)
Includes collection, data wipe, itemizations of components that are removed, due to obsolescence, refreshment,
or replacement, in preparation for disposal or reissue.

15 Days

15 Days

Automated Inventory Management -
Tracks component location, service information, asset number

Yes

Yes
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‘e Service Bands Scientific and Engineering Des. Environment

Accessible by NRC

Acquisition of Special Request Property As Scheduled As Scheduled
Includes updating of NRC Property Management System to reflect NRC property accountability.
COTS Software Deployment As Scheduled

As Scheduled

Reports Services

Technology Management Reports
Reports detailing and summarizing technology status and requirements, markettrends, and recommended action

Semi-Annually
(Jan / Jul)

Semi-Annuaily
(Jan/dul)

Report Distribution

E-mail, Intranet

E-mail, Intranet

DEVELOPMENT & INTEGRATION (C.3.5)

As Scheduled

Reports Services

Primary Service Period for Consolidated Test Facility As Scheduled
All systems must be configured as required for testing
Consolidated Test Facility: Time to restore Baseline 14 Hours 4 Hours

Technology Management Reports
Reports detailing and summarizing future infrastructure requirements, upgrade strategies, stakeholder
requirements, market trends, and recommended action.

SemiQAnnualIy
(Jan / Jul)

Semi-AnnualIy'
{Jan/Jul)

Report Distribution

E-mail, Intranet

E-mail, Intranet

Compliance with Development and Integrations Schedules

As Scheduled

As Scheduled
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C "

Jervice Bands Portable Desktop Env1ronment

Throughput is the rate at which data is transferred through the network, expressed
in Megabits per second (MBPS), and measured by counting the bytes transported
during a specified period of time.

to the desktop

to the desktop

Servnce Measurements Portable |
| Professional |
Infrastructure Management Service Area (C.3.1
General Services
Availability during the primary support period. (Number of hours of service|99% 97% 95% 3%
availability divided by the number of hours in the primary support period, per
month)
File, Print, Application Server Availability 99.6% 99.6% 99.6% 99.6%
The average percentage of time each network serveris fully available to the users.
The percentage is calculated by dividing the sum of down times (hours down times
the number of users affected) by the Total Hours of availability times the total
number of users, minus the sum of the scheduled outages ( the downtime of the
outage times the number of affected users. See the note bellow for further detail
Network Throughput > 10 Mbps of data|> 10 Mbps of data|N/A N/A

Network Bandwidth

Scalability

File Server Storage Volume
The amount of space, measured in Megabytes (MB) available to each user in a
network file server.

100MB per user

100MB per user

100MB per user

50MB per user

Electronic Performance Monitoring, Incident Detection, and Diagnostic Service|Yes Yes Yes Yes
(Provides automated incident or fault detection and response initiation. Applies to
components which are powered up, operating, and network connected.)
Electronic Notification Service (Components which are powered up, operating, andjYes Yes Yes Yes
network connected)
Electronic Software Distribution (Components which are powered up, operating,{Yes Yes Yes Yes
and network connected)
Electronic Topology/Configuration Management Yes Yes Yes Yes
Includes Configuration Management for all DCE components: Current description
of image, current configuration of hardware and software, current location
Accessible by NRC
Performance Analysis and Tuning (Components which are powered up, operating,|Monthly Monthly Upon Request|Upon Request
and network connected) (Limit 4 per year) [{Limit 4 per year)
Virus Scanning Yes Yes Yes Yes |
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_Service Bands Portable Desktop Environment
T Sarvice Measu rom G ST

~ Portable
Professional | (
| CSBPDT2 |

Nétwork File Backup '

Local Drive Storage Backup To Network
Data files in Standardized Directory only for components that are powered up,
operating, and connected to the network.

None, User Duty

None, User Duty

None, User Duty

None, User Duty

User Administration Services

HELP DESK (C.3.3)

General Services

The total time from receiving the request to add, change or delete a user account
until the ticket is closed. Includes the time necessary to receive all required NRC
authorizations, complete required documentation, and notifying customer of
completed action.

Primary Support Period (Hours x Days) 12x5 12x5 12x5 12x5
Primary Support Days Mon. - Fri. Mon. - Fri. Mon. - Fri. Mon. - Fri.
Primary Support Hours (Local Customer Time) 6am - 6pm gam - 6pm 6am - 6pm B6am - 6pm
Number of Calls or Incident Responses Included in Service During Primary|Unlimited Unlimited Unlimited Unlimited
Support Period.

Time To Answer Calls 15 Seconds 15 Seconds 15 Seconds 15 Seconds
The time from when the customer make the last ACD selection (if required) until

the cali is answered by a live person. (Can't identify a VIP at this time)

Percentage of Calls Answered Within Stated Time From First Ring 90% 90% 80% 70%
Number of rings before Voice Mail responds during core h