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1 2.2 MITIGATING SYSTEMS CORNERSTONE 

2 This section defines the performance indicators used to monitor the performance of 
3 key selected systems that are designed to mitigate the effects of initiating events 
4 while the reactor is critical, and describes their calculational methods.  
5 
6 The defmitions an-d guidanc-e-eont~ained-in-t-his-see inwhile-imilar to guidancee 
7 develo. •e e -suppeof-J N FO AANO 1ndic-at or .-. .in.tenan Rule, arc 
8 unique to +he-T- eg-utator-y-over-si-gh~progr-am.-4)ifer-enees in definitionsa"";÷ a.. d... guid•'m'an...  

9 in mo• t instanc-es are d-elierate-and-are-necessauy-to-meetc the u.ircm.nt.  
10 of..he regulator-y-eversi.ght-prgr-am
11 
12 While safety systems are generally thought of as those that are designed to mitigate 
13 design basis accidents, not all mitigating systems have the same risk importance.  
14 PRAs have shown that risk is often influenced not only by front-line mitigating 
15 systems, but also by support systems and equipment. Such systems and equipment, 
16 both safety- and non-safety related, have been considered in selecting the 
17 performance indicators for this cornerstone. Not all aspects of licensee performance 
18 can be monitored by performance indicators, and risk-informed baseline inspections 
19 are used to supplement these indicators.  
20 
21 SA•FE,• Y SYSTEM UNAVAILABILITY 

22 Purpose 

23 The purpose of the safety-system unavailability indicator is to monitor the 
24 readiness of important safet-y-systems to perform their safety-risk-significant 

25 functions in response to off-normal events or accidents-while the reactor is critical.  
26 
27 Indicator Definition 

28 The average of the individual train unavailabilities in the system. Train 
29 unavailability is the ratio of the hours the train is unavailable to the number of 
30 :hmur th tri iss i B_ te-r1' ed
31 -c44 n.. c- ` p4d.  
32 
33 The performance indicator is calculated separately for each of the following six fou-' 
34 systems for each reactor type.  
35 BWRs 
36 9 high pressure injection systems -- (high pressure coolant injection, high pressure core spray, 
37 feedwater coolant injection) 
38 o heat removal systems - (reactor core isolation cooling) 
39 o residual heat removal system 
40 * emergency AC power system 
41 9 service water 
42 * component cooling water 
43
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1 PWRs 
2 * high pressure safety injection system 
3 * auxiliary feedwater system 
4 e emergency AC power system 
5 9 residual heat removal system 
6 * service water 
7 * component cooling water 
8 
9 Data Reporting Elements 

10 The following elements are reported for each train for the previous quarter: 
11 
12 0 planned unavailable hours, 
13 • unplanned unavailable hours, 
14 • fault exposure unavailable hours, and 
15 • hoe-s4he4.an-was-requir-ed-to-bavilabe4r--ser-vie-ecritical hours.  
16 • number of trains in the system 
17 
18 Sources for identifying unavailable hours can be obtained from system failure 
19 records, control room logs, event reports, maintenance work orders, etc. Preventive 
20 maintenance and surveillance test procedures may be helpful in determining if 
21 activities performed using these procedures cause systems or trains to be 
22 unavailable. These procedures may also assist in identifying the frequency of such 
23 maintenance and test activities.  
24 
25 Calculation 

26 The system unavailability is determined for each reporting quarter as follows: 
27 
28 Train unavailability during previous 12 quarters: 
29 
30 p��1 •p nne unavai hrs) + lanne availa rs) + (f t e osu ava e hr 

(unavailable hrs) + (fault exposure una 7ti hr -ve reset hrs) 

32 System unavailability is the sum of the train unav a ia ties di-y the number 
33 of system trains.  
34 
35 The indicator for each of the monitored systems is the average system 
36 unavailability over the previous 12 quarters.  
37 
38 For some multi-unit stations the calculation for the emergency diesel generator 

39 value could be affected by a "swing" emergency diesel generator for either unit or 

40 other units. (See Emergency AC Power section for further details.) 
41
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1 Definition of Terms

Planned uUnavailable hours: These hours include time the train was out of service 

for-maintenance, testing, equipment modification, or any other time equipment is 

electively removed from service, and an e ivAyis-1n in advance.

6 Unplanned-u-na-eL-table-hou-r-s:-eseours-mc4u-e-correctve maintenance time or 
7 elapsed time between the discovery and the restoration to service of an equipment 

8 failure or human error that makes the train unavailable (such as a misalignment).  

10 .e hours that a 

11 train was in an undetected, failed condition but the time of failure has been 

12 determined.. (This item is explained in more detail in the Clarifying Notes.) 
13 

15 condition where Y'-•ski nificant function cannot be acc s edand the time of 

16 the fault cannot be determnertain e'scovery of the condition can be 

17 either a demand failure or an ide ont associated with an actual 

18 demand. The value u estimate fault exposure hous.e.-half the time since 

19 the last succ tst or operation that proved the system was ca 

20 pe ling its risk significant function.  
21 22 ault exposure hours are a surrogate for unreliabititm Th 

23 hours are not include in e avnaiit . Until 
24 unreliabiit indicatorye operda o the sr ste si ificance of fault 
20 e exrxM:ne evarsksiniiante funciong.h infcnc ee.  

26 
27 Effective reset hours: The sum of reset hours (fault exposure reset hours - delta 

28 planned hours - delta unplanned hours) during the previous 12 quarters that are 

29 effective (i.e., applicable) during the current quarter. (This term is explained in 

30 more detail in the Clarify ing Notes.
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46

H•.s. rcquiredCritical hours are the number of hours a-monitoed-•ety-syste...  

reactor is critical durin thequarter.  

A train consists of a group of components that together provide the moaiteredrisk 

significant functions of the system and as explained in the enclosures for specific 

reactor types. Fulfilling the design-basisrisk significant function of the system may 

require one or more trains of a system to operate simultaneously. The number of 

trains in a system is determined as follows: 

for systems that primarily pump fluids, the number of trains is equal to the 

number of parallel pumps or the number of flow paths in the flow system (e.g., 

number of auxiliary feedwater pumps). The preferred method is to use the 

number of pumps. For a system that contains an installed spare pump, the 

number of trains would equal the number of flow paths in the system.

3

2 
3 
4 
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1 
2 * for systems that provide cooling of fluids, the number of trains is determined by 

3 the number of parallel heat exchangers, or the number of parallel pumps, 
4 whichever is fewer.  
5 
6 9 emergency AC power system: the number of class lE emergency (diesel, gas turbine, or 
7 hydroelectric) generators at the station that are installed to power shutdown loads in the event 
8 of a loss of off-site power -- This includes the diesel generator dedicated to the BWR HPCS 
9 system.  

10 
11 Of omleets-oraec-den-ts-.t-T-hese-are--e~vetsp n 1 a pln' ........ an...  

12 heensing e~~s.-T-yp ealy-t-hes-eet-resp-eeified-i•-a-p~at'ssft nl 

13 re..however-ot-he~r-even-tsfan alysis-shoulI-be-eonsider-ed-(eg-A ppendix-R 
14 analysis).  
15 
16 Note: Additional guidance for specific systems is provided later in this section.  
17 
18 Risk Significant Function: those functions of the monitored systems that were 

19 determined to be high safety significant as defined in NUMARC 93-01 (revision 3) 

20 as endorsed by the NRC in Regulatory Guide 1.160 for meeting the requirements of 

21 the maintenance rule.  
22 
23 Clarifyinp Notes 

24 The systems have been selected for this indicator based on their importance in 

25 preventing reactor core damage or extended plant outage. The selected systems 

26 include the principal systems needed for maintaining reactor coolant inventory 

27 following a loss of coolant, for decay heat removal following a reactor trip or loss of 

28 main feedwater, and for providing emergency AC power following a loss of plant off

29 site power and certain kyf support syystems for these functions. (Note, however, that 

30 support systems are not cascaded onto these systems.  
31 
32 Except as specifically stated in the indicator definition and reporting guidance, no 

33 attempt is made to monitor or give credit in the indicator results for the presence of 

34 other systems at a given plant that add diversity to the mitigation or prevention of 

35 accidents. For example, no credit is given for additional power sources that add to 

36 the reliability of the electrical grid supplying a plant because the purpose of the 

37 indicator is to monitor the effectiveness of the plant's response once the grid is lost.  
38 
39 Some components in a system may be common to more than one train, in which 

40 case the effect of the performance (unavailable hours) of a common component is 
41 included in all affected trains.  
42 
43 Unavailable hours for a multi-function system should be counted only during those 

44 times when any risk significant function monitored by this indicator is required to 
45 be available.  
46
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1 Trains are generally considered to be available during periodic system or equipment 

2 realignments to swap components or flow paths as part of normal operations.  

3 
4 it ispossihble-far-a-trm-anifo-be-eonsidered-opera t-et-unav-ailablepert da-nee 

5 in this- seetie--Theu-rpose-of-this-mdic-ator-io-momtor the re d~ines e 

6 imptan-ft-y-systems--to -p e-form-t-heir-saon-n-resp-on-.............  
7 events or-aeei-dents, 
8 If a licensee is required to take a component out of service for evaluation and 

9 corrective actions related to a Part 21 Notification, (or if a Part 21 Notification is 

10 issued in response to a licensee identified condition), the unavailable hours must be 

11 reported.  
12 
13 Planned-*=av-ailable-HoursCredit for Operator Recovery Actions 

14 
15 Planned4-anavailable-hours--are-hours-th-aa-t- .....  

16 aet -iy-that4s-pl-ann-ed4n-a-dvvance.-T-he-beginnng-an4-efding-tieof ...  

17 una•aýila ..-hou .-are-kown I -- aus es-o f-lane d--umiav bl-e-h-ou-s-me ,-u 

18 •re not !imi-t-ed-ta-,te-ollowing
19 
20 •pr~event-ive-maintenance,- or-reetive-mai-nt-erfanee-on-no-failed-ti 

21 inspeetion--requiring-a-train-to-be-meehani -lly-and/or-e-eet-r-ia!Y-reioved 

22 from-service 
23 
24 0 planned-su pport-system u navai lab iI ity-causing-a4rain-efa-a- ltered systm te be 

25 unavai-abteý-(e g-AC--or--DC--power-,-i-nstr-ument- r--ser-c-e-w-ate p onent ..... g 

26 waterFor-room-c-eoling) 
27 
28 •Durinmg testin9g-
29 Unavailability of a risk significant function during testing need not be 

30 reported if unless the test configuration is automatically overridden by a 

31 valid starting signal, or the function can be promptly restored either by an 

32 operator in the control room or by a dedicated operator 2 stationed locally 

33 for that purpose. Restoration actions must be 

34 contained in a written procedure 3, must be uncomplicated (a single action or 

35 a few simple actions), and must not require diagnosis or repair. Credit for a 

36 dedicated local operator can be taken only if (s)he is positioned at the proper 

37 location throughout the duration of the test for the purpose of restoration of 

38 the train should a valid demand occur. The intent of this paragraph is to 

39 allow licensees to take credit for restoration actions that are virtually certain 

40 to be successful (i.e., probability nearly equal to 1) during accident conditions.  

- ccumulation of unavai"ahle ha r nds-whcn ts o .... ii a r.. . .. to a norP mal st b " e , 
su '4(e, 0., pvost ..... ~ anG .t..s.l... i ....... [c-q• r ;ai notto be capa'bleuf pz~fbfiorH: 

timethutie Alpe n •th rn I e normal staindby a .igti.et dud t h unsuccesSfrul AFi iS 1, lasi, e a..... ............  
2 Operator in this circumstance refers to any plant personnel qualified and designated to perform the restoration 

function.  
2 3 Including restoration steps in an appfovcd tcst procedure
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1 
2 GThe individual performing the restoration function can be the person 

3 conducting the test and must be in communication with the control room.  
4 Credit can also be taken for an operator in the main control room provided 
5 s(he) is in close proximity to restore the equipment when needed. Normal 
6 staffing for the test may satisfy the requirement for a dedicated operator, 
7 depending on work assignments. In all cases, the staffing must be 
8 considered in advance and an operator identified to take the appropriate 
9 prompt response for the testing configuration independent of other control 

10 room actions that may be required.  
11 
12 Under stressful chaotic conditions otherwise simple multiple actions may 
13 not be accomplished with the virtual certainty called for by the guidance 
14 (e.g., lift test leads and land wires; or clearing tags). In addition, some 
15 manual operations of systems designed to operate automatically, such as 
16 manually controlling HPCI turbine to establish and control injection flow 
17 are not virtually certain to be successful.  
18 
19 faany-medi fioat-ion-t-hat-requires-4he-tr-ai n-to-be-mec-hani-eally-and/oF-elec-tflly-emevedd 
20 fre-rn-ser-vi e-.  
21 
22 if-a-maint-en-anee-ac-tivit-ygoes-beyond-the-ouigially-sc-hedud-t-ime. .me.the 
23 additional-hour-s-can--be--consi dered-p-lanned-unavailabk--hor-s-ex ept wh end•e to 
24 deteetion-of-a-new-faile4-component-th-at-woul&d-pr-event-the-t-r-ai-ne-- .performin-g 
25 its ..te..ded-safety-function.  
26 
27 Plann ed--n available-hours-ar e--include d-b eeause-por-tions-of--a-system-a-r-e 
28 un available-durin g-these-pl ann ed-activities-when-the-,syst-em-should be available-t6 
29 perform 4s tended-safety-function.  
30 
31 Note: s-r-ecognize -that-such --planned -activities-can-have-a-net-.ene.fieiael.-eetin 
32 termsof reduc-in g-unpl-anned-un avdal-abiiti-and-fault-exp sure-unavailab!l- .....  
33 (as d-;sessed-fur-ther-below+.A f planned-7activities-aare-well-manageffetive-, 
34 fault-exposure-un a-' ail able-hou rs and--unplanned-un-av-ailable-hou-s-ar-e-m-ininirze4 
35 
36 Tr-eatmen-t-af-Planned-Over-hault--Maintenance 
37 
38 An-s--th-at-perform- on-inme-planned-overhau1--maintenance o-vedthhnapoe 
39 Teehnieal.-Speeific-a-tion-Allowec -Out-age-T4me)do-n-ot-ha-ve-to4nelude-planed 
40 eve.hau4li-hou-r-s-in-the-un ava-ilable-hou-rs-for-this-per-for-in-e-4Mdic ator undcr t•e 
41 eon...ions-nted-below--Overh aul -m-aintenane-e-ompr.ses4ho ...ti ...ies-th-at.  
42 u.der..ak-en-volunt-ar-ily-and-pe rform ed4n-aceor dan ee-with-.an-esta...shed .peven.tie• 

43 mi.nte.ane-parogr-am-t-o-improve-equipment-relabiity-an-davaiahi] 4 ty•-Overhavus 
44 in-eude disassembly-and-reassembly-of-major-c-omponent-s-and-mfay-nlude 
45 replaeement--ofparts-as-necess arycletaning,-adjus-tment--and4ubric-ation-as 
46 neeessa.y...-•ypeal-majoor-componen-ts-ar-e iesel- engine-r-gen-er-atu 
47 maetor o..-t-r-bi-ne-dr-ive-r-or-heat-exch-anger-s-
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2 Any AOT-S-Uffi -ient-t-o-ac-c-ommodate-t-he-over-h-aul-hoitr-s-may-beýnsidered-.  
3 14owever-,-to-qu-ahfy-fbr-t-he-exempt-ion-of-un-availableýu-r&,-Ii-c-ensees must h
4 plaee a quant-i-tative-r-isk-assessmen-t.--Th-is-assessm-ent-mu-A-demonstr-ate that the 
5 planned-c-anfigu-r-at-ion-meets-eit-ber-the-requi-r-emen+- -1, 4nf ied TS ehange 
6 deser-ibed4-n-R--egul-a-tor-y-Guideý-1-.-I-7-7,-or-t-he-requiremen-ts-for-nor-mýaý ý ý 
7 deser-ibed4n-N-UMAR-G-93-0-1,-Sec-tion4".-7.-" -th-er-wise-th"-nav-a-i-l-a-hk-4iou-ps 
8 must be countedT-he- S-afe ty-Sys tem-Unavailability4n-dic-ater-exc4u4es 
9 maintenan e-ou-t-af-ser-viiae-hour-s-on-a-t-r-a-i*Ln-th-at4s-n --equired-t"e-operable per 

10 teehnieal -sp-ec-ific-at-ion&-(TSý.--T-his--n-or-mRI-1-y-ocear-s-du-r-iri-g--reac-t-ar--sh-ut4ovai-,.  
11 Onhne main en-ane"our-,-for-sy-stems-thýa"o-not--hav-(-ir-.-&t-,,ý ýpar-e trains woul 
12 norm al4y be4nc-luded4n-the-in dicator-.However-, -some-lic--en-sees-have-b ee grante 
13 exten-sion-sýf -eer-t-aia-T-S-allowed--out-ageý-t4mes4AOT-s)-t,"erf-or-rn-onhiie 
14 maintenanc-c-ac-ti-vities-t-hat-have-,--ln-the--p-ast,-bean-per-forme e shut down, 
15 
16 The er-ite -of-Reg-ul-a-tor-y-Guide-l-.-ý-7-ine-lude-dem-onstr-ati-en that the change ha-s 
17 only a small-quantit-ative-impac-t-on-plan-t-risk--aes-s-t-han-5xlO 7 inc-rem-ent-al 
18 eonditiona r"am-age-pr-obability)-T--I-t-is-app-repr-i-ate-an --Iquitable, for heensees 
19 who ha men s t-P ateýth-at-th e -Inc-r-e ased-n-iskAa-the-plant 's small, to exelu-de 

A 20 unavaila ours4or-t-hose--act-ivi-t-ies-for-whic-h-the-ext-(-nde - Iswe-regranted.  
21 14owever,--in-keeping--,vý,ith-t4ie-N-RC-s-i--nc-reased--ernph-a-sis-ori--n*-sk-inf-amed 
22 regulation,-i-Lt-is-not-appr-opr-iate-to--exc-l-ude-unavR-ilabl-e-hou-r-,-for-4k-ensees who have 
23 not d-emonst-rat-e-d-t-h-at-t-he-increase-in-r-isk-is--sm-all.-In-addition, 10 CFR 50.65(a)(A -
24 r-equirep,4 sees--to-assess-and-m-anageýe-inc-r-ease-+ri-nsk-t4-i-at may result from 
25 proposed m-ain-t-enance-ac-t-iv-i-ties.-Gui-d-ance-on7a-qu-ant-i-t-atiAe-appraaeh-t-oý ý 
26 riskimpa of-ynýai-ntenýanc-e-actIN7i-t-ies-4-a-c-on-t-ai-n A reý,4sion of Seetion 
27 11.3.7.2 of-N-UMA-R-C,-93ý-0--l.--T--hat-ýsection-allows-t-he-u-se-of-n 
28 plant c-on-figui:-a-tion-s-in-which---tlie-incremental--c-or,"-a-m-age-p-r-ob Oity is less 
29 -10,,.-Licensees-must-demonstr-ate-th-at-t-heir-p-r-oposed-aet-ien--eem-p'ýý,-&,Ait-h eithe-r
30 the r-equiremen-ts-for-a-rls*kýinformed-T-S-ch-ange-or-the reqiiixement-s-f6r-riorinýal 
31 work co ols-desulbed-in- NU-M-AR G--93-0-1-.  
32 
33 The planned-overhaul-maintenance-ma-K-be-applied-once-per t &r-at4ng 
34 eyele. 'Iý'h-(,-ýr-k-mýay-be-done-in-t,ýý-o-segments-pr-ovided7that4h total-6m-e-ý 
35 per-for-m-the--overh-aul-does-iiot-exceed-one-AOT-per4ed-.  
36 
37 if addi onal-t-ime-is-n-eeded-to--repair-equipm-ent-probleým-&-di-seever-ed during the 
38 planne"v-c-rh-aul-t-hat-would--prevent-t-he-fulf+llmen-t--of-a--&afet-y . n, --,+., 
39 addition a I-h auys-w ould-be-no n-overh-aul-h oux&-andlox-pot-en exposure 
40 hours, an uld-eount-toward -t-lie-indic-ator, 
41 
42 Other a.eti-,ý s-may-be-per-f-ormed-with-ý- e-pla-nned--ov-&r-h-aul ae+.IN4ty as long as the 
43 outage du-ra-tion-i"ounded-by-overhau"c-t-ivii4es.-I-f-t-hieý-over-liaul-ac-t4vities-ar-e 
44 eomplete, -anA -t-he-outa g-&-con tin u es-due-to-non-overh au]:-a-c-t-iAAtie&-,th e additional 
45 hours wou-1-d7be-non-over-haul-hour-s-andýý,oul-d-c-ou AAovv-ar4-the4n4icator-.  
46
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1 Majr-rebuild-tasks-necessitated--by-an-un expected--component-failure-that-wo.ld 

2 prevent tthe-fulfillment-of-a-safety--function-cannot-be-eounted-as--ver-•ýul 
3 nten nee-.  
4 
5 This overhaut-exempt-iont-does-not-normally-apply-to-support-systems- exeept under 

6 u~niq u-elant-specific-situ-ations-on- a-c-ase-by-case-basis.-The-eir-e•týn . .es-ef-ea 

7 situation-_are-diffferent-and--sh ou id-be -i den tified-to-the-NRCA-sotlmt-ae-....eter.minati.  

8 ean be madeý-aetors-to-be-taken into-consideration-for-an-e-x-emptionefor suppoA 

9 .y..qn-st mc4ude-(-a)-the-result s-of- a-quan-tit-ative-risk-assessment)-(b)4 e-expetd 

10 imp rovemen--n-pl-an-t-performance -as-a-result-of-the-ov-erh-a-l-aetivity•, andl4 th 

11 net-hange-i-n-risk-as--a--result-of-the-over-haul-ac-tPvty.  
12 
13 lp'page-U-a-avilable-Hours 
14 
15 lanned-un-available-hours- are-the-hour-s-that-a t-ra*n-is-not-avail-able-fer-serviee 

16 for-an aetivi-ty-t-hat-was-not-planned-in-advance.T-hebeginning-af4-endflg4tin s5of 

17 unpiannedý-navailable-hours-are-k-now-aaes-of-un hours 

18 inehude, bu-t-are-not-limited-to, the-fotloeing1 
19 
20 geo-rrec44ve-m ainten-ance--time-ftollowing-detec-ion-of-a-failed comp onc. t that 

21 prevented-the-t-rain-fromper-form-ing-t s4ntende s..fety-.u 4 t ....  

22 time-between-failn-re- and-deteet-ion-is-c-oun-ed-as-ýfault-expesr 

23 unavailable-hours -as-discussed-below--) 
24 
25 -Punptann ed-support-system-un availabih't-yc-ausin g-a-tr-ain-of-a-monitored 

26 system-to- be-unavailable-- (e.- -A-or DA-power- iistr-ument-aH ,r--sv-e 

27 water, component-- cooling-l n•water,-o r-roomI-c oli•ng) 

28 
29 human- errors-le a ding -to-train-un availability-(e. -výalve-or- breaker 

30 misposit-ioning---only -the -time-to-restore--would-be-reported-as-u-nplatnaed 

31 u-navailableý-hours-- th e-time--betw-&een-the-m-ispositien-i-n g--and-di-seevery 

32 would-b e-counted- as- fault- exposure-unav-alable-hours-a-si-seusse b..elw) 

3ý Fault Exposure Un available- Hours / .' 

6 Fault exposure unavailable hours are the time that a train spends in an undetected, 

7 failed condition. Detection can occur through discovery or as a result of a demand 

38 failure. Th-ree-Two situations involving fault exposure unavailable hours can occur.  

4 1. The failure's time of occurrence and its time of discovery are known. -Examples 

4i of this type of failure include events external to the equipment (e.g., a lightning 

41 strike, some mispositioning by operators, or damage caused during test or 

4• maintenance activities) that caused the train failure at a known time._ For these 
44 cases, the fault exposure unavailable hours are the lapsed time between the 

45 occurrence of a failure and its time of discovery. These hours are reported as 

46i fault exposure hours and included in the calculation of safety system 

471 unavailability.  
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1
2 For instances where the time of occurrence is determined to have occurred more 

3 than three years ago (12 quarters) faulted hours are only computed back for a 
4 maximum of 12 quarters.  
5 
6 For-design deficiencies-that occ-ur-red-in-a-p-revious-r-epor-ting-period, faul 
7 exposure-hours are-not-reported.-However-Tunplanned-unavailabl--&.eur.-af-e 
8 e-ounted-from-the-timeof-discovery---The-indic-ator-report-4s-a.no-ate toede4 adent 
9 the-pesen•peof-an-old-design-error-,-and-tlhe-inspec-tien- process•- assess-he 

10 signific-anee-•f-the-deficiency-.  
11 

12 The-absence-or-inadequ acy-of-a -periodie-inspeetion-or-test-ofa Inmnitored by 
13 this-indica-tor-that-r esults-in-a- long-standin g-un-availabititof-that-tain-4s 
14 eonsidered3 ,-for- pu-rposes-of-t-is- indicator- too-be- an-ld-design-is.u. that inot 
15 counted4n--the-indicator.  
16 
17 2. he time of the failure's discovery is known with certain intent of 

18 the use of t e c *th certainty" is to ensure t appropriate analysis and 
19 review to determine the timee* ltddou nedith 
20 corrective action program, an •ewedby ement. The use of component 
21 failure analysis, circ alysis, or event investigations e table.  
22 Engineern gment may be used in conjunction with analytical tec es to 
23 de t me the time of failure.  
24 
25 0 s case_unavcalable hours are counted from the time of discove ward 

26 until the u ion is restored. A demand failure is assumed an dcunts against 
27 the unreiabilit in or for the monitored system.I-t-i proper--to assu-me 
28 thathe-falur-e-occurred- a -time -of-discover eose-failu-resec au se the 

29 assumption-ignnores-what- couldbe ifi -mavailable-t6me-prior-to-their 
30 diseovery.--Fault- exposure -unav-Ala for-this-case--m-ust-be-estiniatedT 
31 ThAe-value-used to-estimate• th ultexposure -v-ailable-hou-s-.r-s4his-easeis: 
32 one-halfthe-time-since-t -e astsuccessful test-or-oper n-that-preved-the 
33 systý-n s-c-ap abl -p erfo rin ts-s afety-u n e-ion.-t owe -he-ime 

34 reported-is-n r-greater -thanthree-years(4-2qua-te For-exa- l east 
35 sueess u-rveillance-test- was--24-months-ago,-then-the-time-r-eor-tdp A

36 ouirs(-1-2months).--If-the-time-since-the-ast-test--w-as--74-mi-nths,-the-tme 
37 r-ted-would-be -2(i280 hours-(-36-mon-ths).: 
38 
39 The unavailable hours can be amended in a future report if further analysis h 
40- identifies the time of failure or determines that the affected train would have 

4 been capable of performing its safety-risk significant function during the worst 
4 case event for which the train is required.  
43 
44 If a faitir-e-is-identified-when-a-train-is not-required-to-be-avaitabe-fautt-expesuf-heursare 
45 estimated-by-cou nti ng-fto m--th e-d ate -of-the-fai lure--baek-t-o ne-half-the-time-sinc-ehe4ast 
46 sue-eessful-operation- and-including -ony ,-those-hours--during-t-hat-per4ed-Awe -the rain -was 
47 required-te-be-available-.
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2 Note -rF-design-defici enci es, -faulted -hours-are-not-counted=•However-,-uptanned-ho-ufs-a-e 
euedfom-rhe-tt ime-of discovery- In-the se-c-a ses-,-heuater4ynd-ic-ater-f ie 

4 te-identify-the-presence-of-a-desi gn-err oerand-the-inspec-tion-pr-oc-ess54t 5s 

5 signific-anee-of the-deficiency, 

The-failu-re-is-annunciated-when-it-o o-ouls--For-his-cas e,-ther-e-are-fault-exmsu-r 

uma-vaijable-hours because the-time-of-failure-is-the-time-of-disover-y---Theseffilures nclude 
the-follwing+ 

11 -f ailuxre-of-a- on tinu ously-operate d- component,-suc-h-as-the-t-rip-ef-an 

12 opera-ting-fee dwaterp ump--th-at-is- lso-usedto-fulf-l--a-mfni-lred-systm 

13 function,-sueh-as feedwater-coolant-injec-tion-in-soene--BW , 

414A 
15' L--ai.ur-a-eo acomponent while-in -standby-thatis-an-nnunciat-ed4n-t-h-Oceontotl 

16 room,- such-as.-failure of-cor -tro ower- u-re - r-a-monit-red 

17 
18 Whem-a-failedo-r mispositioned-component-t-hat--esults-in-t4he4oss--of 4trai•"f•eti , 

19 is-discover-ed-during-an-inspection or -byineidental-obseervation-(without-beh g 

20 tested), fault-texp osure-unavailable-hours- ..  
21 _______-__________________ 

22 -Oper-for actions to recover from an equipment malfunction or an operating error 

2 can be credited if the function can be promptly restored from the control room--ba

/4 qualified operator taking an uncomplicated action (a single action or a few simple 

S5 actions) without diagnosis or repair (i.e., the restoration actions are virtually 

6 certain to be successful during accident conditions). Note that under stressful, 

7 chaotic conditions, otherwise simple multiple actions may not be accomplished with 

8 the virtual certainty called for by the guidance (e.g., lift test leads and land wires).  

9 In addition, some manual operations of systems designed to operate automatically, 

30 such as manually controlling HPCI turbine to establish and control injection flow, 

31l are not virtually certain to be successful. These situations should be resolved on a Scase-by-case 

basis hrou n 

3 4 ASn -Ioil-, -water-or-steam-eaks--th at-w ould-not-preclude-safe-operi'-tio4of-the 
35 ýatrz t dux--n-operational-demand-and-would-not-prevent-a-tr-ain-from 
36 -- &Ayfet-fu nction-are-not--counted-.  

3 A tr vailable if it is capable of performing its safety-risk si t-a, iuncton.  

3 For example, a - 11 ,pen valve is found failed i pen position, and this 

4 is the position required fur e o erf unction, fault exposure 

4 unavailable hours would not be c or the valve was in a failed state.  

42 However, unplanned able hours would be counte he repair of the valve, 

43 if the re ired the valve to be closed or the line containing t e to be 

44 a ed, and this degraded thaifull cApiorre ddan-c4 4h -SY

45 
46 Fault exposure unavailable hours are not counted for a failure to meet design or 

47 technical specifications, if engineering analysis determines the train was capable of

10



1 performing its safet-y-risk si nificant function during an operational event. For 
2 example, if an emergency generator fails to reach rated speed and voltage in the 
3 precise time required by technical specifications, the generator is not 
4 considered unavailable if the test demonstrated that it would start, load, and run as 
5 required 4i-an-emergeneyto meetitsrisk ificant function.  
6 
7 Reporting Fault Exposure Time 
8 
9 The fault exposure unavailable hours associated with a component failure may 

10 include unavailable hours covering several reporting periods (e.g., several quarters).  
11 The fault exposure unavailable hours should be assigned to the appropriate 
12 reporting periods. For example, if a failure is discovered on the 10th day of a 
13 quarter and the estinm-ated-number of unavailable hours is 300 hours, then 240 
14 hours should be counted for the current quarter and 60 unavailable hours should be 
15 counted for the previous quarter. Note: This will require an update of the previous 
16 quarter's data. Remove the double count by removing the unavailable pl.anned a-tnd 
17 . npla..ed-hours which overlap with the fault exposure hours. Put an explanation 
18 in the comment field. If you later resetmeve the fault exposure hours, restore the 
19 hours which had been removed.  
20 
21 Removing-(Resetting) Fault Exposure Hours 
22 
23 Fault exposure hours associated with a single item may be resetmoved after 4 
24 quarters have elapsed since the green-white threshold was crossedfem .dise.e.y, 
25 provided the following criteria are met: 
26 >ýA 
27 1. The ault exposure hours associated with the item are greater than or equal 
28 to C30hours and the green-white threshold has been exceeded. (Note: The 
29 green-white threshold may have been crossed in the same quarter, or in a 
30 subsequent quarter.) 
31 2. Corrective actions associated with the item to preclude recurrence of the 
32 condition have been completed by the licensee, and 
33 3. Supplemental inspection activities by the NRC have been completed and any 
34 resulting open items related to the condition causing the fault exposure have 
35 been closed out in an inspection report.  
36 
37 Fault exposure hours are reset by submitting a change report that provides the 
38 hours to be reset and the first quarter in which the reset hours become effective 
39 (i.e., the first quarter in which all the conditions for reset are met). The reset hours 
40 should include any planned and unplanned hours that were previously unreported 
41 to avoid overlap with fault exposure hours. The change report should include a 
42 comment to document this action.  
43 Faut "ex-posu-r- s-are-r-emoved-by--submitti-ng la ebar rt that prod4 
44 - "evisiontehe-reperted--hors-fo'--t he-affeeted-qu-arA-te-r(f). ) he , hangc rep ort should 
45 inelude a eomment-t-o-doe-ument-this-aet-ion-.  
46 
47 Equipment Unavailability due to Design Deficiency

11



2 Equipment failures due to design deficiency will be treated in the following manner: 

3 
4 Failures that are discovered during surveillance tests: These failures should be 

5 included in the equipment unavailability indicators. Examples of this type are 

6 failures due to material deficiencies, subcomponent sizing/settings., lubrication 

7 deficiencies, and environmental protection problems.  

8 
9 Failures that cannot be discovered during normal surveillance tests: These failures 

10 are usually of longer fault exposure time. These failures are amenable to evaluation 

11 through the NRC's Significance Determination Process and Accident Sequence 

2 Precursor process. Examples of this type are failures due to pressure 

3 locking/thermal binding of isolation valves or inadequate component sizing/settings 

4 under accident conditions (not under normal test conditions).  
16 
16 
17 Hours Train R-equi-red 
18 
19 The ter" "h-ou•-s-tx-ai-n-req a train is rquiredt 

20 be available-to-sat-isfactor-il-y-pt-fnt-ion.-Un e houT-s-

21 .... ÷d only-for-perods-when-a-t-rain-is-requ-ied-t-o-be-av-aiabt-o - e ie 
22 
23 The•defau-l÷ al-es-iden-t-ified-below-are-ty iealthowever, dfferenccs may .xistin 
24 the ........ of--t-r-ai-.s-requ-i--~ed--d ur-ing-ý-fer-en-m ode of. op..........  

25 c ... mati -met-hodolog-aecom oda -- e ......  
26 hes eaes.Thec-efaul-t-v-al-uen- t-h&en-denmi-n-a-t-or-e-anbe-sed o4"• simp 

27 eeIneetin.-"• -e-. wv-er,--te-n-uumerator-must-inccude-aU-utavailabe-hours .d....  

28 periods th-at-the-t-r-ain-ise qu-i-r-ed-r-eg-a~r-ess-o e-de fauttalu
29 
30 DEmrgcr,-nc-y:-C-power-sys5tem_-T-hi-s-vatue4-s-esti-r-ated-by-t-he-nimber,-, of h.,,-•ours. i 

31 the-rep-ar-ting-er-iod -eea-use-emer-gen yge-aor-s-ar-enrm. y.• ......... o b 

32 avabcfor-ser-vi-ee-du-r-ing-both-p-an-t-oper-ation-ansd-SliutdoW .  
33 
34 ResidualHeat-Remv-avst --T-hi-s-va e-i -t-imated by the number of hours 
35 in-th•. e~por-----er-iod-eea-use-the-resid- ea syte is.... required..  

36 be-avaiktble-fbr-deeay-heat-renm-ov at altr-i-mes 
37 
38 9All othe- ems.-Tis-v-at-ue-i-s-est-i-ma-ted--e-nu-mcr- o er-itiea hours d"" 
39 th ao-in-ge-perod,-bec-a-use-t-hesey-sst-ems•-s qured to b' 39 .t..... scrvicc 
-40 only-wh-ite-the-- atr--a-s-cri-tiealt--and-fo-shor4•-ermd-wdu-m ýU"V ....  

41 shud"own. !n-som-e-ases-t-h-is-v-alue~s-ealrea4y-pr&vdeda Tas - 0'

42 ealeu-i on-as-rnun1Aanned--au-toma-t-ie-ser-am6P&-7iO0 hou-rs critical data.  
43 
44 C omp on-F-ai-ues 
45 
476- of t rportedi 
47 f-he f-il ,,.,re' .. of ee tae-n-lla--om~ponents-u-nless-the-saft-ucton of a p ..... ,,,.,.
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1 . .mp oncnt (..g., pu mp-vaiveT-emerge-ney-gener-aor-affee-i a anncrtha
2 prevents th- thr-ain-fr-om--performin g-it-s-4itended-saf nt on--,•ieh --aneiliary 
3 eemipnene -,inel-ude-equip-ment--assoiated-wit-h-c-ortroe-,pr-oteetion, and actuatien ........ + ° e ers-ppes me-n'ct-a--gsuyt.e so;t ct.-eapio f there......  

5 three ...essu.e-swit-ehes-arr-anged-in-a-tw-eo-o ,..ef..4.h.ee p d low sut 

6 p.es. reoteetion-for-a-P-W-R--a-uxiliary-feed-wat e p -nd one bec-.mes 
7 defeetive, 
8 unav~4ailahour-s-would--not--be-counted-bee-a-use the-si*gle-fai.ur would not a•c•t• 
9 .petabili-ty-of-he-pun-p

10 
11 Installed Spares and Redundant Maintenance Trains 
12 
13 Some power plants have safety systems with extra trains to allow preventive 
14 maintenance to be carried out with the unit at power without violating the single 
15 failure criterion (when applied to the remaining trains). That is, one of the 
16 remaining trains may fail, but the system can still achieve its safety function as 
17 required by the design basis safety analysis. Such systems are characterized by a 
18 large number of trains (usually a minimum of four, but often more). To be a 
19 maintenance train, a train must not be required i " " af y sas. _ 
20 .Zw-f he-system to perform its &4ty-func•t•o 
21 -;;j~ 

22 An "installed spare" is a component (or set of components) that is used as a 
23 replacement for other equipment to allow for the removal of equipment from service 
24 for preventive or corrective maintenance without violating the single failure 

25 criterion. To be an "installed spare," a component must not be required in-the
26 dcsign basis safety _nalysis tor the system to perform its Qn/ 
27 
28 The following examples will help illustrate the system requirements in order to 
29 benefit from this provision: 
30 
31 * A system containing three 50% (flow rate and/or cooling capacity) trains would 
32 not meet the requirement since full design flow rate would not be available with 

33 one train in maintenance and one train failed (single failure criterion).  
34 
35 * A system with four 50% trains or three 100% trains may meet the criterion, 

36 assuming the system design flow rate and cooling requirements can be met 
37 during a design basis accident anywhere within the reactor coolant or secondary 
38 system boundaries, including unfavorable locations of LOCAs and feedwater line 
39 breaks. This statement is not intended to set new design criteria, but rather, to 
40 define the level of system redundancy required if reporting of unavailable hours 
41 on a redundant train is to be avoided.  
42 
43 Unavailable hours for an installed spare are counted only if the installed spare 

44 becomes unavailable while serving as replacement for another component. This 
45 includes Vllapned -nd unplanned unavailable hours and fault exposure unavailable 
46 hours. Th2 appr-pxiattc way to es-%V-aae .aOL&ts; hotts is to 
47- -ie since the ast successfu operation an
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1 i•nclude only tho•c s-during that period when the equipment was required to be 
2 

3 
4 - kiapednavailable hours (e.g., preventive maintendanca d 

5 mnauialQahe houGs (e g, corrective m intenanco) are not counted for a component 

6 when that component has been replaced by an installed spare.  

8 In some designs, specific systems have a complete spare train, allowing the total 

9 replacement of one train for on-line maintenance, or increased system availability.  

10 Systems that have such extra trains generally must meet dasign-ba&ees e 7 -• 

1211 requirements with one train in maintenance and a single failure of another train.  

13 Trains that are required as backup in case of equipment failure to allow the system 

14 to meet redundancy requirements or the single failure criterion (e.g., swing 

1• components that automatically align to different trains or units) are not installed 
16,. spares.  

17 
18 Fault exposure unavailable hours associated with failures are counted, even if the 

19 failed train/component is replaced by an installed spare while it is being repaired.  

20 For example: a pump in a high pressure safety injection system (that has an 

21 installed spare pump) fails its quarterly surveillance test. Unavailable hours 

22 reported for this failure would include the time needed to substitute the installed 

23 spare pump for the failed pump (unplanned unavailable hours), plus half the time 

24 since the last successful surveillance that demonstrated the train/system was 

25 capable of performing its..gy functiog, or 36 months whichever is the shortest 

26 period. rT, - 5  f 
27 
28 In systems where there are installed spare components or trains, unavailable hours 

29 for the spare component or train are only counted against the replaced component 

30 or train. For example, if a system has an installed spare train that is valved into 

31 the system, any unavailable hours are counted against the replaced train, not the 

32 spare train. Thus, in a three train system that has one installed spare train, the 

33 number of trains in the safety system unavailability equation is two. The system 

34 unavailability is the sum of the unavailable hours divided by two.  

36 Sivetemse-Ruired-t-o-be-in-Ser-vice-at--All--mTimes 
37 
38 The Emer owery-s an e-r-s oh ........  

39 -mr.-a,1y--rui-red-to-b e-i-n--ser-viee-at-al-l-44es=-Iw-eve•--pl-arn and unplann.d 

40 navilablte-hou-rs-ar-e-not-rep orte d-undeer-ee4ain-eo nditions=--The-5 . .  
41 for- the emer-g-enc-ey-desel-geneha-tor-a-re-dese-rbed4n-the-Em-ergency-DieseI 
4 2 G ee_4 o SO. a . S e t o n -.-F o r- t• I -t-R -s y s t-e m s ,- v wh e n -t-h e -r-e a c-t -or- is - &h-u t d o w n _ .l ¢ .A -. , 

43 the vese-those-systems-or-p o-t-ions-of-systems-t-vlift-t-io4de-•hut". a . ...  

44 be-remo-ved-f-rom-serv-ice-with out-i-nc-ur-r-i-ng-pl-an-ned-or-unplarnned unavailable to•• rs 

45 under the-fellowin-g--onditionsis 
46
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NTD 0 
1 ORHRtr-ains-m-a-3r---beýr-ema,,,ed-fr-om-servie"rovide ....... approvedalter-nate
2 method-of-dee-ay-heat-r-emoval-is--veri-fied-t"e-a i r- e ch RHR tr ' 
3 r-em-eved4r-em-ser-vice.-T-h-e-in-t . thatýt-all-times4hereý e two methods of 
4 deeay-heat-r-emoval-available-,--at-4eas"-ne- of w-hic-h4s -a frorwe eans of heat 
5 remov-9 
6 

OWhen th aet-or-4sAefLieled-or-t-heAec-ay--hLý,at4ead4s-sE) ree ree tion fef 
8 coeling-puq)ases,--eve"n-an--Intermittent-basis-,-is-no4ongeF--. uire A "amb-iieent losses are
9 enough4ia-eff-set-t-he-decay-heat-load)-;-any-t-r-ai"feviditig--shu-tdown eoeling may be removed 

10 fr-efn sefviee-wit-hout-i-nc-ur-r-i-ng-planned-or--unplanned-unav-ailab,"euf-&.  
11 
12 ElWhen t ulk--r-eac-t-or-c-oolant-temper-at-ur-e4s-4es-s4-hafi-200+-,4-hose4r-ains or- peftions of train 
13 w-hose-se4e-&nc-t4on-is-t-o-provide-suppr-es-sion-pool-eeeli-ng-(B v be removed fr-o 
14 out4ne-ur-r-i-ng-planned-or-unpla-nne"n-a-vailable-houfs-.  
15 
16 9When pefti-ans--ef-a-sing4e-t-r-ain-provide-bE)t4i-t-he-shutdo-wfc-eali-ng-ai . Lý . I n peel 
17 eeeling-fdm4ien,-4he-most-limiti-ng-set--of-fepeftab-il-'tty-fequi-r-ements-sheuW-be used (i.e.  
18 unavailable--h ur-,-and-r-equired-hour-s-ar-e-repeff-ted-Mienever-at-4east ne-ffinefian4&+equired) 
19 
20 Fault expesur-c-un-,-,wai-lable-hours-arý -.Iway&-eou-nted-,even-,vhe ortions of 
21 system are-remo-ved-fr-em--ser--výice-as-desc-r-ibed-above-.  
22 
23 When th&f"-n-t-i&-oper-at-ing-i-selee-t-ed-eomponent-s4h-at-he Ade the shutdown 
24 eoelingfunction-of-the-R-H-.-R--,y-st'em-a-r-e-no- rier- or- raeked out. This 
25 does not eonst-i-titt-c-an-u-n-av-ailable-c-on-&--tiffii-for-t-he- ta 4hal, p.,.4de shutdown 
26 eeoling, i s-t-he-de-en-erg-i-zed--eomponen-ts-c-annet-be b aek into -- .-
27 before the-mi-nim- u-m-tim-e-t-h-at--t-he--sh-u-t-down-eealin-g-,r,,-ne+uý.-Mý-. ý uld be nee 
28 (typieally-the-time-r-equi-red-for---a-plant-t- 3m-p e a rapiA-eo own, m4th 
29 n esta -1-1-Shed-plan-t--cooldow-n-li-mit-s,-fr--am-n-or-m-al-op a+ . g eenditiows), 
30 
31 Support Sy-.5tem-U-n-a-va-il-abi-h1y 
32 
33 if the unavail-ahih-t-y-of-a--suppor-t-sy-steni-eauýses-a-t-r-ain-to-be-u-navailable, then the 
34 hours the-suppor-t-system-was---un-a-va-:d-able-a-r-e-cou-nt-ed-ag-ainst-the-tr-a-*ý 

Q, 35 planned, unp-lan-n-ed7or-fault-ex-posu-r-e-unav-ai-ý-bk-h.ou-r-s. por-,.'- systems are
436 defined as-any-sy-stem-requi-red-for-t-he-safet-"yst -60-1 dable for se' 

37 (The teehrtk-a"peei-fic-at-ion-c-r-iteii-&-fo"eter4nini-n-g-op Im-mlitty 1 , ply when 
38 deter-minin-gý-t-rai-n-un-av-ail-abilit.y.-4rtA-hese-c-a-s s-,an-alysi&-o"ol d enginee 
39 judgment-ýna-y-be-u-sed-t-o-deter-m-ine-t-he-e-ff-ec-t-of-suppe-r4-,yst-e m- unavailab 
40 the menitoreý-Ysteý.  
41 
42 If the un-,wail-abihty-of-a-single-suppor-t-system--eause-s-a re than on 
43 the meni re4-syste -m-s-t"e-una-výail-able,-ffie4iou-rs-t-he support system was 
44 unava-da e-a-re--cou-n-ted-against-t-he-affec-t-ed-t-r-ain-in-e-aeh-sys em. For example, 
45 train outage-of-3-hou-rs4n-a--P-WR-ser-viee-wa-te Y-stem-exqu-sed-th- -,.er-geney 

AVIXT 46 generator-, -the-R-HR-h-eat-excli-an ger, Ah P S 1 1, - ) ý-v 1-- ýV- -eiated
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I with thattra-in4"e-un-aNxailable-also.-In-this-eýse-,441-ou-r-i ihty wou 
2 be r-eper-ted-&r-tht-associ-ated-train-i-n-eac-h-of-thýe4ou-r-system--&-.  
3 
4 If a suppart-systent-i-s-ded-leated-to-a-system-and4s-n-or-m n standby status, i 
5 should be4neluded-a-s-par-t-of-the--m-onitored-syst-em-sc-o,-. I_ th-ase eases, fa 

6 eyposur-e-un-av-aila-ble-hours-c--aused-layý-f a-Au-re4nA-he-Aan4by-,u-ppoA-cyst-eý ý 
7 results in--a4ass-of-a-t-r-m-*n-function-shoul-d-be--r-epar-t-ed-beeau-s"f the effeet on the 

8 menitor-e4-system.-By-con-t-r-ast-,-fai-l.uT-es-of--writi-n-u-ousl-y-oper-al.-4.ng--suppor-t systems 
9 do not eont-ribute-t-o-f-a-u-It-ex-posu-r-e-u-n-availal)-k-hour-- the monitored systems they 

10 suppert, 
11 
12 Unavail k-hou-r-s-arýe-also-repor-t-ed-for-the-unýavai-labi4it-y-of-,upper-t systems tha 
13 maintain--r-equi-r-ed-en-v-i-ron-ment-al-con-dit-ions-iri-r-oom-s4 . vy'. nonitered safety 
14 system eomponents-ar-e-locatedT-lf-the-absenee-of-t-hose-c-ond-i.-ti-en-s-is-determirted-t-o 
15 have r-ender-ed-a-t-i?-ai-n-u-na-v-ail-able--fo"er-vie"t-a-ti m-e4t-was relquired to be 
16 available, 
17 

418 In some t-a-nc-es,--un-av-ai-l-abi-ht-y-,of-a--mon'Aor-ed-syste u eaused byi 
19 -A; r Pil -a ty of-a-suppor--t-systeni-used--for-eoolin-g-need-nGt-be rep - if eoolingto 
20 water from-an-oth-e"ou-re-e-c-an-be-subs-t-i-t-ut-ed.-Li-m-it-ation&-on the souree of the 
21 cooling water-a-re-as-follows-'.  
22 
23 9for monitored4luid-system- -s-w-it-h-compon-ent7s-c-oaleýy-a-supp-o 4. -3rstem, where 
24 both e-m-on-itored-an-d-tl-ie--support-sy-stem--p:amp&-ar-eý ý-e,,wl-.-ý--,-Iý-ss lE 
25 0-.e-., ed-et-y-gr-ad"r-an-equi-valen-t-)--electrdc-pov,,:,-"aureeýoo -_4-___-&upplied_ 
26 by-a-puinp-powered-by-a--nor-mal-ý-non-c4-ass4Fý--i-.e.-,-non--&-.-r-t3ý grade) eleetrie 
27 pov,ý,ý u-ree-m-ay-be-subst-itu-ted-for-eooh-ng-wa-ter-su-ppýelIý y a elass IE eleetri 
28 power-sou-r-e-e,-p-rov-i-ded-tb-at-redundianc-y-r-equiremen-t-s-to a eanimedate single 
29 failur-e-ýt-eria-fo-r-elect-r-ic--power-and-c-ool-ing-wýater-ar-c--met.-Sp eei-fieally, 
30 u-aav,-dlal).Ie-hou-r-s--m-ust-be--y-epor-ted-w-hen-bo-t-h-t-r-a-i-n-s-of-a-rn i ed system are 
31 being-eooled-by-w-a-ter-provided--by--a-si-ngle-c-ooh-ng-wa er pu p or- by eo 
32 wate"um-p-s-powered-by-a--single-class-l-Fpower4safe - e) souree.  
33 
34 9for emer-g-,-ney-gener-a-t-or-sý-cooling-w-ater-provide"y-a-puTap-power-ed by anothe 
35 ebass4Fks-afety-gr-ade)-power-sou-rc-e-can-be-subs. ituted-,prmi4ed-a-pump4s 
36 avail aw-th-at-will-m aint-ain-eleet-ric-al-redundýam-y-r-eq-uir-ements sueh that a 
37 single-failu-r-e-c-a-n-not-,c--ause--a4oss-of-bot-h-emer-g-eney-gen-erators-.  
38 
39 Emergeney C-,,-power-i-s-not-considered-t-aýe-a--&u-ppor-t-,ys-teni.-TJnavaAabAAy-of-a 
40 train beeause-oPoss-of-AC -p owe-ii-is-c-ou-nt-ed-when-bet-h-the nGr-mal- AG power supply 
41 and the er-geney-A-C-pow-er-suppl"-r-c-n-o 
42 
43
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1 Data Example

2 
3

B I EI I I I IF I G I H I I I J I K I L I M I N -I I P I a I RA
I I.�.,�iIkiIif.. fIC�I I'� AI� � Dn�o. '1 IPdIT AM� I j �d CLV aVbLC*** * *CV***J*fltV fl------.-.

2

3 Train I A 20/95 3Q/95 C V96 10/96 20/96 30/96 40/96 10/97 2Q/97 30)97 4Q/97 10/98 2Q098 30/98 4Q/98 Prev. Qrtr 

4 Planned Unavailable Hours 5 0 5 0 128 0 0 0 0 0 128 0 0 0 0 10 

Unplanned Unavailable Hours 0 0 0 48 0 5 0 0 36 0 12 0 0 24 0 48 

6 Fault Exposure Unavailable 0 0 5 32 0 504 0 0 336 0 36 0 0 24 0 128 

7 Hours Unavailable (quarter) 5 0 10 80 128 509 0 0 372 0 176 0 0 48 0 186 

8 Total Hours Unavailable 1280 1275 1323 1313 1419 

9 Hours Train Required for Service 22208 2208 2160 2184 2208 2208 2160 2184 1104 2208 2160 2184 2208 2208 

10 Total Hrs Train Req'd for Servicei 25176 25176 25176 25176 25176 

11 Train Unavailability 0.050842 0.050643 0.05255 0.052153 0.056363 
12 
13 
14 Train S (Swing EDG) 2Q/95 30/95 4Q/95 1Q/96 2Q/96 3Q/96 4Q/96 1Q/97 2Q/97 3Q/97 40/97 1Q/98 2Q/98 3Q/98 4Q/98 Prey. Qrtr 

15 Planned Unavailable Hours 0 16 6 0 0 0 4 0 0 0 128 0 4 0 4 0 

16 Unplanned Unavailable Hours 11 0 0 0 56 11 0 1 0 0 12 0 0 1 0 0 

17 Fault Exposure Unavailable 0 60 0 0 0 70 148 0 65 0 131 3 0 0 19 0 

18 Hours Unavailable (quarter) 11 76 6 0 56 81 152 1 65 0 271 3 4 1 23 0 

19 Total Hours Unavailable 722 715 640 657 657 
20 Hours Train Required for Service 216 2208 2208 2160 2184 2208 2208 2160 2184 1104 2208 2160 2184 2208 2208 

21 Total Hrs Train Req'd for Service 1 25176 25176 25176 25176 25176 

22 Train Unavailability 1 1 0.028678 0.0284 0.025421 0.026096 0.026096 

24 
25 For EDG system, two unit, one dedicated, one swing EDG 

26 Quarter I I I I I I Q/98 2Q/98 3Q/98 4Q/98 Prey. Qrtr 
27 System unavailability 4.0% 4.0% 3.9% 3.9% 4.1%

28 "1)Q
1
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29 
30 
31 
32 
33 

35 
36 
37 
38 
39 

41 
42 
43 
44 
45 
4i6
47 

748 
4-9 

51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68
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Posting Date: 09/12/2001 

Cornerstone Initiating Events 

P1 IE02 Scrams With Loss of Normal Heat Removal 

ID 287 Topic 

Question Should the following reactor trip described in the scenario below be reported as a "Scram with Loss 
of Normal Heat Removal?" Following a reactor trip, No. 11 Moisture Separator/Reheater second
stage steam source isolation valve (1-MS-4025) did not close. The open valve increased the 
cooldown rate of the Reactor Coolant System. Control Room Operators closed the main steam 
isolation valves and used the atmospheric dump valves to control Reactor Coolant System 
temperature. Within three hours, 1-MS-4025 was shut manually. Control Room Operators opened 
the main steam isolation valves, and Reactor Coolant System temperature control using turbine 
bypass valves was resumed.  

Response Yes. The normal heat removal path could not be restored from the control room without diagnosis or 
repair to restore the normal heat removal path. In this case, manual action was necessary outside 
the control room to manually isolate a valve to restore the normal heat removal path.  

Cornerstone Initiating Events 
P1 IE02 Scrams With Loss of Normal Heat Removal 

ID 286 Topic 

Question Should the following reactor trip described in the scenario below be reported as a "Scram with Loss 
of Normal Heat Removal?" A loud noise was heard in the Control Room from the Unit 2 Turbine 
Building. Operators noted a steam leak, but could not determine the source of the steam because of 
the volume of steam in the area. It was suspected that the leak was coming from the No. 21 or 22 
Moisture Separator Reheater (MSR). The steam prevented operators from accessing the MSR 
manual isolation valves. Due to the difficulty in determining the exact source of the leak, the 
potential for personnel safety concerns, and the potential for equipment damage due to the volume of 
steam being emitted into the Turbine Building, operators manually tripped the Unit. After the manual 
trip, a large volume of steam was still being emitted, and the shift manager had the main steam 
isolation valves (MSIVs) shut. Once the MSIVs where shut, the operators identified a ruptured 
2? inch diameter vent line from No. 21 MSR second stage to No. 25A Feedwater Heater. The 
operators shut the second stage steam supplies and isolated the leak. Once the leak was isolated, 
the MSIVs were opened and normal heat removal was restored. The majority of the steam that was 
emitted following the trip was due to all the fluid in the MSR and feedwater heater escaping from the 
pipe.  

Response Yes. Investigation and diagnosis were required to determine that the main steam isolation valves 
could be reopened.  

Cornerstone Mitigating Systems 
P1 MS01 Emergency AC Power System Unavailability 

ID 285 Topic 

Question NEI 99-02 Revision 1, Page 1, INTRODUCTION, line 22 states: "Performance indicators are used to 
assess licensee performance in each cornerstone." Consider the situation where a certified vendor 
supplied a safety related sub-component for a standby diesel generator. This sub-component was 
refurbished, tested and certified by the Vendor with missing parts. The missing parts eventually 
manifested themselves as a sub-component failure that lead to a main component operability test 
failure. The Vendor issued a Part 21 Notification for the condition after notified by the Licensee of the 
test failure. (The licensee conducted a successful post maintenance surveillance and two subsequent 
successful monthly surveillances before the test failure. Thus there was fault exposure and 
unplanned maintenance unavailability incurred.)<p>lf a licensee is required to take a component out 
of service for evaluation and corrective actions related to a Part 21 Notification or if a Part 21 
Notification is issued in response to a licensee identified condition (i.e. Report # 10CFR21-0081), 
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Posting Date: 09/12/2001 

should the licensee have to count the fault exposure and unplanned unavailability hours incurred? 

Response Yes. The PI measures unavailability of the equipment, not responsibility for unavailability.  

Cornerstone Mitigating Systems 

P1 MS02, MS04 Mitigating Systems 

ID 284 Topic 

Question <b>Appendix D: San Onofre</b><p>At our ocean plant we periodically recirculate the water in our 
intake structure causing the temperature to rise in order to control marine growth. Marine mollusks, 
if allowed to grow larger than ¾W in size, can clog the condenser and component cooling water heat 
exchangers. This process is carried out over a six hour period in which the temperature is raised 
slowly in order to encourage fish to move toward the fish elevator so they can be removed from the 
intake. Temperature is then reduced and tunnels reversed to start the actual heat treat. Actual time 
with warm water in the intake is less than half of the evolution. A dedicated operator is stationed for 
the evolution, and by procedure at any point, can back out and restore normal intake temperatures 
by pushing a single button to reposition a single circulating water gate. The gate is large and may 
take several minutes to reposition and clear the intake of the warm water, but a single button with a 
dedicated operator, in close communication with the control room initiates the gate closure. During 
this evolution, one train of service water, a support system for HPSI and RHR, is aligned to the 
opposite unit intake and remains fully Operable in accordance with the Technical Specifications.  
The second train is aligned to participate in the heat treat, and while functional, has water beyond the 
temperature required to perform its design function. This design function of the support system is 
restored with normal intake temperatures by the dedicated operator realigning the gate with a single 
button if needed. Gate operation is tested before the start of the evolution and restoration actions 
are virtually certain. Does the time required to perform these evolutions on a support system need 
to be counted as unavailability for HPSI and RHR? 

Response No. The period of heat treatment will not be considered as "unavailable" for the HPSI and RHR 
systems because of the utility's actions to limit the environmental impact of heat treatments. As 
described in the question, the ability of safety systems HPSI and RHR to actuate and start is not 
impaired by these evolutions There are no unavailable hours.  

Cornerstone Barrier Integrity 

P1 BI01 Reactor Coolant System Specific Activity 

ID 288 Topic 

Question Our Chemistry Dept was questioned as to whether or not RCS strip isotopic data was included in the 
PI reporting for RCS Specific Activity. [We had not been reporting results from that method since it 
wasn't exactly like the method we typically use to satisfy our Tech Specs.] BVPS uses the RCS 
Isotopic Iodine Analysis method which is specific for isotopic Iodine in RCS (and is more accurate) 
for meeting our Tech Spec requirement. (We use all results even if the number of samples exceeds 
the TS requirement.) We also perform an RCS Strip Isotopic Analysis which is for gaseous and all 
other liquid isotopes in the RCS. This Strip method however, will provice isotopic Iodine in the 
results (although less accurate.) This method sometimes provides a higher value than the highest 
Iodine Isotopic analysis 1-131 data for the month. However, this method is also considered to be an 
acceptable method for meeting the Tech Spec requirement, and is used if problems are encountered 
with the Isotopic Iodine method. Should ONLY the RCS Isotopic Iodine Analysis method (most 
accurate) for RCS samples be used for the results and determination of maximum RCS Specific 
Activity to be reported? or Should ALL isotopic samples of RCS, including those using less accurate 
analytical methods (e.g. Stripped liquid method) be considered for determination of maximum RCS 
Specific Activity? 

Response Use the results of the method that was used at the time to satisfy the technical specifications.  
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Cornerstone Initiating Events 

P1 IE02 Scrams With Loss of Normal Heat Removal 

ID 282 Topic 

Question Some plants are designed to have a residual transfer of the non-safety electrical buses from the 
generator to an off-site power source when the turbine trip is caused by a generator protective 
feature. The residual transfer automatically trips large electrical loads to prevent damaging plant 
equipment during reenergization of the switchgear. These large loads include the reactor feedwater 
pumps, reactor recirculation pumps, and condensate booster pumps. After the residual transfer is 
completed the operators can manually restart the pumps from the control room. The turbine trip will 
result in a reactor scram. Should the trip of the reactor feedwater pumps be counted as a scram with 
a loss of normal heat removal? 

Response No. In this instance, the electrical transfer scheme performed as designed following a scram and the 
residual transfer. In addition the pumps can be started from the control room. Therefore, this would 
not count as a scram with a loss of normal heat removal.  

Cornerstone Mitigating Systems 

P1 MS01 Emergency AC Power System Unavailability 

ID 283 Topic 

Question (This FAQ is a replacement for FAQ 276. FAQ 276 has been withdrawn) 
<p><b>Appendix D: Susquehanna</b><p>Analysis has shown that when RHR is operated in the 
Suppression Pool Cooling (SPC) Mode, the potential for a waterhammer in the RHR piping exists for 
design basis accident conditions of LOCA with simultaneous LOOP. SPC is used during normal 
plant operation to control suppression pool temperature within Tech Spec requirements, and for 
quarterly Tech Spec surveillance testing. We do not enter an LCO when SPC mode is used for 
routine suppression pool temperature control or surveillance testing because, as stated in the FSAR, 
the system's response to design basis LOCA/LOOP events while in SPC configuration determined 
that a usage factor of 10% is acceptable. The probability of the event of concern is 6.4 E-'10.1f the 
specified design basis accident scenario occurs while the RHR system is in SPC mode, there is a 
potential for collateral equipment damage that could subsequently affect the ability of the system to 
perform the safety function. If the time RHR is run in SPC mode must be counted as unavailability, 
then our station RHR system indicator will be forever white due to the number of hours of normal 
SPC run time (approximately 300 hours per year). This would tend to mask any other problems, 
which would not be visible until the indicator turned yellow at 5.0%. Should our station count 
unavailability for the time when RHR is operated in SPC mode for temperature control or surveillance 
testing? 

Response No, as long as the plant is being operated in accordance with technical specifications and the 
updated FSAR.  

Cornerstone Mitigating Systems 

PI MS03 Heat Removal System Unavailability 

ID 281 Topic 

Question <b>Appendix D: Davis Besse</b> <p>Davis-Besse has an independent motor-driven feedwater pump 
(MDFP) that is separate from the two trains of 100% capacity turbine-driven auxiliary feedwater 
pumps. The piping for the MDFP (when in the auxiliary feedwater mode) is separate from the 
auxiliary feedwater system up to the steam generator containment isolation valves. The MDFP is not 
part of the original plant design, as it was added in 1985 following our loss-of-feedwater event to 
provide "a diverse means of supplying auxiliary feedwater to the steam generators, thus improving 
the reliability and availability of the auxiliary feedwater system" (quote from the DB Updated Safety 
Analysis Report). <p>The resolution to FAQ 182 was that Palo Verde should count the unavailability 
hours for their startup feedwater pump. However, since the DB MDFP is manually initiated, DB has 
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not been reporting unavailability hours for the MDFP due to the exception stated on page 69 of NEI 
99-02 Revision 0.<p>The DB MDFP is non-safety related, non-seismic, and is not Class 1 E powered 
or automatically connected to the emergency diesel generators. <p>The DB MDFP is required by the 
Technical Specifications to be operable in modes 1 - 3. However, the Tech Specs do not require the 
MDFP to be aligned in the auxiliary feedwater mode when below 40 percent power. (The MDFP is 
used in the main feedwater mode as a startup feedwater pump when less than 40% power).<p>The 
DB auxiliary feedwater system is designed to automatically feed only an intact steam generator in the 
event of a steam or feedwater line break. Manual action must be taken to isolate the MDFP from a 
faulted steam generator.<p>The MDFP is included in the plant PRA, and is classified as high risk
significant for Davis-Besse<p>Per the DB Tech Specs, the MDFP and both trains of turbine-driven 
auxiliary feedwater pumps are required in Modes 1-3. The MDFP does not fit the NEI definition of 
either an "installed spare" or a "redundant extra train" perNEI 99-02, Rev. 0, pages 30 
31 .<p>Should the Davis-Besse MDFP be reported as a third train of Auxiliary Feedwater, even 
though it is manually initiated?<p> (Note: this FAQ is similar to Appendix D questions for Palo Verde 
and Crystal River regarding the auxiliary feedwater system) 

Response Based on the information provided, this pump should be considered a third train of auxiliary 
feedwater for NEI 99-02 monitoring purposes. See the Palo Verde Appendix D question.  

Cornerstone Mitigating Systems 

P1 MS04 Residual Heat Removal System Unavailability

ID 276 Topic

Question FAQ 276 has been withdrawn and replaced by FAQ 283.  

Response
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Cornerstone Initiating Events 

PI IE03 Unplanned Power Changes 

ID 277 Topic 

Question In February 2000, a leak was identified in main generator hydrogen cooler No. 34. At that time the 
leak rate was considered low enough for continued plant operation in accordance with Main 
Generator Gas System Operating Procedure (SOP-TG-001). Development of an Action Plan and 
outage schedule was initiated, daily trending of the hydrogen leakage rate was initiated, and plans for 
repair formulated. By the end of February 2000, an outage schedule was developed, Work Requests 
planned, material identified and orders placed. The schedule and work package was set aside for 
use if it became necessary to effect repairs prior to Refueling Outage 11 (scheduled for April 2001).  
In October 2000, the hydrogen leak rate increased (exceeded approximately 500 cu ft per day) and in 
accordance with the procedure additional monitoring via a special log was initiated. The approved 
Action Plan recommended that hydrogen coolers No. 33 and 34 be replaced with available spares.  
The leak continued to increase and after a maintenance shutdown October 25, the leakage increased 
to 843 cu ft per day by November 1. By the beginning of December the leak had increased to 
approximately 1200 cu ft per day and on December 18, the hydrogen leak rate increased to 2054 cu
ft per day. After assessing the condition, plant management decided to shut down the plant and 
perform the repairs as detailed in the outage schedule based on holiday resource scheduling. On 
December 19, the plant was shut down prior to reaching the procedural limitation of 4000 cu-ft per 
day which would have required an operability determination. This limitation is also less than the 
leakage specification specified by the vendor for continued operation. The 4000 cu-ft per day was 
considered a threshold for re-evaluation of the condition as required by the procedure. Repairs made 
and the unit returned to service close to the original outage schedule. This forced outage was 
evaluated for determining if it was applicable under the classification rules for an unplanned outage.  
In accordance with the guidelines of NEI-99-02, if the outage was planned more than 72 hours in 
advance, the outage could be classified as planned. Since the off-normal condition (leak) was 
identified in February and planning developed, although not all details completed, the shutdown met 
the criteria of identifying and planning 72 hours prior to the shutdown, and it was classified as a 
"planned" shutdown. The additional clarification in NEI-99-02, under FAQ No. 6 reinforced that 
determination. The shutdown was planned and per the examples in NEI-99-02, the time period 
between discovery of the off-normal condition exceeded 72 hours allowing assessment of plant 
conditions, preparation and review in anticipation of an orderly power reduction and shutdown.  
Does this event qualify as a unplanned shutdown? 

Response No, the degraded condition was identified in February 2000, and an Action Plan was developed to 
address the condition, including a outage schedule, Work Request, material identification and 
procurement. Therefore, the degraded condition was identified and planning had been performed 
more than 72 hours prior to the initiation of plant shutdown. The increased leak rate in December 
2000 was not a different condition, only a continuing degradation of the off-normal condition 
discovered in February 2000. The December leak rate did not exceed procedural limits requiring 
assessment of operability and plant shutdown and did not require a rapid response.  

Cornerstone Mitigating Systems 

PI MSO1-MS04 Safety System Unavailability 

ID 278 Topic 

Question <b>Appendix D: Prairie Island</b><p>At Prairie Island, the three safeguards Cooling Water (service 
water) pumps were declared inoperable for lack of qualified source of lineshaft bearing water. This 
required entry into Technical Specifications 3.0.c (motherhood). The plant requested and received a 
Notice of Enforcement Discretion (NOED) that allowed continued operation of both units until 
installation of a temporary modification to provide a qualified bearing water supply to two of the three 
pumps was complete (14 days). Compensatory measures were implemented to ensure continued 
availability of water to the lineshaft bearings.<p>The Cooling Water System is required to mitigate 
design basis transients and accidents, maintain safe shutdown after external events (e.g. seismic 
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event), and maintain safe shutdown after a fire (Appendix R).The only events for which the Cooling 

Water System function could have been compromised are the loss of off-site power (LOOP) and a 

design basis earthquake (DBE). These two events are limiting because they both involve the loss of 

off-site power. If off-site power continues to power the non-safeguards buses, then the Cooling Water 

System function is not lost. <p>Our Risk Assessment determined that the initiating event frequency 
for a DBE during the 14 day NOED period was so low that it was not a concern. Therefore, this 

discussion will focus on the LOOP event. The bearing water supply was not fully qualified for LOOP 
because the power to the automatic backwash for strainers in the system was not safeguards. The 
concern was that system strainers would plug eventually. However, for this initiating event, function 
is not lost immediately - it takes time for the strainers to plug. The time it takes is a function of river 
water quality. Based on an estimate of worst-case river water quality, there are 4 to 7 hours before 
function would be lost (strainers plug). In fact, testing around the period of the event, showed river 
water quality was such that the strainers did not plug after 48 hours. Given the time available there 
is high probability that operators could complete recovery actions before function was lost. A specific 
probabilistic risk assessment of the local operator actions determined that the probability of failure 
was less than 1 %.<p>The NOED was requested to preclude a two unit shutdown. As part of the 
request for the NOED, compensatory measures to assure that the Cooling Water System function is 
maintained were proposed. In summary, the compensatory measures were to:<p>* use a hose 

(pressure-rated) to connect a safety related source of Cooling Water to the lineshaft bearing supply 
piping for a Cooling Water Pump<p>* post a dedicated operator locally in the screenhouse near the 
Cooling Water Pumps<p>* pre-stage equipment and tools in the screenhouse<p>* place 
identification tags at the connection locations<p>* train the dedicated operator(s) on the procedure 
for connecting the hose.  

<p>The need to implement the compensatory measures would have been identified to the Control 

Room operator by a loss of bearing flow alarm. As stated earlier, this condition is not expected to 
occur until a filter becomes plugged 4 to 7 hours after the loss of off site power. The Control Room 

operator would notify the dedicated operator to perform the procedure. The walkdown of the 
procedure determined that bearing flow could be established in less than 10 minutes. The pump is 
capable of operating for approximately one hour without bearing flow. When bearing flow is 
established, the Control Room alarm will clear, thereby giving the Control Room operator 
confirmation that the procedure has been performed. The procedure also required an independent 
verification of the bearing flow restoration within one hour of receiving the loss of bearing water flow 
alarm.<p>The Cooling Water System is a support system and it's unavailability affects: High 
Pressure Safety Injection, Auxiliary Feedwater, Residual Heat Removal, and Unit 1 Emergency AC 
(Unit 2 Emergency AC is cooled independent of Cooling Water). Using NEI 99-02 criteria, Prairie 
Island included the time that the Cooling Water Pumps were declared inoperable, approximately 300 
hours, as unplanned unavailability in our PI data report. This resulted in two White Indicators (one 
on each unit), two other systems (one per unit) on the Green/White threshold, and two systems 
(again, one per unit) close to the Green/White threshold. However, the cause for these Performance 
Indicators changing from Green to White is a direct result of the lack of qualified bearing water to the 
Cooling Water pumps. The lack of qualified bearing water was evaluated through the SDP and 
resulted in a White finding. A root cause evaluation was performed and corrective actions identified.  
Since the change in the performance Indicators from Green to White was a direct result of the 
unqualified bearing water, no additional corrective action is planned.<p>This event does not fit into 

the guidance given in NEI 99-02. In Rev. 0, page 26, the Clarifying Notes address testing and Control 
Room operator actions. In Rev. 1, page 28, the Clarifying Notes only allow operator actions taken in 
the Control Room. We have also reviewed Catawba's FAQ 254. However, their situation addressed 
maintenance activity results not operator action.<p>lnitially, unavailable hours were recorded from 
the time of discovery until completion of a Temporary Modification that provided a qualified bearing 
water supply. This resulted in counting approximately 300 unavailable hours per pump. Since the 
compensatory actions would have maintained the Cooling Water System function, should the 
unavailable hours be counted only from the time of discovery until the compensatory measures were 
in place? 

Response Yes, the unavailable hours should be counted only from the time of discovery until the time that the 

compensatory measures were in place and remained in place. The actions required to restore the 
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Cooling Water System function were simple and had a high probability of success. This is based 
upon the following factors:<p>* A probabilistic risk assessment of the local operator actions 
calculated less than a 1% probability of failure.<p>* There is control room alarm to alert the Control 
Room operator of the need for the compensatory measures.<p>* There are at least two means of 
communication between the Control Room and the local operator.<p>* Recovery action for each 
pump was simple - connect a hose to two fittings and position two valves.<p>* Time to complete the 
recovery action was estimated to be about 10 minutes, based on walk-throughs. Failure to 
successfully complete the recovery action was not expected to preclude the ability to make additional 
attempts at recovery.<p>* A dedicated operator was stationed in the area to complete the recovery 
action.<p>* The operator had a procedure and training for accomplishing the recovery action.<p>* 
All necessary equipment for recovery action was pre-staged and the fittings and valves were readily 
accessible.<p>* Indication of successful recovery actions was available locally and in the Control 
Room.<p>Note: This FAQ is specific to the plant and the circumstances, which included NRC 
approval of compensatory measures and an SDP review. Other licensees should not unilaterally 
apply this FAQ result, but should submit a plant specific FAQ.  

Cornerstone Mitigating Systems 

P1 MS02, MS04 Mitigating Systems 

ID 280 Topic 

Question NEI 99-02, Rev. 0 states in the Definition and Scope section for PWR High Pressure Safety Injection 
Systems that: "Because the residual heat removal system has been added to the PWR scope, the 
isolation valve(s) between the RHR system and the HPSI pump suction is the boundary of the HPSI 
system. The RHR pumps used for piggyback operation are no longer in HPSI scope." It is further 
stated later in.the same section that the function monitored for HPSI is: "the ability of a HPSI train to 
take a suction from the primary water source (typically, a borated water tank), or from the 
containment emergency sump, and inject into the reactor coolant system at rated flow and pressure." 
These two statements appear to conflict. For our plant design the RHR / HPSI piggyback mode is the 
only path available for HPSI to get water from the containment sump and inject it into the RCS.  
Therefore, we have been counting unavailability of the RHR system upstream of the isolation valves 
between the RHR system and the HPSI pump suction as unavailability for RHR and HPSI. This 
would include component unavailability for containment sump isolation valves, RHR heat exchangers 
and the isolation valves between the RHR and HPSI systems.<p>Should the RHR and HPSI systems 
be treated independently such that RHR system unavailability should not count against HPSI even 
though the RHR system is required for the HPSI system to fulfill the function of taking a suction from 
the containment sump? If so, should unavailability of the isolation valves between the RHR and HPSI 
pumps' suction be only counted against HPSI? 

Response Because RHR and HPSI are monitored as separate systems with each having its own performance 
indicator, there is no need to cascade RHR system unavailability into HPSI. RHR system 
unavailability includes the system upstream of the RHR system to HPSI system isolation valves.  
Unavailability of the isolation valves between the RHR system and the HPSI pump suction are only 
counted against the HPSI system.  

Cornerstone Physical Protection 

PI PP01 Protected Area Equipment 

ID 279 Topic 

Question <b>Scheduled Equipment Upgrade</b><p>During a recent NRC Security Inspection (IP 71130.03), 
NRC Contractors were able to defeat the Intrusion Detection System (IDS) in several areas, by using 
assisted jumps. An engineering evaluation was issued and formal Modification/ upgrade action was 
initiated that directed the installation of additional razor wire to prohibit attempts to circumvent the 
IDS system without being detected. Is a physical modification to a protected area boundary, that is 
designed to prohibit the defeat of a Intrusion Detection System (IDS) component considered to be a 
system/ component modification or upgrade as stated in the Clarifying Notes to NEI 99-02 under 
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Scheduled Equipment Upgrade (and as augmented by FAQ 259)? 

Response Yes. A modification such as that described above would be considered a system/component 
modification or upgrade because the razor wire barrier is acting as an ancillary system. The hours 
would stop being counted when the modification/upgrade was formally initiated as defined in the 
Scheduled Equipment Upgrade paragraph of NEI 99-02 Rev 1.
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Cornerstone Initiating Events 

Pt IE01 Unplanned Scrams 
ID 275 Topic 

Question A plant is reducing power for a planned refueling outage, and is planning to insert a manual scram at 
25 percent power in accordance with the plant shutdown procedure. At 28 percent power, as a result 
of a report from the field, operators believe they are about to have an equipment failure that would 
lead to an automatic scram. The operators immediately insert a manual scram. Afterwards, the 
operators determine that the actual field condition was minor, and the suspected equipment failure 
would not have occurred. Therefore, there would not have been an automatic scram. Should the 
manual scram be counted as an unplanned scram? 

Response Yes, the manual scram should be counted because the scram was inserted above the 25% level 
specified in the plant shutdown procedure.  

Cornerstone Initiating Events 
P1 IE03 Unplanned Power Changes 

ID 274 Topic 

Question <b>Appendix D: Diablo Canyon</b><p>The response to PI FAQ #158 states "Anticipatory power 
changes greater than 20% in response to expected problems (such as accumulation of marine debris 
and biological contaminants in certain seasons) which are proceduralized but cannot be predicted 
greater than 72 hours in advance may not need to be counted if they are not reactive to the sudden 
discovery of off-normal conditions."<p>Due to its location on the Pacific coast, Diablo Canyon is 
subject to kelp/debris intrusion at the circulating water intake structure under extreme storm 
conditions. If the rate of debris intrusion is sufficiently high, the traveling screens at the intake of the 
main condenser circulating water pumps (CWPs) become overwhelmed. This results in high 
differential pressure across the screens and necessitates a shutdown of the affected CWP(s) to 
prevent damage to the screens.To minimize the challenge to the plant should a shutdown of the 
CWP(s) be necessary in order to protect the circulating water screens, the following operating 
strategy has been adopted:-<p>- If a storm of sufficient intensity is predicted, reactor power is 
procedurally curtailed to 50% in anticipation of the potential need to shut down one of the two 
operating CWPs. Although the plant could remain at 100% power, this anticipatory action is taken to 
avoid a reactor trip in the event that intake conditions necessitate securing a CWP. One CWP is 
fully capable of supporting plant operation at 50% power. <p>- If one CWP must be secured based 
on adverse traveling screen/condenser differential pressure, the procedure directs operators to 
immediately reduce power to less than 25% in anticipation of the potential need to secure the 
remaining CWP. Although plant operation at 50% power could continue indefinitely with one CWP, 
this anticipatory action is taken to avoid a reactor trip in the event that intake conditions necessitate 
securing the remaining CWP. Reactor shutdown below 25% power is within the capability of the 
control rods, being driven in at the maximum rate, in conjunction with operation of the atmospheric 
dump valves. <p>- Should traveling screen differential pressure remain high and cavitation of the 
remaining CWP is imminentloccurring, the CWP is shutdown and a controlled reactor shutdown is 
initiated. Based on anticipatory actions taken as described above, it is expected that a reactor trip 
would be avoided under these circumstances.<p>How should each of the above power reductions 
(i.e., 100% to 50%, 50% to 25%, and 25% to reactor shutdown) count under the Unplanned Power 
Changes PI? 

Response Anticipatory power reductions, from 100% to 50% and from 50% to less than 25%, that result from 
high swells and ocean debris are proceduralized and cannot be predicted 72 hours in advance.  
Neither of these anticipatory power reductions would count under the Unplanned Power Changes Pl.  
However, a power shutdown from less than 25% that is initiated on loss of the main condenser (i.e., 
shutdown of the only running CWP) would count as an unplanned power change since such a 
reduction is forced and can therefore not be considered anticipatory.  
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Cornerstone Initiating Events 

P/ IE03 Unplanned Power Changes 

ID 270 Topic 

Question If a plant chooses to correct a deficiency less than 72 hours following discovery (a steam leak or 
other condition) and reduces plant power to limit radiation exposure (ALARA) and this reduction in 
power (>20%) is <u>not</u> required by the license bases would this reduction be counted? 

Response If the ALARA program determines that a power reduction of >20% is appropriate to conduct the 
maintenance/ repair, and the downpower is conducted in less than 72 hours from discovery, the 
downpower would count.  

Cornerstone Mitigating Systems 

P1 MS01 Emergency AC Power System Unavailability 

ID 272 Topic 

Question NEI 99-02, Revision 0, page 48, line 1 (Clarifying Notes) states:<p>"When determining fault 
exposure hours for the failure of an EDG to load-run following a successful start, the last successful 
operation or test is the previous successful load-run (not just a successful start). To be considered a 
successful load-run operation or test, an EDG load-run attempt must have followed a successful start 

and satisfied one of the following cdteria:<p> a load run of any duration that resulted from a real 
(e.g., not a test) manual or automatic start signal<p> a load-run test that successfully satisfied the 
plant's load and duration test specifications<p> other operation (e.g., special tests) in which the 
emergency diesel generator was run for at least one hour with at least 50% of design load<p>When 
an EDG fails to satisfy the 12/18/24- month 24-hour duration surveillance test, the faulted hours are 
computed based on the last known satisfactory load test of the diesel generator as defined in the 
three bullets above."<p>The following sentence states:<p>"For example, if the EDG is shutdown 
during a surveillance test because of a failure that would prevent the EDG from satisfying the 
surveillance criteria, the fault exposure unavailable hours would be computed based upon the time of 
the last surveillance test that would have exposed the discovered fault."<p>lf a 24-hour duration 
surveillance test revealed a failure due to a cause that pre-existed during the entire 12/18/24 month 
operating cycle, then it is not clear whether fault exposure should be calculated based on the 
guidance in the three listed criteria, or the three listed criteria are totally disregarded if the failure was 
not revealed until the 24-hour duration surveillance test. This is particularly unclear for a condition 
that could have been revealed during any test (e.g., any monthly 1-hour load-run surveillance), but 
actually happened during the 24-hour duration surveillance test.  

Response The key to interpreting this section of the guideline is determining the cause of the surveillance 
failure. If the cause is known (and the time of failure cannot be ascertained) the fault exposure time 
would be calculated as half the time since the last test which could have revealed the failure. This 
could be any of the load run tests described in the section, provided it was capable of identifying the 
failure.  

Cornerstone Mitigating Systems 

Pt MS01-MS04 Safety System Unavailability 

ID 271 Topic 

Question Page 4 of NEI 99-02 states: "The guidance provided in Revision 0 to NEI 99-02 is to be applied on a 
forward fit basis...., however there is also a provision to reset fault exposure hours (page 29) that 
requires 4 quarters have elapsed since discovery. If reset of fault exposure is applied to historical 
data submitted under the "best effort' collection method (i.e. grandfathered data previously collected 

under INPO 98-005 guidelines), does this constitute a backfit of the NEI 99-02 guidance? 
Additionally, if the reset of fault exposure hours does constitute a backfit, would the station then be 
required to revise all of the historical data to conform with all 99-02 requirements? 

Response If the conditions have been met to reset fault exposure hours, in accordance with NEI 99-02, for fault 
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exposure hours experienced during the historical data period, the hours can be reset without having 
to revise the remaining historical data to conform with all 99-02 requirements. However, because the 
green/white threshold was not crossed, the fault exposure hours cannot be removed.  

Cornerstone Mitigating Systems 

P1 MS02 High Pressure Injection System Unavailability 

ID 273 Topic 

Question <b>Appendix D: Ginna</b><p>Page 62 of NEI 99-02, Rev 0, states in part:<p>"...the isolation 
valve(s) between the RHR system and the HPSI pump suction is the boundary of the HPSI 
system."<p>Ginna Station's system design has three MOV's meeting this definition: 857A and 857C 
(two valves in series from the A RHR train) and 857B from the B RHR train. Each RHR train is a 
100% train. MOVs 857 A and 857C are in parallel with 857B. If Ginna Station was to have a fault 
exposure to one of these three valves, it would not prevent any of the three HPSI pumps from 
performing its function of taking a suction from the containment emergency sump. Rather, a fault 
exposure to one of these three valves would prevent its associated RHR train from supplying a 
suction from the containment emergency sump to any of the three HPSI pumps. Thus, the boundary 
between the RHR and HPSI systems needs to be adjusted for Ginna Station.  

Response The down-stream side of the isolation valve(s) between the RHR system and the HPSI pump suction 
is the boundary of the HPSI system for Ginna Station. The isolation valve(s) themselves will be in 
the RHR system and be associated with their respective RHR train.  

Cornerstone Mitigating Systems 

P1 MS03 Heat Removal System Unavailability 

ID 268 Topic 

Question <b>Appendix D: Ginna</b><p>NEI 99-02 states (p 26) that Planned Unavailable Hours include 
"...testing, unless the test configuration is automatically overridden by a valid starting signal, or the 
function can be promptly restored either by an operator in the control room or by a dedicated 
operator stationed locally for that purpose." Also,(p 40) The control room operator must be "...an 
operator independent of other control room operator immediate actions that may also be required.  
Therefore, an individual must be 'dedicated."' Ginna Station's Standby Aux Feedwater Pumps do not 
have an auto-start signal; they are required to be manually started by an operator within 10 minutes.  
Should this be counted as unavailable time 

Response No. The PI should not count them since this is an NRC approved design.  

Cornerstone Physical Protection 

P1 PPO1 Protected Area Equipment 

ID 269 Topic 

Question For sites that do not use CCTV for primary assessment of the perimeter IDS, how is the Indicator 
Value for the Protected Area Security Equipment Performance Index calculated? 

Response Continue calculating the indicator in accordance with NEI 99-02.  
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Cornerstone Mitigating Systems 

Pt MS01-MS04 Safety System Unavailability 

ID 265 Topic 

Question NEI 99-02 states "Restoration actions must be contained in a written procedure, must be 
uncomplicated (a single action or a few simple actions), and must not require diagnosis or repair.  

Credit for a dedicated local operator can be taken only if (s)he is positioned at the proper location 
throughout the duration of the test for the purpose of restoration of the train should a valid demand 
occur". Station Results and Test personnel are qualified to perform valve lineups and are in the 

control room and/or stationed locally during testing. Do the R&T personnel with the written test 
procedure meet the guidance of NEI 99-02 for being able to restore equipment to service when 
needed and thus not counting the testing time as planned unavailable hours? 

Response Yes, provided the plant personnel are qualified and designated to perform the restoration function 
and are not performing any restoration steps for which they are not qualified. The Station considers 

the restoration steps of the test procedures to be the "written procedure" for the required "restoration 
actions". The qualified R&T personnel (rather than a dedicated operator) with the test procedures 
allow the Station to take credit for restoration actions that are virtually certain to be successful during 

accident conditions while performing tests and thus this time should not count towards Planned 
Unavailable Hours.  

Cornerstone Mitigating Systems 

PI MS04 Residual Heat Removal System Unavailability 

ID 267 Topic 

Question <b>Appendix D: Calvert Cliffs Units 1 and 2</b><p>Calvert Cliffs monitors the Safety System 
Unavailability Performance Indicator for PWR RHR using the guidance in NEI 99-02 provided for 

Combustion Engineering (CE) designed plants. When a unit is in Mode 6 and with water level in the 
Refueling Pool, at 23 feet or more above the top of the irradiated fuel assemblies seated in the 
reactor vessel, the Technical Specifications only require one Shutdown Cooling (SDC) loop to be 

operable and in operation. Unlike most of the other CE designed plants, at Calvert Cliffs, the two 
SDC loops on each unit have a common suction piping line. As a result, to permit required local leak 

rate testing and other maintenance activities on this common suction line, both trains of SDC would 
be taken out-of-service. Recognizing this plant specific design feature, the Technical Specifications 
specifically allow this required testing and maintenance to be performed without entering the action 
statements while the plant is in this particular condition. While the SDC trains are unavailable, decay 

heat is removed by natural convection to the volume of water in the Refueling Pool. Calvert Cliffs 
Technical Specifications Bases indicates that "a minimum refueling water level of 23 feet above the 
irradiated fuel assemblies seated in the reactor vessel provides an adequate available heat sink." In 
this situation, should unavailable hours be counted against the SDC loop given the plant design at 

Calvert Cliffs? 

Response It is appropriate to not count unavailable hours for the above-described situation at Calvert Cliffs.  
Removing the SDC suction headers from service for the circumstances specifically allowed by the 
applicable Technical Specification is a reflection of plant design rather than an indication of adequate 
component or train maintenance practices. Unavailable hours would be counted while operating in 

accordance with this applicable Technical Specification if a situation occurred that required entering 
the action statement.  

Cornerstone Barrier Integrity 

P/ BI01 Reactor Coolant System Specific Activity 

ID 266 Topic 

Question <b>Appendix D: Cook Units 1 and 2</b><p>The definition for the Reactor Coolant System (RCS) 

Leakage performance indicator is 'The maximum RCS Identified Leakage in gallons per minute each 
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month per the technical specification limit and expressed as a percentage of the technical 
specification limit."<p>Cook Nuclear Plant Unit 1 and 2 report Identified Leakage since the Technical 
Specifications have a limit for Identified Leakage with no limit for Total Leakage. Plant procedures 
for RCS leakage calculation requires RCS leakage into collection tanks to be counted as Unidentified 
Leakage due to non-RCS sources directed to the collection tanks. All calculatedleakage is 
considered Unidentified until the leakage reaches an administrative limit at which point an evaluation 
is performed to identify the leakage and calculate the leak rate. Consequently, Identified Leakage is 
unchanged until the administrative limit is reached. This does not allow for trending allowed RCS 
Leakage. The procedural requirements will remain in place until plant modifications can be made to 
remove the non-RCS sources from the drain collection tanks. What alternative method should be 
used to trend allowed RCS leakage for the Barrier Integrity Comerstone? 

Response Report the maximum RCS Total Leakage calculated in gallons per minute each month per the plant 
procedures instead of the calculated Identified Leakage. This value will be compared to and 
expressed as a percentage of the combined Technical Specification Limits for Identified and 
Unidentified Leakage. This reporting is considered acceptable to provide consistency in reporting for 
plants with the described plant configuration.
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Cornerstone Initiating Events 

Pi IE02 Scrams With Loss of Normal Heat Removal 

ID 264 Topic 

Question Should the reactor trip described in the scenario below be included as a "Scram with Loss of Normal 
Heat Removal?"<p>A very heavy rainfall caused the turbine building gutters to overflow and water 
entered the interior of the turbine building. Water subsequently leaked onto the main feedwater 
pump B area and affected the pump speed control circuitry. Feedwater pump B speed increased 
and feedwater pump A speed decreased to compensate. Shortly thereafter feedwater pump B speed 
decreased and feedwater pump A increased. The control room operators placed the feedwater 
pump turbine master speed controller in manual in an attempt to recover from the transient. This 
action stabilized pump speed.<p>The transient caused the digital feedwater control system to place 
the feedwater regulating valves in manual control. Levels in steam generators B, C, and D began to 
rise.<p>A hi-hi steam generator level (P-14) occurred in steam generator B. The P-14 signal 
tripped both main feedwater pumps, generated a feedwater isolation signal, and tripped the 
main turbine. The reactor tripped upon turbine trip. Main feedwater pumps tripped on the P-14 
signal as part of the plant design. Feedwater pump B had malfunctioned; however, feedwater 
pump A remained available. Auxiliary feedwater system automatic starts occurred for motor 
driven pumps A and B as well as the turbine driven auxiliary feedwater pump (all of these 
responses were as designed).  

Response No, because the MFW system was readily restorable to perform its post trip cooldown function.  

Cornerstone Mitigating Systems 

P1 MSO1-MS04 Safety System Unavailability 

ID 261 Topic 

Question Concerning removal of fault unavailable hours NEI 99-02 states: "Fault exposure hours associated 
with a single item may be removed after 4 quarters have elapsed from discovery"<p>ln the case we 
are considering, the hours were discovered in the third calendar quarter. When do the four elapsed 
quarters begin? At the start of the fourth calendar quarter? and end at the conclusion of next year's 
third quarter?<p>lf the period of calculation of the indicator value was only four calendar quarters 
beginning the quarter after they occurred, and the fault unavailable hours are reported in the quarter 
in which they occurred, what's the point in removing them after they are no longer a factor in the 
calculation of the indicator?<p>"Fault exposure hours are removed by submitting a change report 
that provides a revision to the reported hours for the affected quarter(s). The change report should 
include a comment to document this action." 

Response The fault exposure hours should be reported for third quarter data and may be removed with the 
submittal of the next year's third quarter data provided the criteria for removing fault exposure hours 
are met.<p>AII safety system unavailability performance indicators calculate train unavailability for 
12 quarters. Therefore, the situation you describe would not exist.  

Cornerstone Mitigating Systems 

P1 MS03 Heat Removal System Unavailability 

ID 260 Topic 

Question The Nuclear Service Water (NSW) system provides assured suction supply to the Auxiliary 
Feedwater (AFW) system under certain accident scenarios. During a postulated seismic event 
concurrent with a loss of offsite power (LOOP), the normal non-safety related, non-seismic 
condensate suction sources are assumed to be unavailable. <p>Flow testing is performed under the 
plant's Generic Letter 89-13 program to assure adequate flow. The alignment used in this testing 
renders this flowpath unavailable to fulfill its assured supply function. However, the normal 
condensate source remains available.<p>Recently a reactor trip occurred during the performance of 
this testing. The testing was terminated, but due to resource limitations during event recovery, the 
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normal operating alignment was not restored. Therefore, the assured AFW supply remained 
unavailable for an extended period. However, during the event, the AFW system started 
automatically on a valid autostart signal (2/4 lo-lo SG level in 1/4 SGs, loss of both main feedwater 
pumps) and continued to operate for a period of two days to maintain steam generator levels drawing 
suction from the normal condensate supply.<p>Previously, whenever the assured supply has been 
unavailable, whether for testing or other alignments, the entire AFW system has been deemed 
unavailable based on a hypothetical design basis event scenario. However, the real world event 
described above results in the dichotomy of calling a system unavailable because its assured supply 
is unavailable while it was in fact fulfilling its design basis function. Under the NEI 99-02 guidelines, 
how should unavailability be addressed in conditions where the assured supply is unavailable with 
the normal supply available? 

Response The purpose of the safety system unavailability indictor is to monitor the readiness of important 
safety systems to perform their safety functions in response to off-normal events or accidents. Since 
the assumed suction supply to the AFW system is credited for off-normal events or accidents, the 
unavailable time should be counted unless the system could have been promptly restored by a 
dedicated operator stationed for that purpose during the testing 

Cornerstone Barrier Integrity 

P1 BI01 Reactor Coolant System Specific Activity 

ID 262 Topic 

Question NRC Performance Indicator BI-01 monitors the integrity of the fuel cladding. We are required to 
report the maximum monthly RCS activity in micro-Curies per gram dose equivalent lodine-131 and 
express it as a percentage of the technical specification limit. <p>FAQ 226 asks if licensees with 
limits more restrictive than the technical specification limit should use the more restrictive limit or the 
TS limit. The FAQ answer states that the licensee should use the most restrictive regulatory limit 
unless it is "insufficient to assure plant safety." If administrative controls are imposed "... to ensure 
that TS limits are met and to ensure the public health and safety, that limit should be used for this 
PI." <p>Vermont Yankee has a Basis for Maintaining Operation (BMO) that is in effect that limits the 
Reactor Coolant System to 0.05 uCi/gm 1-131 dose equivalent. This BMO, 98-36, entitled "Effect of 
Main steam Tunnel and Turbine Building HELBs on the HVAC Rooms," is concerned with Control 
Room habitability and the regulatory dose limits to the operators. It states that there is no concern 
with increased radiological dose to the public from the VY HELB off-site dose analyses in FSAR 
Section 14.6. <p>FAQ 226 mentions the concern for both assuring plant safety and public health 
and safety as the intent for the more restrictive administrative controls that may be in effect. NRC 
Administrative Letter 98-10, which is mentioned in the answer to this FAQ, states in the Discussion 
that the concern is the safe operation of the facility. <p>Our question is this: "Is Vermont Yankee 
required to use the lower administrative limit imposed by the BMO (0.05 uCi/gm 1-131 dose 
equivalent) even though public health and safety is not compromised if this limit is exceeded?" 

Response No. The intent is when administrative limits are required to ensure 10 CFR Part 100 limits are not 
exceeded.  
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Cornerstone Mitigating Systems 

P1 MS01 Emergency AC Power System Unavailability

ID 258 Topic

Question Turkey Point's Unit 3 Emergency Diesel Generators EDGs) are air-cooled, using very large radiators 
(eight assemblies, each weighing 300-400 pounds) which form one end of the EDG building. After 
12 years of operation the radiators began to exhibit signs of leakage, and the plant decided to 
replace them. Replacing all eight radiator assemblies is a labor-intensiveactivity, that requires that 
sections of the missile shield grating be removed, heat deflecting cowling be cut away, and support 
structures be built above and around the existing radiators to facilitate the fitup process. This activity 
could not have been completed within the standard 72 hour allowed outage time (AOT). Last year 
Turkey Point requested, and received, a license amendment for an extended AOT, specifically for the 
replacement of these radiators. NEI 99-02 allows for the exclusion of planned overhaul maintenance 
hours from the EAC performance indicator, but does not define overhaul maintenance. Does an 
activity as extensive as replacing the majority of the cooling system, for which an extended AOT was 
granted, qualify as overhaul maintenance? 

Response In this specific case, yes, for three reasons: (1) that activity involves disassembly and reassembly of 
major portions of the EDG system en toto, tantamount to an overhaul; (2) the activity is infrequent, 
i.e., the same as the vendor's recommendation for overhaul of the engine alone (every 12 years); and 
(3) the NRC specifically granted an AOT extension for thisactivity supported by a quantitative analysis

Cornerstone Mitigating Systems 

Pi MS01 Emergency AC Power System Unavailability

ID 257 Topic

Question The Emergency AC Power System monitored function for the indicator is, 'The ability of the 
emergency generators to provide AC power to the class 1 E buses upon a loss of off-site power." 
However, on page 26 of NEI 99-02, Rev 0 under testing where simple operator action is allowed for 
restoration, it states "The intent of this paragraph is to allow licensees to take credit for restoration 
actions that are virtually certain to be successful (i.e., probability nearly equal to 1) during accident 
conditions." <p>For purposes of this indicator are we to assume a simultaneous loss of off-site power 
and also accident conditions? This may make a difference on the diesel generator response, 
operator restoration actions and ultimately whether or not we count unavailability during our 
surveillance test runs.  

Response Yes, you should assume a simultaneous loss of off-site power and also accident conditions if they 
are specified in your design and licensing bases.
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EXECUTIVE SUMMARY 

The Nuclear Regulatory Commission has revised its regulatory oversight processes of inspection, 
assessment and enforcement for commercial nuclear power plants. The new processes rely 
primarily on two inputs: Performance Indicators and NRC Inspection Findings. The purpose of 
this manual is to provide the guidance necessary for power reactor licensees to collect and report 
the data elements that will be used to compute the Performance Indicators.  

An overview of the complete oversight process is provided in NUREG 1649, "Reactor 
Oversight Process." More detail is provided in SECY 99-007, "Recommendations for Reactor 
Oversight Process Improvements," as amended in SECY 99-007A and SECY 00-049 "Results of 
the Revised Reactor Oversight Process Pilot Program." 

This revision is effective for data collection as of JanuaryJily-1, 20021-.

i



DRAFT REV 2 9/25/200INEI 99-02 Revision 2-1 
29 April 20O 
Summary of Changes to NEI 9P-02 

Revision 10 to Revision 2-1 
TO BE DEVELOPED

Page Change 
Throughout Incorporated NRC approved FAQs into the text, primarily in the Clarifying 

-- Notes sections 
T Deleted FAQ sections 
2 Clarified guidance for correcting previously submitted performance indicator 

data 
4 Removed section on applicability of NEI 99-02 Revision 0 
5 Revised discussion of Frequently Asked Questions 
13 Clarifies meaning of "normal heat removal path" 
24 Provided more detailed discussion of restoration of equipment during testing 
25 Provided more detailed discussion of treatment of Planned Overhaul Maintenance 
28 Added provision to take credit for operator action to recover from an equipment 

malfunction or operating error 
32 Revised discussion of treatment of RHR system while in shutdown 
39 Clarifies that system function depends on plant's accident analysis 
67-68 Revised definition of SSFF to be consistent with rule change to 10CFR50.72 and 

50.73 and NUREG 1022 Rev 2 
95 Clarified answer to FAQ 131 to include instances not covered in that FAQ 
E-1 Added appendix identifying where FAQs were incorporated in text

ii



NEI 99-02 Revision 24
DRAFT REV2 9/25/200123-Ap.il-2091 

TABLE OF CONTENTS 

EXECUTIVE SUMMARY .......................................................................................... i 

SUMMARY OF CHANGES TO NEI 99-02 ............................................................... ii 

1 INTRODUCTION .............................................................................................. I 
Background ....................................................................................................... 1 
General Reporting Guidance ............................................................................... 2 
Guidance for Correcting Previously Submitted Performance Indicator Data ....... 2 
Com ment Fields .................................................................................................... 3 
Numerical Reporting Criteria ........................................................................... 4 

Submittal of Performance Indicator Data .......................................................... 4 

Frequently Asked Questions ................................................................................. 5 

2 PERFORMANCE INDICATORS ...................................................................... 9 

2.1 INITIATING EVENTS CORNERSTONE ........................................................ 9 

UNPLANNED REACTOR SHUTDOWNSS....MS PER 7,000 CRITICAL HOURS .......... 9 
UNPLANNED REACTOR SHUTDOWNS' SE•R M WITH A Loss OF NORMAL HEAT 

RE MOVAL ........................ .................................................. .................. 14 
UNPLANNED POWER CHANGES PER 7,000 CRITICAL HOURS .............................. 191-9 

2.2 MITIGATING SYSTEMS CORNERSTONE .............................. 21 
SAFETY SYSTEM UNAVAILABILITY .................................................................... 25-25 
ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS .......................... 4244 

Emergency AC Power Systems .................................... 4244 

BWR High Pressure Injection Systems ................................................. 4543 

BWR Heat Removal Systems ................................. 5048 
BWR Residual Heat Removal Systems ............................................... 52.50 
PWR High Pressure Safety Injection Systems ....................................... 58_56 
PWR Auxiliary Feedwater Systems ........................................................ 6563 
PWR Residual Heat Removal System ........................................................ 7068 

SAFETY SYSTEM FUNCTIONAL FAILURES ......................................... ......... 73-74 

2.3 BARRIER INTEGRITY CORNERSTONE .................................................. 7775 
REACTOR COOLANT SYSTEM (RCS) SPECIFIC ACTMITY .................... 77.75 

REACTOR COOLANT SYSTEM LEAKAGE ............................................................ 8080 

2.4 EMERGENCY PREPAREDNESS CORNERSTONE ................................... 77

iii



DRAFT REV 2 9/25/200INEI 99-02 Revision 2-4 
"23 Apri1-O•1 

DRILL/EXERCISE PERFORMANCE ........................................................................ 8383 
EMERGENCY RESPONSE ORGANIZATION DRILL PARTICIPATION ....................... 8989 
ALERT AND NOTIFICATION SYSTEM RELIABILITY ........................................ 94-94 

2.5 OCCUIPATIONAL RADIATION SAFETY CORNERSTONE ........................ 979-7 
OCCUPATIONAL EXPOSURE CONTROL EFFECTIVENESS ..................................... 9797

2.6 PUBLIC RADIATION SAFETY CORNERSTONE ..................................... 103103 
RETS/ODCM RADIOLOGICAL EFFLUENT OCCURRENCE .............................. 10310-3 

2.7 PHYSICAL PROTECTION CORNERSTONE .................................................. 101 
PROTECTED AREA (PA) SECURITY EQUIPMENT PERFORMANCE INDEX ........ 108M 

PERSONNEL SCREENING PROGRAM PERFORMANCE ....................................... 1151M-5 
FITNESS-FOR-DUTY (FFD)/PERSONNEL RELIABILITY PROGRAM PERFORMANCE11814_ 

APPENDICES 

A. ACRONYMS & ABBREVIATIONS .......................................................................... A-1 

B. STRUCTURE AND FORMAT OF NRC PERFORMANCE INDICATOR DATA FILES ...... B-1 

C. BACKGROUND INFORMATION AND CORNERSTONE DEVELOPMENT .................. C-1 

D. PLANT SPECIFIC DESIGN ISSUES ............................................................................ D-1 

E. FREQUENTLY ASKED QUESTIONS .......................................................................... E-1

iv



NEI 99-02 Revision 2-1 
DRAFT REV2 9/25/200120 Apfi1-2001 

1 1 INTRODUCTION 

2 This guideline describes the data and calculations for each performance indicator in the Nuclear 
3 Regulatory Commission's ,NRC) power reactor licensee assessment process. The guideline also 
4 describes the licensee quarterly indicator reports that are to be submitted to the NRC for use in its 
5 licensee assessment process.  
6 
7 This guideline provides the definitions and guidance for the purposes of reporting performance 
8 indicator data. No other documents should be used for definitions or guidance unless specifically 
9 referenced in this document. This guideline should not be used for purposes other than collection 

10 and reporting of performance indicator data in the NRC licensee assessment process.  
11 
12 Background 

13 In 1998 and 1999, the NRC conducted a series of public meetings to develop a more objective 
14 process for assessing a licensee's regulatory and safety performance. The new process uses risk
15 informed insights to focus on those matters that are of safety significance. The objective is to 
16 monitor performance in three broad areas - reactor safety (avoiding accidents and reducing the 
17 consequences of accidents if they occur); radiation safety for plant workers and the public during 
18 routine operations; and protection of the plant against sabotage or other security threats.  
19 
20 The three broad areas are divided into cornerstones: initiating events, mitigating systems, barrier 
21 integrity, emergency preparedness, public radiation safety, occupational radiation safety and 
22 physical protection. Performance indicators are used to assess licensee performance in each 
23 cornerstone. The NRC will use a risk-informed baseline inspection process to supplement and 
24 complement the performance indicator(s). This guideline focuses on the performance indicator 
25 segment of the assessment process.  
26 
27 The thresholds for each performance indicator provide objective indication of the need to modify 
28 NRC inspection resources or to take other regulatory actions based on licensee performance.  
29 Table 1 provides a summary of the performance indicators and their associated thresholds.  
30 
31 The overall objectives of the process are to: 
32 
33 9 improve the objectivity of the oversight processes so that subjective decisions and 
34 judgment are not central process features, 
35 9 improve the scrutability of the NRC assessment process so that NRC actions have a clear 
36 tie to licensee performance, and 
37 * risk-inform the regulatory assessment process so that NRC and licensee resources are 
38 focused on those aspects of performance having the greatest impact on safe plant 
39 operation.  
40 
41 In identifying those aspects of licensee performance that are important to the NRC's mission, 
42 adequate protection of public health and safety, the NRC set high level performance goals for 
43 regulatory oversight. These goals are: 
44

I
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1 0 maintain a low frequency of events that could lead to a nuclear reactor accident; 
2 a zero significant radiation exposures resulting from civilian nuclear reactors; 
3 • no increase in the number of offsite releases of radioactive material from civilian nuclear 
4 reactors that exceed 10 CFR Part 20 limits; and 
5 a no substantiated breakdown of physical protection that significantly weakens protection 
6 against radiological sabotage, theft, or diversion of sp'ecial nuclear materials.  
7 
8 These performance goals are represented in the new assessment framework as the strategic 
9 performance areas of Reactor Safety, Radiation Safety, and Safeguards.  

10 
11 Figure 1.0 provides a graphical representation of the licensee assessment process.  
12 
13 General Reporting Guidance 

14 At quarterly intervals, each licensee will submit to the NRC the performance assessment data 
15 described in this guideline. The data is submitted electronically to the NRC by the 21t calendar 
16 day of the month following the end of the reporting quarter. If a submittal date falls on a 
17 Saturday, Sunday, or federal holiday, the next federal working day becomes the official due date 
18 (in accordance with 10 CFR 50.4). The format and examples of the data provided in each 
19 subsection show the complete data record for an indicator, and provide a chart of the indicator.  
20 These are provided for illustrative purposes only. Each licensee only sends to the NRC the data 
21 set from the previous quarter, as defined in each Data Reporting Elements subsection (See 
22 Appendix B) along with any changes to previously submitted data.  
23 
24 The reporting of performance indicators is a separate and distinct function from other NRC 
25 reporting requirements. Licensees will continue to submit other regulatory reports as required by 
26 regulations; such as, 10 CFR 50.72 and 10 CFR 50.73.  
27 
28 Performance indicator reports are submitted to the NRC for each power reactor unit. Some 
29 indicators are based on station parameters. In these cases the station value is reported for each 
30 power reactor unit at the station.  
31 
32 Issues regarding interpretation or implementation of NEI 99-02 guidance may occur during 
33 implementation. Licensees are encouraged to resolve these issues with the Region. In those 
34 instances where the NRC staff and the Licensee are unable to reach resolution, the issue should be 
35 escalated to appropriate industry and NRC management using the FAQ process. In the interim 
36 period until the issue is resolved, the Licensee is encouraged to maintain open communication 
37 with the NRC. Issues involving enforcement are not included in this process.  
38 
39 Guidance for Correcting Previously Submitted Performance Indicator Data 

40 In instances where data errors or a newly identified faulted condition are determined to have 
41 occurred in a previous reporting period, previously submitted indicator data are amended only to 
42 the extent necessary to correctly calculate the indicator(s) for the current reporting period.' This 

'Changes to data collection rules or practices required by the current revision of this document will not be applied 
retroactively to previously submitted data. Previously submitted data will not require correction or amendment 
provided it was collected and reported consistent with the NEI 99-02 revision and FAQ guidance in effect at the 
time of submittal.
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1 amended information is submitted using a "change report" following the guidance provided on the 
2 NEI performance indicator website (PIWeb) in the "edit" mode. For performance indicators with 
3 a long data evaluation period, e.g., 12 quarters, and. depending on which reporting period the data 
4 error affects, the amended data may go back into the historical data period. The values of 
5 previous reporting periods are revised, as appropriate, when the amended data is used by the 
6 NRC to recalculate the affected performance indicator. The current report should reflect the new 
7 information, as discussed ih the detailed sections of this document. In these cases, the quarterly 
8 data report should include a comment to indicate that the indicator values for past reporting 
9 periods are different than previously reported. If an LER was required and the number is 

10 available at the time of the report, the LER reference is noted.  
11 
12 If a performance indicator data reporting error is discovered, an amended "mid-quarter" report 
13 does not need to be submitted if both the previously reported and amended performance indicator 
14 values are within the "green" performance indicator band. In these instances, corrected data 
15 should be included in the next quarterly report along with a brief description of the reason for the 

16 change(s). If a performance indicator data error is discovered that causes a threshold to be 
17 crossed, a "mid-quarter" report should be submitted as soon as practical following discovery of 
18 the error.  
19 
20 In January 2000, all licensees submitted "historical performance indicator data" to support the 
21 start of the revised regulatory oversight process. This data was used by the NRC to validate 
22 performance indicator thresholds and to develop licensee inspection schedules for the revised 
23 process. The January submittal represented a "best effort" to collect and report historical data.  

24 Safety system unavailability data reported as part of the WANO performance indicators was 
25 allowed to be used without modification. A supplemental review of the WANO data to ensure it 

26 met applicable NEI 99-02 guidance was not required for the January historical data submittal.  
27 Errors in the historical data submission for any performance indicator, found subsequent to 

28 January 2000, do not require correction except as described above.  
29 
30 Comment Fields 

31 The quarterly report allows comments to be included with performance indicator data. A general 
32 comment field is provided for comments pertinent to the quarterly submittal that are not specific 

33 to an individual performance indicator. A separate comment field is provided for each 
34 performance indicator. Comments included in the report should be brief and understandable by 
35 the general public. Comments provided as part of the quarterly report will be included along with 
36 performance indicator data as part of the NRC Public Web site on the oversight program. If 
37 multiple PI comments are received by NRC that are applicable to the same unit/PI/quarter, the 
38 NRC Public Web site will display all applicable comments for the quarter in the order received 
39 (e.g., If a comment for the current quarter is received via quarterly report and a comment for the 

40 same PI is received via a change report, then both comments will be displayed on the Web site.  
41 For General Comments, the NRC Public Web site will display only the latest "general" comment 
42 received for the current quarter (e.g., A "general" comment received via a change report will 
43 replace any "general" comment provided via a previously submitted quarterly report.) 
44 
45 Comments should be generally limited to instances as directed in this guideline. These instances 
46 include:

3
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1 * Exceedance of a threshold (Comment should include a brief explanation and should be 
2 repeated in subsequent quarterly reports as necessary to address the threshold exceedance) 
3 * Revision to previously submitted data (Comment should include a brief characterization of the 
4 change, should identify affected time periods and- should identify whether the change affects 
5 the "color" of the indicator.) 
6 9 Identification of a design deficiency affecting safety system unavailability (See Safety System 
7 Unavailability discussion on fault exposure un-available hours) 
8 * Resetting of fault exposure hours (See Safety System Unavailability discussion on resetting 
9 fault exposure hours) 

10 9 Unavailability of data for quarterly report (Examples include unavailability of RCS Activity 
11 data for one or more months due to plant conditions that do not require RCS activity to be 
12 calculated.) 
13 
14 In specific circumstances, some plants, because of unique design characteristics, may typically 
15 appear in the "increased regulatory response band," as shown in Table 1. In such cases the unique 
16 condition and the resulting impact on the specific indicator should be explained in the associated 
17 comment field. Additional guidance is provided under the appropriate indicator sections.  
18 
19 The quarterly data reports are submitted to the NRC under 10 CFR 50.4 requirements. The 
20 quarterly reports are to be submitted in electronic form only. Separate submittal of a paper copy 
21 is not requested. Licensees should apply standard commercial quality practices to provide 
22 reasonable assurance that the quarterly data submittals are correct. Licensees should plan to 
23 retain the data consistent with the historical data requirements for each performance indicator.  
24 For example, data associated with the barrier cornerstone should be retained for 12 months, data 
25 for safety system unavailability should be retained for 12 quarters.  
26 
27 The criterion for reporting is based on the time the failure or deficiency is identified, with the 
28 exception of the Safety System Functional Failure indicator, which is based on the Report Date of 
29 the LER. In some cases the time of failure is immediately known, in other cases there may be a 
30 time-lapse while calculations are performed to determine whether a deficiency exists, and in some 
31 instances the time of occurrence is not known and has to be estimated. Additional clarification is 
32 provided in specific indicator sections.  
33 
34 Numerical Reporting Criteria 

35 Final calculations are rounded up or down to the same number of significant figures as shown in 
36 Table 1. Where required, percentages are reported and noted as: 9.0%, 25%.  
37 
38 Submittal of Performance Indicator Data 

39 Performance indicator data should be submitted as a delimited text file (data stream) for each unit, 
40 attached to an email addressed to pidata@nrc.gov. The structure and format of the delimited text 
41 files is discussed in Appendix B. The email message can include report files containing PI data for 
42 the quarter (quarterly reports) for all units at a site and can also include any report file(s) 
43 providing changes to previously submitted data (change reports). The title/subject of the email 
44 should indicate the unit(s) for which data is included, the applicable quarter, and whether the 
45 attachment includes quarterly report(s) (QR), change report(s) (CR) or both. The recommended 
46 format of the email message title line is "<Plant Name(s)>-<quarter/year>-PI Data Elements (QR

4
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1 and/or CR)" (e.g., "Salem Units 1 and 2 - 1Q2000 - PI Data Elements (QR)"). Licensees should 
2 not submit hard copies of the PI data submittal (with the possible exception of a back up if the 
3 email system is unavailable).  
4 
5 The NRC will send return emails with the licensee's submittal attached to confirm and / / 

6 authenticate receipt of the proper data, generally within 2 business days. The licensee is 
7 responsible for ensuring that the submitted data is received without corruption by comparing the 
8 response file with the original file. Any problems with the data transmittal should be identified in 
9 an email to pidata@nrc.gov within 4 business days of the original data transmittal.  

10 
11 Additional guidance on the collection of performance indicator data and the creation of quarterly 
12 reports and change reports is provided at the NEI performance indicator website (PIWeb).  
13 
14 The reports made to the NRC under the new regulatory assessment process are in addition to the 
15 standard reporting requirements prescribed by NRC regulations.  
16 
17 Frequently Asked Questions 

18 Frequently Asked Questions (FAQ) and responses regarding interpretations of this guideline will 
19 be posted on the NRC Website (www.nrc.gov/NRR/OVERSIGHT/ASSESS/index.html). FAQs 
20 posted on the NRC Website represent NRC approved interpretations of performance indicator 
21 guidance and should be treated as an extension of NEI 99-02.  
22 
23 The NRC Website will identify the date of original posting for FAQs and responses. Unless 
24 otherwise directed in an FAQ response, FAQs are to be applied to the data submittal for the 
25 quarter in which the FAQ was posted and beyond. For example, an FAQ with a posting date of 
26 3/31/2000 would apply to 1st quarter 2000 PI data, submitted in April 2000 and subsequent data 
27 submittals. However, an FAQ with a posting date of 4/1/2000 would apply on a forward fit basis 
28 to 2n' quarter 2000 PI data submitted in July 2000. Licensees are encouraged to check the NRC 
29 Web site frequently, particularly at the end of the reporting period, for FAQs that may have 
30 applicability for their sites.  
31 
32 Questions on this guideline may be submitted by email to pihelp@nei.org. The email should 
33 include "FAQ" as part of the subject line. The emails should also provide the question and a 
34 proposed answer as well as the name and phone number of a contact person. The proposed 
35 question and answer will be reviewed by NEI staff and will be discussed with NRC staff at a 
36 public meeting. Once approved by NRC, the accepted response will be posted on the NRC 
37 Website and incorporated into the text of this guideline when the next revision is issued (no more 
38 frequently than once per quarter).

5
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Table 1 - PERFORMANCE INDICATORS 
Cornerstone Indicator Thresholds (see Note 1) 

Increased Required Unacceptable 
Regulatory Regulatory Performance 
Response Band Response Band Band 

Initiating Events Unplanned Reactor Shutdowns &eaFns-per 7000 Critical Hours >3.0 >6.0 >25.0 

Reactor Shutdowns Serams with a Loss of Normal Heat Removal >2.0 >10.0 >20.0 
(over the previous 12 quarters) 
Unplanned Power Changes per 7000 Critical Hours (over >6.0 N/A N/A 
previous four quarters) 

Mitigating Systems Safety System Unavailability (SSU) All Plants 
(average of previous 12 quarters) <2EDG >2.5% >5.0% >10.0% 

>2EDG >2.5% >10.0% >20.0% 
Hydro Emerg. Power TBD TBD TBD 
BWRs 

HPCI >4.0% >12.0% >50.0% 
HPCS >1.5% >4.0% >20.0% 
RCIC >4.0% >12.0% >50.0% 
RHR >1.5% >5.0% >10.0% 

PWRs 
HPSI >1.5% >5.0% >10.0% 
AFW >2.0% >6.0% >12.0% 
RHR >1.5% >5.0% >10.0% 

Safety System Functional Failures BWRs >6.0 N/A N/A 
I (over previous four quarters) PWRs >5.0 N/A N/A

1 
2 Note 1: Thresholds that are specific to a site or unit will 
3

be provided in Appendix D when identified.
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Table 1 - PERFORMANCE INDICATORS Cont'd
Cornerstone Indicator Thresholds (see Note 1) 

Increased Required Unacceptable 
Regulatory Regulatory Performance 

_ __.... Response Band Response Band Band 

Barriers Reactor Coolant System (RCS) Specific Activity (maximum >50.0% >100.0% N/A 
Fuel Cladding monthly values, percent of Tech. Spec limit, during previous 

four quarters) 
Reactor Coolant RCS Identified Leak Rate (maximum monthly values, percent >50.0% >100.0% N/A 
System f Tech. Spec. limit, during previous four quarters) 

Emergency Drill/Exercise Performance (over previous eight quarters) <90.0% <70.0% N/A 
Preparedness 

ERO Drill Participation (percentage of Key ERO personnel <80.0% <60.0% N/A 
that have participated in a drill or exercise in the previous 
eight quarters) 
Alert and Notification System Reliability (percentage <94.0% <90.0% N/A 
reliability during previous four quarters) 

Occupational Occupational Exposure Control Effectiveness (occurrences >2 >5 N/A 
Radiation Safety during previous 4 quarters) 
Public Radiation Safety RETS/ODCM Radiological Effluent Occurrence (occurrences >1 >3 N/A 

during previous four quarters) 
Physical Protection Protected Area Security Equipment Performance Index (over a >0.080 N/A N/A 

four quarter period) _ ___ 
Personnel Screening Program Performance (reportable events >2 >5 N/A 
during the previous four quarters) ,,_ __,_ 

Fitness-for-Duty (FFD)/Personnel Reliability Program >2 >5 N/A 
Performance (reportable events during the previous four 
quarters)

2 Note 1: Thresholds that are specific to a site or unit will be provided in Appendix D when identified.

8
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2 PERFORMANCE INDICATORS 

2 2.1 INITIATING EVENTS CORNERSTONE 
/ 

3 The objective of this cornerstone is to limit the frequency of those events that-upset plant stability 
4 and challenge critical safety functions, during shutdown2 as well as power operations. If not 
5 properly mitigated, and if multiple barriers are breached, a reactor accident could result which 
6 may compromise the public health and safety. Licensees can reduce the likelihood of a reactor 
7 accident by maintaining a low frequency of these initiating events. Such events include reactor 
8 se amshutdowns due to turbine trips, loss of feedwater, loss of off-site power, and other 
9 significant reactor transients.  

10 
11 The indicators for this cornerstone are reported and calculated per reactor unit.  
12 
13 There are three indicators in this cornerstone: 
14 
15 * Unplanned Reactor Shutdowns (a.t.maic and manual) scam..s per 7,000 critical hours 
16 * Unplanned Reactor Shutdowns Ser-ams with a loss of normal heat removal per 12 
17 quarters 
18 9 Unplanned Power Changes per 7,000 critical hours 
19 
20 UNPLANNED REACTOR SHUTDOWNS Se_,M,-PER 7,000 CRITICAL HOURS 

21 Purpose 

22 This indicator monitors the number of unplanned shutdowns of the reactor in response to off
23 normal conditions or events. searams. It measures the frequency of unplanned reactor shutdowns 
24 per 7.000 critical hours rate of srams per- year of .peration at power and provides an indication 
25 of initiating event frequency.  
26 
27 Indicator Definition 

28 The number of unplanned shutdowns of the reactor in response to off-normal conditions or 
29 eventssefamas during the previous four quarters, b.th maual and autemat-, while critical per 
30 7,000 hours.  
31 
32 Data Reporting Elements 

33 The.following data aris reported for each reactor unit: 
34 
35 * the number of unplanned shutdowns of the reactorut.omatic and manual scrams in response to 
36 off-normal conditions or events while critical in the previous quarter 

2Shutdown indicators are being developed and will be included in later revisions.  
3 The trancient rate is calculated per 7,000 er-itial heurs beeause that value is representativ of the critieal heurs ef 
epceation in e erfr yial pl-ant.

9
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0 the number of hours of critical operation in the previous quarter 

Calculation

5 The indicator is determined using the values for the previous four quarters as follows:
6 

7 value=
(number of unplanned reactor shutdowns while critical in the previous 4 qtrs)x 7,000 hrs

(total number of hours critical in the previous 4 qtrs)

8 
9 Definition of Terms

Scram means the shutdownf of the r-eactor: by the rapid additi negative r-eaefvtyt by-an~y
mcans, eg., insertion of controel rods, boron, use ef diverse scr-am switch, oroeigraeter- trip 
breakers.  

Unplanned seram mceans that the scr-am was not an intentional part of a planned evolution or tet 
as dir-ected by a normal operating or test pr ocedure. This includes scr-ams that occurred dur~ing 
the exeution of proceedures or- evolutions in which there was a liigh cha-nee of a scramn oecrnn
but the scram was neither- planned nor- intended.  
Unplanned Reactor Shutdown means the shutdown of the reactor in response to off-normal 
conditions or events by the unplanned addition of negative reactivity by any means, e.g., insertion 
of control rods, boron, or opening reactor trip breakers. Unplanned reactor shutdowns are those 
that bring the reactor from criticality to a shutdown mode within 15 minutes of commencing to 
insert negative reactivity.  

Criticality, for the purposes of this indicator, typically exists when a licensed reactor operator 
declares the reactor critical. There may be instances where a transient initiates from a subcritical 
condition and is terminated by an unplanned reactor shutdown-se--amm after the reactor is critical
this condition would count as an Unplanned Reactor Shutdown-se-am.  

Clarifying Notes

The value of 7,000 hours is used because it represents one year of reactor operation at about an 
80.-G% capacity factor.  

If there are fewer than 2,400 critical hours in the previous four quarters the indicator value is 
displayedee..ute. as N/A because rate indicators can produce misleadingly high values when the 
denominator is small. The data elements (unplanned scr.ams and critical hours) are still reported.  

Unplanned Reactor Shutdowns include those events which are reported under 10 CFR 
50.72(b)(2)(iv)(B) which requires reporting of "any event or condition that results in actuation of 
the reactor protection system (RPS) when the reactor is critical except when the actuation results 
from and is part of a pre-planned sequence during testing or reactor operation."
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1 

2 Turbine Trip 
3 Loss of Main Feedwater Flow 
4 Loss of Normal Heat Sink (main condenser) 
5 MSIV Closure 
6 Loss of Oyfsite Power / 

7 Loss of Electrical Load (includes generator trio) 
8 Excessive Feedwater (overcooling transient 
9 Loss of Auxiliary/Station Power 

10 Small Loss of Coolant Accident (includes reactor/recirculation pump seal failures) 
11 Loss of Service Water/Component Cooling Water 
12 Loss of Vital AC/DC bus 
13 Secondary/balance-of-plant Piping/Component Ruptures 
14 Reactivity Control Anomaly (e.g.. dropped or misaligned rod) 
15 Other Initiators Leading to Automatic Actuation of Reactor Protection System 
16 Unplanned shutdowns made in response to plant conditions in accordance with off-normal 
17 procedures (e.g., emergency procedures, abnormal operating procedures, and alarm 
18 response procedures) 
19 
20 Reactor shutdowns that are not included: 
21 
22 Reactor shutdowns that are planned to occur as part of a test (e.g., a reactor protective 
23 system actuation test).  
24 Reactor shutdowns that are part of a normal evolution made in accordance with normal 
25 plant procedures.  

26 
27 Included in the indicator are unplanned reactor shutdowns that occur during the execution of a 
28 procedure in which there is a high probability of a shutdown but the shutdown is not intended.  
29 Dr-epped rods, single red ser-ams, or- half serams are net consider-ed r-eactor sframns.

Anticipator-y plant shutdowns intended to reduce the impaet of external events, sueh as torad e 
or- range fires threatening off-site power- tr-ansmission lines, arc excluded.  

Examples ef the types of scr-ams that are included: 

El Scr-ams that resulted from unplanned transients, equipment failur-es, spurious signals, hum.-an.  
, ferro, or- those directed by abnormal, emer-geney, or- annunciator response p-rocedur-es.  

9lA scr-am that is initiated to avoid exceeding a technical specification action statement time limt 

@lA scram that occurs during the execution of a proceedur-e or- evolution in which there is a high 
likelihood ef a scr-am eeeui-r-ng buat the scr-am was neither- planned nor- intended.  

Examples of scr-ams that are not included: 

El Scr-ams that are planned to occuir as par~t of a test (e.g., a r-eator- protectin system actuation 
test), or- scr-ams that are part of a normnal planned oper-ation or- evolution.
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Data Example 

Unplanned Reactor Shutdowns per 7,000 Critical Hours 
2Q197 3Q/97 4Q/97 I Q198 2Q/98 3Q/98 4Q198 Prev. Qtr 

# Unpl Rx SID in qtr 1 0 0 1 1 1 2 2 
Total Unplanned Rx 2 2 3 5 6 
S/D over 4 qtrs I 
# of Hrs Crit in qtr 1500 1000 2160 2136 2160 2136 2136 1751 
Total Hrs Critical in 4 qtrs 6796 7456 8592 8568 8183 

2Q198 3Q/98 4Q/98 Prey. Q 
Indicator value 1.9 2.4 4.1 5.1,

2 
3

13

Thresholds 
Green <ý3.0 

White >3.0 
Yellow >6.0 
Red _>25.0

Unplanned Reactor Shutdowns per 7,000 Hrs 
Quarter 

2Q/98 3Q/98 40/98 Prev. Q 
0.0 ., 

5.0 ON 

10.0' .' 

Indicator Y 

15.0' 

20N0 

• • ~~Note: REDVle2 
25.0 'f1
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[UNPLANNED REACTOR SHUTDOWNS Se-HAM WITH A-Loss OF NORMAL HEAT REMOVAL [

This indicator monitors that subset of unplanned reactor shutdownsunplanned and planned 
automatic and manual serams in which an unplanned loss of the normal heat removal path occurs 
shortly before or after an unplanned reactor shutdown. These shutdowns are more risk-significant 
than uncomplicated, unplanned reactor shutdowns.that necessitate the use of m ;itigating systems 
and are ther-efor-e more risk significant than uneomplicated ser-ams.

9 Indicator Definition
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2 Purpose

3 
4 
5 
6 
7 
8

The number of unplanned reactor shutdownsunplanned and planned scrams while critical at or 
above the point of adding heat, beth manual and au.itomatic, during the previous 12 quarters that 
were caused by or alse involved an unplanned loss of the normal heat removal path t..migh the 

a dense prior to establishing reactor conditions that allow use of the plant's normal long 
term heat removal systems.  

Data Reportin2 Elements 

The following data areis reported for each reactor unit: 

the number of planned and unplanned aut.matic and manual scramsunp•lanned reactor 
shutdowns while critical at or above the point of adding heat in the previous quarter that 
were caused by or involved an unplanned loss in whiehof -the normal heat removal path 
through the main .. ndens.r was-lest prior to establishing reactor conditions that allow use 
of the plant's normal long term heat removal systems 

Calculation 

The indicator is determined using the values reported for the previous 12 quarters as follows: 

value = total number of unplanned reactor sefams-whileshutdowns while critical at or 
above the point of adding heat during in-the previous 12 quarters that were 
caused by or involved an unplanned loss of in w--hch-the normal heat removal 
path t ...ough the main condense w.A.. st. prior to establishing reactor conditions 
that allow use of the plant's normal long term heat removal systems.  

Definition of Terms 

Normal heat removalpath: The normal heat removal path, Ffor the purposes of this pefemanee 
indicator, the path used for .heat remeoval from the r .eaetao during nrmal plant operations. ht is th 

same fqr- all plants consists of the path from the main condenser through the main feedwater 

system; to the steam generators (PWRs)(or reactor vessel (BWRs). then through the main steam 
isolation valves, the turbine bypass valves, and back to the main condenser.  

Loss of the normal heat removalpath: Decay heat cannot be removed when any of the following 

conditions have occurred (see clarifying notes below) and cannot be promptlyeasily recovered
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1 from the control room without the need for diagnosis or repair to restore the nornal heat removal 
2 path: 
3 
4 * complete loss of all main feedwater flow 
5 e i.stueient- complete loss of main condenser vacuum te r.emo.ve decay heat 

6 e complete closure of at least one main steam isolation valve in each main steam line 

7 * failure of one or more turbine bypass valvescapacity that results in........ c.... bypass 
8 ,..abi,.& r-mvaing to maintain reactor temperature and pressure at the desired operating 
9 condition 

10 
11 Complete loss of condenser vacuum: a loss of condenser vacuum that prevents the condenser 
12 from removinq decay heat after an unplanned reactor shutdown.  
13 
14 Unplanned reactor shutdown: the shutdown of the reactor in response to off-normal conditions 
15 or events by the unplanned addition of negative reactivity by any means, e.g., insertion of 
16 control rods, boron, or opening reactor trip breakers. Unplanned reactor shutdowns are those 
17 that bring the reactor from criticality to a shutdown mode within 15 minutes of commencing to 
18 insert negative reactivity.  
19 Scram means the shutdovffi of the r+eac•tor by the rapid addition of nega.ivc r.eactiity by any 

20 meneginseffion of contrel rods, boron, use of diverse scr-am switch, oroenn aeater- trip 

21 breakeifs.  
22 
23 Criticality, for the purposes of this indicator, typically exists when a licensed reactor operator 

24 declares the reactor critical. There may be instan.es where a transient initiates from a subcritical 

25 condition and is tefffnated by a scr-am after- the reactor- is cr-itical this condition would count as 
26 a seram.  
27 
28 Clarifyin2 Notes 

29 Unplanned reactor shutdowns with loss of normal heat removal can occur in two ways: (1) the 
30 loss of the normal heat removal path causes the unplanned shutdown. or (2) the loss of the normal 

31 heat removal path occurs after the unplanned shutdown. In either case, the normal heat removal 
32 path is considered to be unavailable. The determining factor for this indicator is whether or not 

33 the normal heat removal path is available, not whether the operators choose to use that path or 

34 some other path.  
35 
36 Operator actions or design features to control the reactor cooldown rate or water level, such as 

37 closing the main feedwater valves or closing all MSIVs (as long as the feedwater valves or MSIVs 

38 are capable of being promptly reopened from the control room without the need for diagnosis or 

39 repair) are not included. However, operator actions to mitigate the event (e.g., closing MSIVs to 
40 isolate a steam leak) are included.  
41 
42 Examples of a complete loss of all main feedwater flow: trip of the only operating feedwater 

43 pump while operating at reduced power, loss of a startup or an auxiliary feedwater pump 

44 normally used during plant startup: loss of all operating feed pumps due to trips caused by low 

45 suction pressure, loss of seal water, or high water level (BWR reactor level or PWR steam 

46 generator level), unplanned reactor shutdown due to loss of all operating feed pumps: unplanned 

47 reactor shutdown in response to feed problems characteristic of a total loss of feedwater flow: and

15
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Design featur-es to lirnt the reactor water level, steam generator- water level, or- cooldown rate-, 
such as cloesing the main feedwater- valves on a r-eactor scr am, arc not couinted in this indicator-, as
long as th.e nor-mal heat remoeval path can be easily recover-ed fromn the controel room without the 
need for diagnosis or repair to restore the nomal heat remo.val path. Onee r-eacing stable plat 

eonditions following a scr am, the shutdown of main feedwaepu s in accor-dance wt~h 

oprain procedures would net count in this indicator.  

E-vents in which the normaal heat removal path through the main condenser is net available and fis 
not easily r ecoverable from the conftrol rooem without the need for- diagnosis or- repair to restoef 
the norfmal heat remoeval path are counted in this indicator.  

Paffial losses of condense vauu in which sufficient capability remains to r-emove decay heat are 
not counted in this indicator.  

This indicater- includes planned and unplanned scrams. Unplanned scrams counted for- thi 

counfted if the main condenser- has not yet been placed in ser-vice, or has been remozved fo 
seF~ee-
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inadvertent isolation or closure of all feedwater control valves prior to an unplanned reactor 
shutdown.  

Examples of loss of condenser vacuum: trip of all circulating water pumps: traveling screen 
blockage: condenser leakage, trip of all condensate pumps on high condensate temperature due to
loss of condenser vacuum.  

Examples of complete closure of at least one MSIV in each main steam line: automatic closure of 
all MSIVs as part of an engineered safety feature actuation: spurious closure of all MSIVs.  

Example of loss of turbine bypass capability: sustained use of one or more atmospheric dump 
valves (PWRs) or safety relief valves to the suppression pool (BWIRs) after an unplanned reactor 
shutdown.  

Examples that do not count: loss of all main feedwater flow, condenser vacuum, or turbine bypass 
capability caused by loss of offsite power: partial losses of condenser vacuum or turbine bypass 
capability after an unplanned reactor shutdown in which sufficient capability remains to remove 
decay heat; momentary operations of PORVs or safety relief valves: and an unplanned shutdown 
at low power within the capability of the PORVs if the main condenser has not yet been placed in 
service or has been removed from service.  
Intentional oprtractions to controel the r-eacter water level or- eooldovm rate, such as sec-ur-ing 
main fe dwzatcr or- c-losing the MSIVs, are not couinted in this indicator-, as long as the normal hea 
removal path can be easily frccovcrced from the controel rooem without the need for- diagnosis or 
repair to restor-e the normal heat r-emoval path. Once r-eaching stable plant conditions followiniga 
scr-am, the shutdownf of main feedwater- pumps in acrdance with operatfing proced-ures woul 
not count in this indicator.
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1Mementary operations of PORW/s or- safety relief valves are net counted as paft of this indieator-.  
2 
3
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Data Examples 

Unplanned Reactor Shutdowns with Loss of Nomial Heat Removal

3Q/95 4Q/95 1Q196 2Q/96 3Q/96 4Q196 1Q/97 2Q/97 3Q/97 4Q/97 1Q/98 2Q/98 3Q/98 4Q/98 Prey. Qrtr 

# of SID with loss of 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
NHR in prev qtr 

Total over 12 qtrs 1 1 0 0 

2Q/98 3Q/98 4Q/98 Prey. Q 

Indicator value 1_1 1 0 _ 0

Thresholds 
Green _<2.0 
White >2.0 
Yellow >10.0 
Red >20.0

Unplanned Reactor Shutdowns with Loss of Normal Heat 
Removal

20/98 3Q/98
Quarter

0 

2 

4 

6 
Indicator 

8 

10 

12 

14

3 
4
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1I UNPLANNED POWER CHANGES PER 7,000 CRITICAL HouRs 

2 Purpose 

3 This indicator monitors the number of unplanned power changes (excluding ser-amUnplanned 
4 Reactor Shutdowns) that could have, under other plant conditions, challenged safety functions. It 
5 may provide leading indication of risk-significant events but is not itself risk-significant. The " 
6 indicator measures the number of plant power changes for a typical year of operation at power.  
7 
8 Indicator Definition 

9 The number of unplanned changes in reactor power of greater than 20% of full-power, per 7,000 
10 hours of critical operation excluding Unplanned Reactor Shutdowns manual and automatie 
11 ser-ams.  
12 
13 Data Reporting Elements 

14 The following data is reported for each reactor unit: 
15 

16 o the number of unplanned power changes, excluding sera unplanned reactor shutdowns; 
17 during the previous quarter 
18 
19 o the number of hours of critical operation in the previous quarter 
20 
21 Calculation 

22 The indicator is determined using the values reported for the previous four quarters as follows: 
23 

(total number of unplanned power changes over the previous 4 qtrs) 24 value - x 7,000 hrs 
total number of hours critical during the previous 4 qtrs 

25 
26 Definition of Terms 

27 Unplanned changes in reactor power are changes in reactor power that are initiated less than 72 
28 hours following the discovery of an off-normal condition, and that result in, or require a change in 
29 power level of greater than 20% of full power to resolve. Unplanned changes in reactor power 
30 also include uncontrolled excursions of greater than 20% of full power that occur in response to 
31 changes in reactor or plant conditions and are not an expected part of a planned evolution or test.  
32 
33 Clarifying Notes 

34 If there-are fewer than 2,400 critical hours in the previous four quarters the indicator value is 
35 displayedeemputed as N/A because rate indicators can produce misleadingly high values when the 
36 denominator is small. The data elements (unplanned power changes and critical hours) are still 
37 reported.  
38

19
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1 The 72 hour period between discovery of an off-normal condition and the corresponding change 
2 in power level is based on the typical time to assess the plant condition, and prepare, review, and 
3 approve the necessary work orders, procedures, and necessary safety reviews, to effect a repair.  
4 The key element to be used in determining whether a power change should be counted as part of 
5 this indicator is the 72 hour period and not the extent of the planning that is performed between 
6 the discovery of the condition and initiation of the power change.  
7 
8 In developing a plan to conduct a power reduction, additional contingency power reductions may 
9 be incorporated. These additional power reductions are not counted if they are implemented to 

10 address the initial condition.  
11 
12 Equipment problems encountered during a planned power reduction greater than 20% that alone 
13 may have required a power reduction of 20% or more to repair are not counted as part of this 
14 indicator if they are repaired during the planned power reduction. However, if during the 
15 implementation of a planned power reduction, power is reduced by more than 20% of full power 
16 beyond the planned reduction, then an unplanned power change has occurred.  
17 
18 Unplanned power changes and shutdowns include those conducted in response to equipment 
19 failures or personnel errors and those conducted to perform maintenance. They do not include 
20 automatic or manual scrams Unplanned Reactor Shutdowns or load-follow power changes.  
21 
22 Apparent power changes that are determined to be caused by instrumentation problems are not 
23 included.  
24 
25 Unplanned power changes include runbacks and power oscillations greater than 20% of frill 
26 power.  
27 
28 Anticipatory power reductions intended to reduce the impact of external events such as hurricanes 
29 or range fires threatening offsite power transmission lines, and power changes requested by the 
30 system load dispatchers, are excluded.  
31 
32 Anticipated power changes greater than 20% in response to expected problems (such as 
33 accumulation of marine debris and biological contaminants in certain seasons) which are 
34 proceduralized but cannot be predicted greater than 72 hours in advance may not need to be 
35 counted if they are not reactive to the sudden discovery of off-normal conditions. The 
36 circumstances of each situation are different and should be identified to the NRC in a FAQ so that 
37 a determination can be made concerning whether the power change should be counted.  
38 
39 Power changes to make rod pattern adjustments are excluded.  
40 
41 Power changes directed by the load dispatcher under normal operating conditions due to load 
42 demand and economic reasons, and for grid stability or nuclear plant safety concerns arising from 
43 external events outside the control of the nuclear unit are not included in this indicator. However, 
44 power reductions due to equipment failures that are under the control of the nuclear unit are 
45 included in this indicator.  
46 
47 Licensees should use the power indication that is used to control the plant to determine if a 
48 change of greater than 20% of full power has occurred.

20



NEI 99-02 Revision 24
DRAFT REV2 9/25/200123,-Ap 21

1 

2 This indicator captures changes in reactor power that are initiated following the discovery of an 
3 off-normal condition. If a condition is identified that is slowly degrading and the licensee prepares 
4 plans to reduce power when the condition reaches'a predefined limit, and 72 hours have elapsed 
5 since the condition was first identified, the power change does not count. If, however, the 
6 condition suddenly degrades beyond the predefined limits and requires rapid response, this 
7 situation would count.  
8 
9 Off-normal conditions that begin with one or more power reductions and end with an unplanned 

10 reactor trip are counted in the Uunplanned reacte, rseframReactor Shutdown - indicators only. If an 
11 off-normal condition occurs above 20% power, and the plant is shutdown by a planned reactor 
12 trip using normal operating procedures, only an unplanned power change is counted 
13 
14 Downpowers of greater than 20% of full power for ALARA reasons are counted in the indicator.

21
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Data Example 

Unplanned Power Changes per 7,000 Critical Hours

Thresholds 
Green ___6.0 
White >6.0 
Yellow N/A 
Red N/A

3Q/98

Unplainned Power Changes per 7.000 Critical Hrs
Quarter4Q98 Prev. Q 

'M~q 
Av ~ ,

0= 
(U

20/98 
0.0 

1.0 

2.0 

3.0 

4.0 

5.0 

6.0 

7.0 

8.0 

9.0 
10.0

2 
3
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2Q/97 3Q/97 4Q/97 1Q/98 2Q/98 3Q/98 4Q/98 Prev. Qtr 
# of Power Changes in previous qtr 1 0 0 1 2 2 1 3 
Total Power Changes in previous 4 qtrs 1 1 1 2 3 5 6 8 

# of Hrs Critical in qrtr 1500 1000 2160 2136 2160 2136 2136 1751 
Total Hrs Critical in previous 4 qtrs 6796 7456 8592 8568 8183 

2Q198 3Q/98 4Q/98 Prev. Q 

Indicator value 2.8 4.1 4.9 6.8
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1 2.2 MITIGATING SYSTEMS CORNERSTONE 

2 This section defines the performance indicators used to monitor the performance of key selected 
3 systems that are designed to mitigate the effects of initiating events, and describes their 
4 calculational methods.  
5 
6 The definitions and guidance contained in this section, while similar to guidance developed in 
7 support of INPO/WANO indicators and the Maintenance Rule, are unique to the reguplateo 
8 ersightReactor Oversight Process (RO6pfegfm,,.. Differences in definitions and guidance in 
9 most instances are deliberate and are necessary to meet the unique requirements of the 

10 RQPr.egulatery vcr.sigh. pro-gr.am.  
11 
12 While safety systems are generally thought of as those that are designed to mitigate design basis 
13 accidents, not all mitigating systems have the same risk importance. PRAs have shown that risk is 
14 often influenced not only by front-line mitigating systems, but also by support systems and 
15 equipment. Such systems and equipment, both safety- and non-safety related, have been 
16 considered in selecting the performance indicators for this cornerstone. Not all aspects of licensee 
17 performance can be monitored by performance indicators, and risk-informed baseline inspections 
18 are used to supplement these indicators.  
19 
20 SAFETY SYSTEM UNAVAILABILITY 

21 Purpose 

22 The purpose of the safety system unavailability indicator is to monitor the readiness of important 
23 safety systems to perform their safety functions in response to off-normal events or accidents.  
24 
25 Indicator Definition 

26 The average of the individual train unavailabilities in the system. Train unavailability is the ratio 
27 of the hours the train is unavailable to the number of hours the train is required to be able to 
28 perform its intended safety function.  
29 
30 The performance indicator is calculated separately for each of the following four systems for each 
31 reactor type.  
32 BWRs 
33 a high pressure injection systems -- (high pressure coolant injection, high pressure core spray, 
34 feedwater coolant injection) 
35 e heat removal systems - (reactor core isolation cooling) 
36 * residual heat removal system 
37 e emergency AC power system 
38 
39 PWRs 
40 * high pressure safety injection system 
41 * auxiliary feedwater system 
42 * emergency AC power system

25
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1 e residual heat removal system 
2 
3 Data Reporting Elements 

4 The following elements are reported for each train for the previous quarter: 
5 
6 0 planned unavailable hours, 
7 0 unplanned unavailable hours, 
8 e fault exposure unavailable hours,-and 
9 0 effective reset hours, 

10 0 hours the train was required to be available for service and

11 0 number of trains in the system 
12 
13 Sources for identifying unavailable hours can be obtained from system failure records, control 

14 room logs, event reports, maintenance work orders, etc. Preventive maintenance and surveillance 

15 test procedures may be helpful in determining if activities performed using these procedures cause 

16 systems or trains to be unavailable. These procedures may also assist in identifying the frequency 

17 of such maintenance and test activities.  
18 
19 Calculation 

20 The system unavailability is determined for each reporting quarter as follows: 
21 
22 Train unavailability during previous 12 quarters: 
23 
24 (planned unavailabl e hrs) + (unplanned unavailable hrs) + (fault exposure unavailabl e hrs) 

(hours train required during the previous 12 quarters) 

25 

26 (planned unavailable hrs) + (unplanned unavailable hrs) + (fault exposure unavailable hrs) -(effective reset hrs) 
(hours train required during the previous 12 quarters) 

27 
28 System unavailability is the sum of the train unavailabilities divided by the number of system 

29 trains.  
30 
31 The indicator for each of the monitored systems is the average system unavailability over the 
32 previous 12 quarters.  
33 
34 For some multi-unit stations the calculation for the emergency diesel generator value could be 

35 affected by a "swing" emergency diesel generator for either unit or other units. (See Emergency 
36 AC Power section for further details.) 
37 
38 Definition of Terms 

39 Planned unavailable hours: These hours include time the train was out of service for 

40 maintenance, testing, equipment modification, or any other time equipment is electively removed 

41 from service and the activity is planned in advance.  
42

26
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1 Unplanned unavailable hours: These hours include corrective maintenance time or elapsed time 
2 between the discovery and the restoration to service of an equipment failure or human error that 
3 makes the train unavailable (such as a misalignment).  
4 
5 Fault exposure unavailable hours: The hours that a train was in an undetected, failed condition 
6 and the time of failure has been determined. (This item is explained in more detail in the Clarifying 
7 Notes.) 
8 
9 Effective reset hours: The sum of reset hours (fault exposure reset hours - delta planned hours 

10 delta unplanned hours) during the previous 12 quarters that are effective (i.e., applicable) during 
11 the current quarter. (This term is explained in more detail in the Clarifying Notes.) 
12 
13 Hours required are the number of hours a monitored safety system is required to be available to 
14 satisfactorily perform its intended safety function.  
15 
16 A train consists of a group of components that together provide the monitored functions of the 
17 system and as explained in the enclosures for specific reactor types. Fulfilling the design basis of 
18 the system may require one or more trains of a system to operate simultaneously. The number of 
19 trains in a system is determined as follows: 
20 
21 for systems that primarily pump fluids, the number of trains is equal to the number of parallel 
22 pumps or the number of flow paths in the flow system (e.g., number of auxiliary feedwater 
23 pumps). The preferred method is to use the number of pumps. For a system that contains an 
24 installed spare pump, the number of trains would equal the number of flow paths in the 
25 system.  
26 
27 • for systems that provide cooling of fluids, the number of trains is determined by the number of 
28 parallel heat exchangers, or the number of parallel pumps, whichever is fewer.  
29 
30 emergency AC power system: the number of class lE emergency (diesel, gas turbine, or 
31 hydroelectric) generators at the station that are installed to power shutdown loads in the event 
32 of a loss of off-site power -- This includes the diesel generator dedicated to the BWR -PCS 
33 system.  
34 
35 Off-normal events or accidents: These are events specified in a plant's design and licensing bases.  
36 Typically these events are specified in a plant's safety analysis report, however other 
37 events/analysis should be considered (e.g. Appendix R analysis).  
38 
39 Note: Additional guidance for specific systems is provided later in this section.  
40 
41 Clarifyin2 Notes 

42 The systems have been selected for this indicator based on their importance in preventing reactor 
43 core damage or extended plant outage. The selected systems include the principal systems needed 
44 for maintaining reactor coolant inventory following a loss of coolant, for decay heat removal 
45 following a reactor trip or loss of main feedwater, and for providing emergency AC power 
46 following a loss of plant off-site power.
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1 
2 Except as specifically stated in the indicator definition and reporting guidance, no attempt is made 

3 to monitor or give credit in the indicator results for the presence of other systems at a given plant 

4 that add diversity to the mitigation or prevention of accidents. For example, no credit is given for 

5 additional power sources that add to the reliability of the electrical grid supplying a plant because 

6 the purpose of the indicator is to monitor the effectiveness of the plant's response once the grid is 

7 lost.  
8 
9 Some components in a system may be common to more than one train, in which case the effect of 

10 the performance (unavailable hours) of a common component is included in all affected trains.  

12 Unavailable hours for a multi-function system should be counted only during those times when 

13 any function monitored by this indicator is required to be available.  

14 
15 Trains are generally considered to be available during periodic system or equipment realignments 

16 to swap components or flow paths as part of normal operations.  

17 
18 It is possible for a train to be considered operable yet unavailable per the guidance in this section.  

19 The purpose of this indicator is to monitor the readiness of important safety systems to perform 

20 their safety function in response to off-normal events or accidents.  

21 
22 If a licensee is required to take a component out of service for evaluation and corrective actions 

23 related to a Part 21 Notification, (or if a Part 21 Notification is issued in response to a licensee 

24 identified condition), the unavailable hours must be reported. (FAQ 285) 

25 
26 Planned Unavailable Hours 
27 
28 Planned unavailable hours are hours that a train is not available for service for an activity that is 

29 planned in advance. The beginning and ending times of planned unavailable hours are known.4 

30 Causes of planned unavailable hours include, but are not limited to, the following: 

31 
32 0 preventive maintenance, corrective maintenance on non-failed trains, or inspection 

33 requiring a train to be mechanically and/or electrically removed from service 

34 
35 * planned support system unavailability causing a train of a monitored system to be 

36 unavailable (e.g., AC or DC power, instrument air, service water, component cooling 

37 water, or room cooling) 
38 
39 * testing, unless the test configuration is automatically overridden by a valid starting signal, 

40 or the function can be promptly restored either by an operator in the control room or by a 

41 dedicated operator' stationed locally for that purpose. Restoration actions must be 

4Accumulation of unavailable hours ends when the train is returned to a normal standby alignment. However, if a 

subsequent test (e.g., post-maintenance test) shows the train not to be capable of performing its safety function, the 

time between the return to normal standby alignment and the unsuccessful test is reclassified as unavailable hours.  

5 Operator in this circumstance refers to any plant personnel qualified and designated to perform the restoration 

function.
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contained in a written procedureý, must be uncomplicated (a single action or afew simple 

actions), and must not require diagnosis or repair. Credit for a dedicated local operator 

can be taken only if (s)he is positioned at the proper location throughout the duration of 

the test for the purpose of restoration of the train should a valid demand occur. The intent 

of this paragraph is to allow licensees to take credit for restoration actions that are 

virtually certain to be successful (i.e., probability nearly equal to 1) during accident 

conditions.  

* The individual performing the restoration function can be the person conducting the 

test and must be in communication with the control room. Credit can also be taken for an 

operator in the main control room provided s(he) is in close proximity to restore the 

equipment when needed. Normal staffing for the test may satisfy the requirement for a 

dedicated operator, depending on work assignments. In all cases, the staffing must be 

considered in advance and an operator identified to take the appropriate prompt response 

for the testing configuration independent of other control room actions that may be 

required.  

Under stressful chaotic conditions otherwise simple multiple actions may not be 

accomplished with the virtual certainty called for by the guidance (e.g., lift test leads and 

land wires; or clearing tags). In addition, some manual operations of systems designed to 

operate automatically, such as manually controlling HPCI turbine to establish and control 

injection flow are not virtually certain to be successful.  

any modification that requires the train to be mechanically and/or electrically removed 

from service.  

If a maintenance activity goes beyond the originally scheduled time frame, the additional hours 

can be considered planned unavailable hours except when due to detection of a new failed 

component that would prevent the train from performing its intended safety function.  

Planned unavailable hours are included because portions of a system are unavailable during these 

planned activities when the system should be available to perform its intended safety function.  

Note: It is recognized that such planned activities can have a net beneficial effect in terms of 

reducing unplanned unavailability and fault exposure unavailable hours (as discussed further 

below). If planned activities are well managed and effective, fault exposure unavailable hours and 

unplanned unavailable hours are minimized.  

Treatment of Planned Overhaul Maintenance 

Plants.that perform on-line planned overhaul maintenance (i.e., within approved Technical 

Specification Allowed Outage Time) do not have to include planned overhaul hours in the 

unavailable hours for this performance indicator under the conditions noted below. Overhaul 

maintenance comprises those activities that are undertaken voluntarily and performed in 

accordance with an established preventive maintenance program to improve equipment reliability 

6including restoration steps in an approved test procedure (FAQ 265) 
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1 and availability. Overhauls include disassembly and reassembly of major components and may 
2 include replacement of parts as necessary, cleaning, adjustment, and lubrication as necessary.  

3 Typical major components are: diesel engine or generator, pumps, pump motor or turbine driver, 
4 or heat exchangers.  
5 
6 Any AOT sufficient to accommodate the overhaul hours may be considered. However, to qualify 
7 for the exemption of unavailable hours, licensees must have in place a quantitative risk 
8 assessment. This assessment must demonstrate that the planned configuration meets either the 
9 requirements for a risk-informed TS change described in Regulatory Guide 1.177, or the 

10 requirements for normal work controls described in NUMARC 93-01, Section 11.3.7.2.  

11 Otherwise the unavailable hours must be counted. The Safety System Unavailability indicator 
12 excludes maintenance-out-of-service hours on a train that is not required to be operable per 
13 technical specifications (TS). This normally occurs during reactor shutdowns. Online maintenance 
14 hours for systems that do not have installed spare trains would normally be included in the 
15 indicator. However, some licensees have been granted extensions of certain TS allowed outage 
16 times (AOTs) to perform online maintenance activities that have, in the past, been performed 
17 while shut down.  
18 
19 The criteria of Regulatory Guide 1.177 include demonstration that the change has only a small 
20 quantitative impact on plant risk (less than 5x10-7 incremental conditional core damage 
21 probability). It is appropriate and equitable, for licensees who have demonstrated that the 

22 increased risk to the plant is small, to exclude unavailable hours for those activities for which the 

23 extended AOTs were granted. However, in keeping with the NRC's increased emphasis on risk

24 informed regulation, it is not appropriate to exclude unavailable hours for licensees who have not 

25 demonstrated that the increase in risk is small. In addition, 10 CFR 50.65(a)(4), requires licensees 

26 to assess and manage the increase in risk that may result from proposed maintenance activities.  

27 Guidance on a quantitative approach to assess the risk impact of maintenance activities is 

28 contained in the latest revision of Section 11.3.7.2 of NUMARC 93-01. That section allows the 

29 use of normal work controls for plant configurations in which the incremental core damage 

30 probability is less than 10-6 . Licensees must demonstrate that their proposed action complies with 
31 either the requirements for a risk-informed TS change or the requirements for normal work 
32 controls described in NUMARC 93-01.  
33 
34 The planned overhaul maintenance may be applied once per train per operating cycle. The work 
35 may be done in two segments provided that the total time to perform the overhaul does not 
36 exceed one AOT period.  
37 
38 If additional time is needed to repair equipment problems discovered during the planned overhaul 

39 that would prevent the fulfillment of a safety function, the additional hours would be non-overhaul 

40 hours and/or potential fault exposure hours, and would count toward the indicator.  
41 
42 Other'activities may be performed with the planned overhaul activity as long as the outage 

43 duration is bounded by overhaul activities. If the overhaul activities are complete, and the outage 

44 continues due to non-overhaul activities, the additional hours would be non-overhaul hours and 

45 would count toward the indicator.  
46 
47 Major rebuild tasks necessitated by an unexpected component failure that would prevent the 

48 fulfillment of a safety function cannot be counted as overhaul maintenance.
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1 

2 This overhaul exemption does not normally apply to support systems except under unique plant
3 specific situations on a case-by-case basis. The circumstances of each situation are different and 
4 should be identified to the NRC so that a determination can be made. Factors to be taken into 
5 consideration for an exemption for support systems include (a) the results of a quantitative risk 
6 assessment, (b) the expected improvement in plant performance as a result of the overhaul 
7 activity, and (c) the net change in risk as a result of the overhaul activity.  
8 
9 Unplanned Unavailable Hours 

10 
11 Unplanned unavailable hours are the hours that a train is not available for service for an activity 
12 that was not planned in advance. The beginning and ending times of unplanned unavailable hours 
13 are known. Causes of unplanned unavailable hours include, but are not limited to, the following: 
14 
15 * corrective maintenance time following detection of a failed component that prevented the 
16 train from performing its intended safety function. (The time between failure and 
17 detection is counted as fault exposure unavailable hours, as discussed below.) 
18 
19 * unplanned support system unavailability causing a train of a monitored system to be 
20 unavailable (e.g., AC or DC power, instrument air, service water, component cooling 
21 water, or room cooling) 
22 
23 * human errors leading to train unavailability (e.g., valve or breaker mispositioning-- only 
24 the time to restore would be reported as unplanned unavailable hours-- the time between 
25 the mispositioning and discovery would be counted as fault exposure unavailable hours as 
26 discussed below) 
27 
28 Treatment of Fault Exposure ConditionsUnavailable Hours 
29 
30 Faitepoueua,1+be or retetm that a.o train spend in an. un-et+•÷ed faled~l 

31 condition. Three situtations infvolving fault exposur-e unavailable hour-s ean oeccur-.  
32 
33 1. Fault Exposure Unavailable TheHours: The failure's time of occurrence and its time of 
34 discovery are known. Examples of this type of failure include events external to the equipment 
35 (e.g., a lightning strike, some mispositioning by operators, or damage caused during test or 
36 maintenance activities) that caused the train failure at a known time. For these cases, the fault 
37 exposure unavailable hours are the lapsed time between the occurrence of a failure and its 
38 time of discovery. These hours are reported as fault exposure hours and included in the 
39 calculation of safety system unavailability.  
40 
41 For instances where the time of occurrence is determined to have occurred more than three 
42 years ago (12 quarters) faulted hours are only computed back for a maximum of 12 quarters.  
43 
44 For design deficiencies that occ-urred inapeou reporting per-iod, fault expesur-e hour-s are 
45 not reported. However-, unplanned uailbehrsarc couinted from the timne of discover-y.  
46 The indicator r-eport is annot-ated- to identiifip the. prsn e ofa-l esg ro, and the 

47 inspection pro.ess will assess the significance of the dcfieieney.
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The absene .r. inadcquacy of a per.iodic inspe.ti.n or .test of a train monitor ed by this 

indicator that results in a-long standing unavailability of that train is coensider ed, -for purposes 

of this indicator., to be an old design issue that is nlot counted in the indicator.  

2. T/2 Fault Exposure Unavailable Hours: Only the time of the failure's discovery is known with 

certainty. The intent of the use of the term "with certainty" is to ensure that an appropriate 

analysis and review to determine the time of failure is completed, documented in the 

corrective action program, and reviewed by management. The use of component failure 

analysis, circuit analysis, or event investigations are acceptable. Engineering judgment may be 

used in conjunction with analytical techniques to determine the time of failure. It is improper 

to assume that the failure occurred at the time of discovery for these failures because the 

assumption ignores what could be significant unavailable time prior to their discovery. Fault 

exposure unavailable hours for this case must be estimated. The value used to estimate the 

fault exposure unavailable hours for this case is: one half the time since the last successful test 

or operation that proved the system was capable of performing its safety function. However, 

the time reported is never greater than three years (12 quarters). For example, if the last 

successful surveillance test was 24 months ago, then the time reported would be 8760 hours 

(12 months). If the time since the last test was 74 months, the time reported would be 26,280 

hours (36 months).  

The unavailable hours can be amended in a future report if further analysis identifies the time 

of failure or determines that the affected train would have been capable of performing its 

safety function during the worst case event for which the train is required.  

If a failure is identified when a train is not required to be available, fault exposure hours are 

estimated by counting from the date of the failure back to one-half the time since the last 

successful operation and including only those hours during that period when the train was 

required to be available.  

T/2 fault exposure hours, in which the time of failure is not known, are reported only in the 

comment section of the NRC PI data file and are not included in the calculation of safety 

system unavailability. (For example, the comment might read: "EDG train 1, 352 hours of T/2 

fault exposure hours.") The NRC inspection process will assess the significance of the 

deficiency.  
Note: For design deficiencies, faulted hours are not counted.. Howover, unplanned hours afe 

counted froem the time of discovefy. Inthese cases, the quarterly indiecator r-eport is annotated 

to identify the presence of a de errr. the inspection process will assess he 

signficance of the dcfieicney.  

3. The failure is annuncniated when it occur-s. For- this case,-ther-e are no fault expsure nvilable 

h6ýys because the time of failure is the timne of discover-y. These failur-es include the folloig 

9 failure of a continuously operated compo nent, .uch as the trip-of an .perating feedwae.  

pump that is also used to fl a monitored system function,.such as feedwa.er 

eool An injection in some BWiRs,
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failure of a o ampomnenAwie in standby. tha is annunciated in the...on.trl. ro., suh 

as fijlurpeof control power cireuitf' bfo a moenitorcd-syste,
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When a failed or mispositioned component that results in the loss of train function is discovered 

during an inspection or by incidental observation (without being tested), fault exposure 

unavailable hours are still reported.  

Operator actions to recover from an equipment malfunction or an operating error can be credited 

if the function can be promptly restored from the control room by a qualified operator taking an 

uncomplicated action (a single action or a few simple actions) without diagnosis or repair (i.e., the 

restoration actions are virtually certain to be successful during accident conditions). Note that 

under stressful, chaotic conditions, otherwise simple multiple actions may not be accomplished 

with the virtual certainty called for by the guidance (e.g., lift test leads and land wires). In 

addition, some manual operations of systems designed to operate automatically, such as manually 

controlling HPCI turbine to establish and control injection flow, are not virtually certain to be 

successful. These situations should be resolved on a case-by-case basis through an FA. 

Small oil, water or steam leaks that would not preclude safe operation of the component during 

an operational demand and would not prevent a train from satisfying its safety function are not 

counted.  

A train is available if it is capable of performing its safety function. For example, if a normally 

open valve is found failed in the open position, and this is the position required for the train to 

perform its function, fault exposure unavailable hours would not be counted for the time the valve 

was in a failed state. However, unplanned unavailable hours would be counted for the repair of 

the valve, if the repair required the valve to be closed or the line containing the valve to be 

isolated, and this degraded the full capacity or redundancy of the system.  

Fault exposure unavailable hours are not counted for a failure to meet design or technical 

specifications, if engineering analysis determines the train was capable of performing its safety 

function during an operational event. For example, if an emergency generator fails to reach rated 

speed and voltage in the precise time required by technical specifications, the generator is not 

considered unavailable if the test demonstrated that it would start, load, and run as required in an 

emergency.  

Reporting Fault Exposure Time 

The fault exposure unavailable hours associated with a component failure may include unavailable 

hours -covering several reporting periods (e.g., several quarters). The fault exposure unavailable 

hours should be assigned to the appropriate reporting periods. For example, if a failure is 

discovered on the 10th day of a quarter and the estimated number of unavailable hours is 300 

hours, then 240 hours should be counted for the current quarter and 60 unavailable hours should 

5 - be counted for the previous quarter. Note: This will require an update of the previous quarter's 

6 data. Remove the double count by removing the planned and unplanned hours which overlap with

I
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1 the fault exposure hours. Put an explanation in the comment field. If you later resetmeve the fault 

2 exposure hours, restore the planned and unplanned hours which had been removed.  

3 
4 I Remfevn g-Resetting) Fault Exposure Hours 
5 
6 Fault exposure hours associated with a single item may be resetvmoed after 4 quarters have 

7 elapsed since the green-white threshold was crossedfreim-disse-eve, provided the following 

8 riteria are met: 
9 

10 1. The fault exposure hours associated with the item are greater than or equal to 336 hours 

11 and the green-white threshold has been exceeded. (Note: The green-white threshold may 

12 have been crossed in the same quarter, or in a subsequent quarter.) 

13 2. Corrective actions associated with the item to preclude recurrence of the condition have 

14 been completed by the licensee, and 

15 3. Supplemental inspection activities by the NRC have been completed and any resulting 

16 open items related to the condition causing the fault exposure have been closed out in an 

17 inspection report.  
18 
19 Fault exposure hours are resetmeved by submitting a change report that provides the hours to be 

20 reset and the first quarter in which the reset hours become effective (i.e., the first quarter in which 

21 all the conditions for reset are met a r..ision to t. o hu f thc.... ect.. qar. .  

22 The reset hours should include any planned and unplanned hours that were previously unreported 

23 to avoid overlap with fault exposure hours. The change report should include a comment to 

24 document this action.  
25 
26 Equipment Unavailability due to Design Deficiency 
27 
28 Equipment failures due to design deficiency will be treated in the following manner: 

29 
30 Failures that are capable of being discovered during surveillance tests: These failures should be 

31 evaluated for inclusion in the equipment unavailability indicators, as described above. Examples of 

32 this type are failures due to material deficiencies, subcomponent sizing/settings, lubrication 

33 deficiencies, and environmental protection problems.  
34 
35 Failures that are not capable of being discovered during normal surveillance tests: These failures 

36 are usually of longer fault exposure time. These failures are amenable to evaluation through the 

37 NRC's Significance Determination Process and are excluded from the unavailability indicators.  

38 Examples of this type are failures due to pressure locking/thermal binding of isolation valves or 

39 inadequate component sizing/settings under accident conditions (not under normal test 

40 conditions).  
41 
42 Hours Train Required 
43 
44 The term "hours train required" is associated with the hours a train is required to be available to 

45 satisfactorily perform its safety function. Unavailable hours are counted only for periods when a 

46 train is required to be available for service.  
47

34
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1 The default values identified below are typical; however, differences may exist in the number of 
2 trains required during different modes of operation. The calculational methodology 
3 accommodates differences in required train hours in these cases. The default value in the 
4 denominator can be used to simplify data collection. However, the numerator must include all 
5 unavailable hours during periods that the train is required regardless of the default value.  
6 
7 * Emergency AC power system. This value is estimated by the number of hours in the reporting 
8 period, because emergency generators are normally expected to be available for service during 
9 both plant operation and shutdown.  

10 
11 9 Residual Heat Removal System, This value is estimated by the number of hours in the 
12 reporting period, because the residual heat removal system is required to be available for 
13 decay heat removal at all times.  
14 
15 e All other systems. This value is estimated by the number of critical hours during the reporting 
16 period, because these systems are usually required to be in service only while the reactor is 
17 critical, and for short periods during startup or shutdown. In some cases this value is already 
18 provided as part of the calculation, as in unplanned reactor shutdownsaut"matic serams per 
19 7,000 hours critical data.  
20 
21 Component Failures 
22 
23 Unavailable hours (planned, unplanned, and fault exposure) are not reported for the failure of 
24 certain ancillary components unless the safety function of a principal component (e.g., pump, 
25 valve, emergency generator) is affected in a manner that prevents the train from performing its 
26 intended safety function. Such ancillary components include equipment associated with control, 
27 protection, and actuation functions; power supplies; lubricating subsystems; etc. For example, if 
28 there are three pressure switches arranged in a two-out-of-three logic provide low suction 
29 pressure protection for a PWR auxiliary feedwater pump, and one becomes defective, 
30 unavailable hours would not be counted because the single failure would not affect operability of 
31 the pump.  
32 
33 Installed Spares and Redundant Maintenance Trains 
34 
35 Some power plants have safety systems with extra trains to allow preventive maintenance to be 
36 carried out with the unit at power without violating the single failure criterion (when applied to 
37 the remaining trains). That is, one of the remaining trains may fail, but the system can still achieve 
38 its safety function as required by the design basis safety analysis. Such systems are characterized 
39 by a large number of trains (usually a minimum of four, but often more). To be a maintenance 
40 train, a train must not be required in the design basis safety analysis for the system to perform its 
41 safety. function.  
42 
43 An "installed spare" is a component (or set of components) that is used as a replacement for other 
44 equipment to allow for the removal of equipment from service for preventive or corrective 
45 maintenance without violating the single failure criterion. To be an "installed spare," a component 
46 must not be required in the design basis safety analysis for the system to perform its safety 
47 function.
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1 

2 The following examples will help illustrate the system requirements in order to benefit from this 
3 provision: 
4 
5 * A system containing three 50% (flow rate and/or cooling capacity) trains would not meet the 
6 requirement since full design flow rate would not be available with one train in maintenance 
7 and one train failed (single failure criterion).  
8 

9 A system with four 50% trains or three 100% trains may meet the criterion, assuming the 
10 system design flow rate and cooling requirements can be met during a design basis accident 
1 anywhere within the reactor coolant or secondary system boundaries, including unfavorable 
12 locations of LOCAs and feedwater line breaks. This statement is not intended to set new 
13 design criteria, but rather, to define the level of system redundancy required if reporting of 
14 unavailable hours on a redundant train is to be avoided.  
15 
16 Unavailable hours for an installed spare are counted only if the installed spare becomes 
17 unavailable while serving as replacement for another component. This includes planned and 
18 unplanned unavailable hours, and fault exposure unavailable hours. The appropriate way to 
19 estimate fault exposure hours is to count from the date of failure back to one half the time since 
20 the last successful operation and include only those hours during that period when the equipment 
21 was required to be available.  
22 
23 Planned unavailable hours (e.g., preventive maintenance) and unplanned unavailable hours (e.g., 
24 corrective maintenance) are not counted for a component when that component has been replaced 
25 by an installed spare.  
26 
27 In some designs, specific systems have a complete spare train, allowing the total replacement of 
28 one train for on-line maintenance, or increased system availability. Systems that have such extra 
29 trains generally must meet design bases requirements with one train in maintenance and a single 
30 failure of another train.  
31 
32 Trains that are required as backup in case of equipment failure to allow the system to meet 
33 redundancy requirements or the single failure criterion (e.g., swing components that automatically 
34 align to different trains or units) are not installed spares.  
35 
36 Fault exposure unavailable hours associated with failures are counted, even if the failed 
37 train/component is replaced by an installed spare while it is being repaired. For example: a pump 
38 in a high pressure safety injection system (that has an installed spare pump) fails its quarterly 
39 surveillance test. Unavailable hours reported for this failure would include the time needed to 
40 substitute the installed spare pump for the failed pump (unplanned unavailable hours), plus half the 
41 time since the last successful surveillance that demonstrated the train/system was capable of 
42 performing its safety function, or 36 months whichever is the shortest period.  
43 
44 In systems where there are installed spare components or trains, unavailable hours for the spare 
45 component or train are only counted against the replaced component or train. For example, if a 
46 system has an installed spare train that is valved into the system, any unavailable hours are 
47 counted against the replaced train, not the spare train. Thus, in a three train system that has one
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1 installed spare train, the number of trains in the safety system unavailability equation is two. The 

2 system unavailability is the sum of the unavailable hours divided by two.  

3 
4 Systems Required to be in Service at All Times 

5., 
6 The Emergency AC power system and the residual heat removal RHR system are normally 

7 required to be in service at all times. However, planned and unplanned unavailable hours are not 

8 reported under certain conditions. The specific conditions for the emergency diesel generator are 

9 described in the Emergency Diesel Generator Section. For RHR systems, when the reactor is 

10 shutdown with fuel in the vessel, those systems or portions of systems that provide shutdown 

11 cooling can be removed from service without incurring planned or unplanned unavailable hours 

12 under the following conditions: 

13 

14 * RHR trains may be removed from service provided an NRC approved alternate method of 

15 decay heat removal is verified to be available for each RHR train removed from service. The 

16 intent is that at all times there will be two methods of decay heat removal available, at least 

17 one of which is a forced means of heat removal 

18 

19 * When the reactor is defueled or the decay heat load is so low that forced recirculation for 

20 cooling purposes, even on an intermittent basis, is no longer required (ambient losses are 

21 enough to offset the decay heat load), any train providing shutdown cooling may be removed 

22 from service without incurring planned or unplanned unavailable hours.  

23 

24 * When the bulk reactor coolant temperature is less than 200 F, those trains or portions of 

25 trains whose sole function is to provide suppression pool cooling (BWR) may be removed 

26 from service without incurring planned or unplanned unavailable hours.  

27 

28 *When portions of a single train provide both the shutdown cooling and the suppression pool 

29 cooling function, the most limiting set of reportability requirements should be used (i.e.  

30 unavailable hours and required hours are reported whenever at least one function is required.) 

31 

32 Fault exposure unavailable hours are always counted, even when portions of the system are 

33 removed from service as described above.  

34 
35 When the plant is operating, selected components that help provide the shutdown cooling function 

36 of the RHR system are normally de-energized or racked out. This does not constitute an 

37 unavailable condition for the trains that provide shutdown cooling, unless the de-energized 

38 components cannot be placed back into service before the minimum time that the shutdown 

39 cooling function would be needed (typically the time required for a plant to complete a rapid 

40 cooldown, within maximum established plant cooldown limits, from normal operating conditions).  

41 
42 Support System Unavailability 

43 
"44 If the unavailability of a support system causes a train of the monitored system to be unavailable, 

45 then the hours the support system was unavailable are counted against the train as planned, 

46 unplanned, or fault exposure unavailable hours. Support systems are defined as any system 

47 required for the safety system to remain available for service. (The technical specification criteria 

37

I
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1 for determining operability may not apply when determining train unavailability. In these cases, 

2 analysis or sound engineering judgment may be used to determine the effect of support system 

3 unavailability on the monitored system.) In many cases, for example, whether operator actions 

4 outside the control room can be credited for restoring support systems, an FAQ should be 

5 submitted.  
6 
7 Considerations to be included in the documentation of the engineering analysis and judgment are 

8 the recognition-of the condition and the certainty of actions to be successful. The following 

9 elements should be considered by a licensee to request case-by-case NRC consideration of the 

10 impact of support system unavailability on the monitored system.  
11 
12 * Recognition of the condition 

13 e Certainty of the actions to be successful 

14 9 Risk and/or safety significance of the function 

15 e Configuration/Condition Pre-Evaluations 

16 * Robustness of Engineering Analysis/Judgment 
17 
18 (See Appendix D for approved FAQs from licensees.) 
19 
20 If the unavailability of a single support system causes a train in more than one of the monitored 

21 systems to be unavailable, the hours the support system was unavailable are counted against the 

22 affected train in each system. For example, a train outage of 3 hours in a PWR service water 

23 system caused the emergency generator, the RHR heat exchanger, the HIPSI pump, and the AFW 

24 pump associated with that train to be unavailable also. In this case, 3 hours of unavailability 

25 would be reported for the associated train in each of the four systems.  

26 
27 If a support system is dedicated to a system and is normally in standby status, it should be 

28 included as part of the monitored system scope. In those cases, fault exposure unavailable hours 

29 caused by a failure in the standby support system that results in a loss of a train function should be 

30 reported because of the effect on the monitored system. By contrast, failures of continuously

31 operating support systems do not contribute to fault exposure unavailable hours in the monitored 

32 systems they support.  
33 
34 Unavailable hours are also reported for the unavailability of support systems that maintain 

35 required environmental conditions in rooms in which monitored safety system components are 

36 located, if the absence of those conditions is determined to have rendered a train unavailable for 

37 service at a time it was required to be available.  
38 
39 In some instances, unavailability of a monitored system that is caused by unavailability of a 

40 support system used for cooling need not be reported if cooling water from another source can be 

41 substituted. Limitations on the source of the cooling water are as follows: 

42 
43 for monitored fluid systems with components cooled by a support system, where both the 

44 monitored and the support system pumps are powered by a class lE (i.e., safety grade or an 

45 equivalent) electric power source, cooling water supplied by a pump powered by a normal 

46 (non class IE--i.e., non-safety grade) electric power source may be substituted for cooling 

47 water supplied by a class 1E electric power source, provided that redundancy requirements to 

48 accommodate single failure criteria for electric power and cooling water are met. Specifically,

38
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i unavailable hours must be reported when both trains of a monitored system are being cooled 

2 by water provided by a single cooling water pump or by cooling water pumps powered by a 

3 single class 1E power (safety grade) source.  

4 
5 o for emergency generators, cooling water provided by a pump powered by another class 1E 

6 (safety grade) power source can be substituted, provided a pump is available that will maintain 

7 electrical redundancy requirements such that a single failure cannot cause a loss of both 

8 emergency generators.  

9 
10 Emergency AC power is not considered to be a support system. Unavailability of a train because 

I9I of loss of AC power is counted when both the normal AC power supply and the emergency AC 

12 power supply are not available.  

13 
14

39
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Data Example 

l'rain 1 s41Q97 2Q97 3Q97 4Q97 IQ98 2Q98 3Q98 4Q98 1Q9912Q99 3Q99 4Q99 1Q00 2Q00 3Q00 4Q00 

Planned Unavailable Hours uarter 5 0 45 0 12 0 67 1 14 3 0 104 

C Un lanned Unavailable Hours (quarter 48 0 0 48 0 51 0 1 0 0 0 0 24 0 

Fault Exposure Unavailable (quarter) 0 0 0 103 504 01 0 0 0 0 0 0 

iHours Train Required for Service (quarter 2160 2184 2208 2208 2160 2184 2208 2208 216 2184 1104 2208 216 2184 2208 2208 

Planned Unavailable Hours (quarter) 12 30 

Unplanned Unavailable Hours (quarter- 0 0 

Fault Exposure Reset Hours (quarter 103 504 

Effective Quarter for Reset Hours 1Q00 100_ 

Total Hours Unavailable (12 quarter rolling sum) 
1031 978 1002 957 816 

Effective Reset Hours (12 quarter) 
0 565 565 565 474 

Total Hours Unavailable after adjustment (Total Hours Unavailable - Effective Reset Hours) 1031 413 437 392 342 

Total Hours Train Required for Service (12 quarter rolling sum) 2517 251762517 2517 25176 

C Train Unavailability (Total Hours Unavailable after adjustment/Total Hours Train Required for Service) 4.1% 1.6% 1.7%1 1.6% 1% 

o 'rain2-- 

rain 2 1 Q97 2Q97 3Q97 4Q97 1Q98 2Q9813Q98 4Q98 1 IQ99 2Q99 3Q99 4Q99 1Q00 2Q00 3Q00 4Q00 

Planned Unavailable Hours uarter 2 2 3 0 4 3 12 0 12 48 1 1 65 

10 u , ., ,Un lanned Unavailable Hours (quarter) 0 6 48 72 80 0 65 0 3 0 0 

B Fault Exposure Unavailable (quarter) 0 0 0 336 0 0 C 0 

-Hours Train Required for Service (quarter) 2160 2184 2208 2208 2160 2184 2208 220 216 218 1104 220 2160 218 2208 2208 

Planned Unavailable Hours (quarter) 
0 

Un lanned Unavailable Hours (quarter) 
0 

c Fault Ex osure Reset Hours (quarter) 
336 

. Effective Quarter for Reset Hours 3Q0Q 

otal Hours Unavailable (12 quarter rolling sum) 
948 946 92 941 974 

Effective Reset Hours (12 quarter) 
0 0 33 6 

Total Hours Unavailable after adjustment (Total Hours Unavailable - Effective Reset Hours) 944 946 929 605 638 

Total Hours Train Required for Service (12 quarter rolling sum) 25175 25176 251725176 25176 

S rain Unavailability (Total Hours Unavailable after adjustment/Total Hours Train Reguired for Service) 3.8% 3.8%1 3.7 2.4%1 2.5 

Ca ... Inric-nfnr Vnhli (Sum of Train Unavailabilities divided by number of trains)

40
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I ADDITIONAL GUIDANCE FOR SPECIFIC SYSTEMS 

2 Emergency AC Power Systems 

3 Definition and Scope 

4 This section provides additional guidance for reporting performance of the emergency AC power 
5 system. The emergency-AC power system is typically comprised of two or more independent 
6 emergency generators that provide AC power to class IE buses following a loss of off-site power.  
7 The emergency generator dedicated to providing AC power to the high pressure core spray 
8 system in BWRs is also within the scope of emergency AC power.  
9 

10 The function monitored for the indicator is: 
11 The ability of the emergency generators to provide AC power to the class IE buses upon a loss 
12 of off-site power. (and, if specified in the design and licensing basis, accident conditions).  
13 
14 Most emergency generator trains include dedicated subsystems such as air start, lube oil, fuel oil, 
15 cooling water, etc. Support systems can include service water, DC power, and room cooling.  
16 Generally, unavailable hours are counted if a failure or unavailability of a dedicated subsystem or a 
17 support subsystem prevents the emergency generator from performing its function. Some 
18 examples are discussed in the clarifying notes for this attachment.  
19 
20 The electrical circuit breaker(s) that connect(s) an emergency generator to the class IE buses that 
21 are normally served by that emergency generator are considered to be part of the emergency 
22 generator train.  
23 
24 Emergency generators that are not safety grade, or that serve a backup role only (e.g., an 
25 alternate AC power source), are not required to be included in the performance reporting.  
26 
27 Train Determination 

28 The system unavailability is calculated on a per unit basis using the train unavailability value for 
29 each emergency diesel generator (EDG) that provides emergency AC power to that unit. The 
30 number of emergency AC power system trains for a unit is equal to the number of class 1E 
31 emergency generators that are available to power safe-shutdown loads in the event of a loss of 
32 off-site power for that unit. There are three typical configurations for EDGs at a multi-unit 
33 station: 
34 1. EDGs dedicated to only one unit.  
35 2. One or more EDGs are available to "swing" to either unit 
36 3. All EDGs can supply all units 
37 
38 For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to 
39 the unit. For configuration 2, the number of trains for a unit is equal to the number of dedicated 
40 EDGs for that unit plus the number of "swing" EDGs available to that unit (i.e., The "swing" 
41 EDGs are included in the train count for each unit). For configuration 3, the number of trains is 
42 equal to the number of EDGs.  
43

42



NEI 99-02 Revision 2-4 
DRAFT REV2 9/25/200123-April-2991

I Clarifying Notes'
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Emergency diesel generators that are dedicated to the High Pressure Core Spray (HPCS) in some 
BWRs should be included as a train in the Emergency AC Power calculation.  

When a unit(s) is shutdown, emergency AC power trains may be removed from service in 
accordance with the plant's technical specifications without incurring planned or unplanned 
unavailable hours.  

Fault exposure unavailable hours are net eounted-for failures of an EDG to start or load-run if4he 
failurc can be definitely attr.ibut. d t reasons should be determined and reported based on listed in 
the General Clarifying Notes for Safety System Unavailability. Fault exposure hours would not be 
reported in the following situations:, er- t any of the following: 

"* spurious operation of a trip that would be bypassed in the loss of offsite power emergency 
operating mode (e.g., high cooling water temperature trip that erroneously tripped an EDG 
although cooling water temperature was normal).  

"• malfunction of equipment that is not required to operate during the loss of offsite power 
emergency operating mode (e.g., circuitry used to synchronize the EDG with off-site power 
sources, but not required when off-site power is lost) 

"* a failure to start because a redundant portion of the starting system was intentionally disabled 
for test purposes, if followed by a successful start with the starting system in its normal 
alignment 

When determining fault exposure unavailable hours for a failure of an EDG to load-run following 
a successful start, and the time the failure mechanism occurred is unknown, the last successful 
operation or test is the previous successful load-run (not just a successful start). To be 
considered a successful load-run operation or test, an EDG load-run attempt must have followed 
a successful start and satisfied one of the following criteria: 

"* a load-run of any duration that resulted from a real (e.g., not a test) manual or automatic start 
signal 

"* a load-run test that successfully satisfied the plant's load and duration test specifications 
"* other operation (e.g., special tests) in which the emergency generator was run for at least one 

hour with at least 50 percent of design load.  

When an EDG fails to satisfy the 12/18/24-month 24-hour duration surveillance test, the faulted 
hours are computed based on the last known satisfactory load test of the diesel generator as 
defined in the three bullets above. For example, if the EDG is shut down during a surveillance 
test because of a failure that would prevent the EDG from satisfying the surveillance criteria, the 
fault exposure unavailable hours would be computed based upon the time of the last surveillance 
test that would have exposed the discovered fault. The key is determining the cause of the 
surveillance failure. If the cause is known (and the time of failure cannot be ascertained) the T/2 
fault exposure time would be reported as half the time since the last test which could have 
revealed the failure. This could be any of the load run tests described above, provided it was 
capable of identifying the failure. (Of course, the T/2 fault exposure time in this case would be 
reported as a comment, and would not be included in the calculation of unavailability.) (FAQ 272)
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1 
2 The emergency diesel generators are not considered to be available during the following portions 

3 of periodic surveillance tests unless the requirement that recovery be virtually certain during 

4 accident conditions can be satisfied: 

5 • Load-run testing 
6 * Fire Protection "puff' testing 

7 * -Barring 
8

44
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1.  

2 BWR High Pressure Injection Systems 

3 (High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coolant 
4 Injection) 

-5 / 

6 Definition and Scope 

7 This section provides additional guidance for reporting the performance of three BWR systems 
8 used primarily for maintaining reactor coolant inventory at high pressures: the high pressure 
9 coolant injection (HPCI), high pressure core spray (HPCS), and feedwater coolant injection 

10 (FWCI) systems. Plants should monitor either the HPCI, HPCS, or FWCI system, depending on 
11 which is installed. These systems function at high pressure to maintain reactor coolant inventory 
12 and to remove decay heat following a small-break Loss of Coolant Accident (LOCA) event or a 
13 loss of main feedwater event.  
14 
15 The function monitored for the indicator is: 
16 
17 The ability of the monitored system to take suction from the suppression pool (and from 
18 the condensate storage tank, if credited in the plant's accident analysis) and inject at rated 
19 pressure and flow into the reactor vessel.  
20 
21 This capability is monitored for the injection and recirculation phases of the high pressure system 
22 response to an accident condition.  
23 
24 Figures 2.1, 2.2, and 2.3 show generic schematics for the HPCI, HPCS, and FWCI systems, 
25 respectively. These schematics indicate the components for which train unavailable hours normally 
26 are monitored. Plant-specific design differences may require other components to be included.  
27 
28 Train Determination 

29 The IPCI system is considered a single-train system. The booster pump and other small pumps 
30 shown in Figure 2.1 are ancillary components not used in determining the number of trains. The 
31 effect of these pumps on HPCI performance is included in the system unavailability indicator to 
32 the extent their failure detracts from the ability of the system to perform its monitored function.  
33 The HPCI turbine, governor, and associated valves and piping for steam supply and exhaust are in 
34 the scope of the HPCI system. Valves in the feedwater line are not considered within the scope of 
35 the HPCI system.  
36 
37 The HPCS system is also considered a single-train system. Unavailability is monitored for the 
38 components shown in Figure 2.2. The HPCS diesel generator is considered to be part of the 
39 emergency AC power system.  
40 
41 For the feedwater injection system, the number of trains is determined by the number of main 
42 feedwater pumps that can be used at one time in this operating mode (typically one). Figure 2.3 
43 illustrates a typical FWCI system.  
44

45
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Clarifyingy Notes 

2 The HPCS system typically includes a "water leg" pump to prevent water hammer in the HPCS 

3 piping to the reactor vessel. The "water leg" pump and valves in the "water leg" pump flow path 

4 are ancillary components and are not directly included in the scope of the HPCS system for the 

5 performance indicator.  
6 / 

7 For the feedwater coolant injection system, condensate and feedwater booster pumps are not used 

8 to determine the number of trains.

46



Figure 2.1 
High Pressure Coolant Injection System 

(Example of Reporting Scope)
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High Pressure Core Spray System 
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1 BWR Heat Removal Systems 

2 (Reactor Core Isolation Cooling) 
3 
4 Definition and Scope 

5 This section provides additional guidance for reporting the performance'of a BWR system that is 

6 used primarily for decay heat removal at high pressure: reactor core isolation cooling (RCIC) 

7 system. This system functions at high pressure to remove decay heat following a loss of main 

8 feedwater event. The RCIC system also functions to maintain reactor coolant inventory following 

9 a very small LOCA event.  
10 
11 The function monitored for the indicator, is: 
12 
13 the ability of the RCIC system to cool the reactor vessel core and provide makeup 

14 water by taking a suction from either the condensate storage tank or the suppression 

15 pool and injecting at rated pressure and flow into the reactor vessel 

16 
17 Figures 3.1 shows a generic schematic for the RCIC system. This schematic indicates the 

18 components for which train unavailability is monitored. Plant-specific design differences may 

19 require other components to be included.  
20 
21 Train Determination 

22 The RCIC system is considered a single-train system. The condensate and vacuum pumps shown 

23 in Figure 3.1 are ancillary components not used in determining the number of trains. The effect of 

24 these pumps on RCIC performance is included in the system unavailability indicator to the extent 

25 that a component failure results in an inability of the system to perform its monitored function.  

26 The RCIC turbine, governor, and associated valves and piping for steam supply and exhaust are in 

27 the scope of the RCIC system. Valves in the feedwater line are not considered within the scope 

28 of the RCIC system.  
29
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1 BWR Residual Heat Removal Systems 

2 Definition and Scope 

3 This section provides additional guidance for reporting the~performance of the BWR residual heat 

4 removal (RHR) system for the suppression pool cooling and shutdown cooling modes. The 

5 attachment also includes guidance for reporting performance of other systems used to remove 

6 heat to outside containment under low pressure conditions at early BWRs where two separate 

7 systems provide these functions with unique designs. The suppression pool cooling function is 

8 used whenever the suppression pool (or torus) water temperature exceeds or is expected to 

9 exceed a high-temperature setpoint (for example, following most relief valve openings or during 

10 some post-accident recoveries). The shutdown cooling function is used following any transient 

11 requiring normal long-term heat removal from the reactor vessel.  
12 
13 The functions monitored for the indicator are: 
14 
15 e the ability of the RHR system to remove heat from the suppression pool so that pool 

16 temperatures do not exceed plant design limits, and 
17 
18 0 the ability of the R-R system to remove decay heat from the reactor core during a 

19 normal unit shutdown (e.g., for refueling or for servicing).  
20 
21 Figures 4.1 and 4.2 show generic schematics with the RHR system in the suppression pool 

22 cooling and shutdown cooling modes, respectively. Two variations of basic RHR system design 

23 are shown in Figures 4.3 and 4.4. These are included to illustrate reporting for systems with 

24 redundant and series components, respectively. The figures indicate the components for which 

25 train unavailability is monitored. Plant-specific design differences may require other components 

26 to be included.  
27 
28 Train Determination 

29 The number of trains in the RHR system is determined by the number of parallel RHR heat 

30 exchangers capable of performing suppression pool cooling or shutdown cooling. The following 

31 discussion demonstrates train determination for various generic system designs.  
32 
33 Figures 4.1 and 4.2 illustrate a common RHR system that incorporates four pumps and two heat 

34 exchangers arranged so that each heat exchanger can be supplied by one of two pumps. This is a 

35 two-train RHR system.  
36 
37 Some trains have two heat exchangers in series, as shown in Figure 4.3. The system depicted in 

38 Figure 4.3 is also a two-train RHR system.  
39 
40 Figure 4.4 shows an arrangement with four parallel sets of a pump and a heat exchanger 

41 combination. This system is a four-train RHR system.  
42 
43

52



NEI 99-02 Revision 2-1 
DRAFT REV2 9/25/200123 ApF! 2001 

1 Other Systems: For some early BWRs, separate systems are used to remove heat to outside the 

2 containment under low pressure conditions. Depending on the particular design, one or more of 

3 the following systems may be used: shutdown cooling, containment spray, or RHR (torus cooling 
4 function). For example, a unit using a shutdown-cooling system (with three heat exchangers)and a 

5 containment spray system (with two heat exchangers) would monitor each system separately for 

6 the safety system unavailability indicators. All components required for each safety system to 

7 perform its heat removal function shouldbe included in the scope. The number of trains is 

8 determined by the number of heat exchangers in the systems that perform the heat removal 

9 function under low pressure conditions (five trains in this example).  
10 
11 Clarifying Notes 

12 The low pressure coolant injection (LPCI), steam cooling, and containment spray modes of RHIR 

13 operation are not monitored.  
14 
15 Some components are used to provide more than one function of RHR. If a component cannot 

16 perform as designed, rendering its associated train incapable of meeting one or both of the 

17 monitored functions, then the train is considered to be failed. Unavailable hours (if the train was 

18 required to be available for service) would be reported as a result of the component failure.  
19 
20
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Figure 4.4 - 4 Train BWR RHR System
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1 PWR High Pressure Safety Injection Systems 

2 Definition and Scope 

3 This section provides additional guidance for reporting the performance of PWR high pressure 

4 safety injection (HPSI) systems. These systems are used primarily to maintain reactor coolant 

5 inventory at high pressures following a loss of reactor coolant. HPSI system operation following a 

6 small-break LOCA involves transferring an initial supply of water from the refueling water storage 

7 tank (RWST) to cold leg piping of the reactor coolant system. Once the RWST inventory is 

8 depleted, recirculation of water from the reactor building emergency sump is required.  

9 Components in the flow paths from each of these water sources to the reactor coolant system 

10 piping are included in the scope for the HPSI system. (Because RHR and HPSI are monitored as 

11 separate systems with each having its own performance indicator, there is no need to cascade 

12 RHR system unavailability into HIPSI. RHIR system unavailability includes the system upstream of 

13 the RHR system to HPSI system isolation valves. Unavailability of the isolation valves between 

14 the RHtR system and the HPSI pump suction are only counted against the HPSI system. FTAQ 

16 valve(s) between the RH=IR system and the BPSI pump suction is the boundary of the BPS! 

17 system. The R:H pumps used for piggyback oper-ation are no longer in BPS! scope.) 
18 
19 There are design differences among HPSI systems that affect the scope of the components to be 

20 included for the HPSI system function. For the purpose of the safety system unavailability 

21 indicator, and where applicable, the HPSI system includes high head pumps (centrifugal charging 

22 pumps/high head safety injection pumps) which discharge at pressures of 2,200-2,500 psig and 

23 intermediate head pumps (intermediate head safety injection pumps) which discharge at pressures 

24 of 1200-1700 psig, along with associated components in the suction and discharge piping to the 

25 reactor coolant system cold-legs or hot-legs.  
26 
27 The function monitored for HPSI is: 
28 
29 the ability of a HPSI train to take a suction from the primary water source (typically, a 

30 borated water tank), or from the containment emergency sump, and inject into the 

31 reactor coolant system at rated flow and pressure.  
32 
33 The charging and seal injection functions provided by centrifugal charging pumps in some system 

34 designs are not included within the scope of the safety system unavailability indicator reports.  

35 
36 Figures 5.1 through 5.4 show some typical HPSI system configurations for which train functions 

37 are monitored. The figures contain variations that are somewhat reactor vendor specific. They 

38 also indicate the components for which train unavailability is monitored. Plant-specific design 

39 differences may require other components to be included.  
40 
41 Train Determination 

42 In general, the number of HPSI system trains is defined by the number of high head injection paths 

43 that provide cold-leg and/or hot-leg injection capability, as applicable. This is necessary to fully 

44 account for system redundancy.  
45 
46
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1 Figure 5.1 illustrates a typical HPSI system for Babcock and Wilcox (B&W) reactors. The design 
2 features centrifugal pumps used for high pressure injection (about 2,500 psig) and no hot-leg 
3 injection path. Recirculation from the containment sump requires operation of pumps in the 
4 residual heat removal system. The system in Figure 5.1 is a two-train system, with an installed 
5 spare pump (depending on plant-specific design) that can be aligned to either train.  
6 / 

7 IPSI systems in some older, two-loop Westinghouse plants may be similar to the system 
8 represented in Figure 5.1, except that the pumps operate at a lower pressure (about 1600 psig) 
9 and there may be a hot-leg injection path in addition to a cold-leg injection path (both are included 

10 as a part of the train).  
11 

12 Figure 5.2 is typical of HPSI designs in Combustion Engineering (CE) plants. The design features 
13 three centrifugal pumps that operate at intermediate pressure (about 1300 psig) and provide flow 
14 to two cold-leg injection paths or two hot-leg injection paths. In most designs, the HPSI pumps 
15 take suction directly from the containment sump for recirculation. In these cases, the sump 
16 suction valves are included within the scope of the HPSI system. This is a two-train system (two 
17 trains of combined cold-leg and hot-leg injection capability). One of the three pumps is typically 
18 an installed spare that can be aligned to either train or only to one of the trains (depending on 
19 plant-specific design).  
20 
21 A HPSI system typical of those installed in Westinghouse three-loop plants is shown in Figure 
22 5.3. This design features three centrifugal pumps that operate at high pressure (about 2500 psig), 
23 a cold-leg injection path through the BIT (with two trains of redundant valves), an alternate cold
24 leg injection path, and two hot-leg injection paths. One of the pumps is considered an installed 
25 spare. Recirculation is provided by taking suction from the RHR pump discharges. A train 
26 consists of a pump, the pump suction valves and boron injection tank (BIT) injection line valves 
27 electrically associated with the pump, and the associated hot-leg injection path. The alternate 
28 cold-leg injection path is required for recirculation, and should be included in the train with which 
29 its isolation valve is electrically associated. Thus, Figure 5.3 represents a two-train HPSI system.  
30 
31 Four-loop Westinghouse plants may be represented by Figure 5.4. This design features two 
32 centrifugal pumps that operate at high pressure (about 2500 psig), two centrifugal pumps that 
33 operate at an intermediate pressure (about 1600 psig), a BIT injection path (with two trains of 
34 injection valves), a cold-leg safety injection path, and two hot-leg injection paths. Recirculation is 
35 provided by taking suction from the RHR pump discharges. Each of two high pressure trains is 
36 comprised of a high pressure centrifugal pump, the pump suction valves and BIT valves that are 
37 electrically associated with the pump. Each of two intermediate pressure trains is comprised of the 
38 safety injection pump, the suction valves and the hot-leg injection valves electrically associated 
39 with the pump. The cold-leg safety injection path can be fed with either safety injection pump, 
40 thus it should be associated with both intermediate pressure trains. The IPSI system represented 
41 in Figure 5.4 is considered a four-train system for monitoring purposes.  
42 
43
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1 Clarifyin2 Notes 

2 Many plants have charging pumps (typically, positive displacement charging pumps) that are not 

3 safety-related, provide a small volume of flow, and do not automatically start on a safety injection 

4 signal. These pumps should not be included within the scope of HPSI system for this indicator.  

5 
6 Some HPSI components may be included in the scope of more than one train. For example, cold

7 leg injection lines may be fed from a common header that is supplied by both BPSI trains. In these 

8 cases, the effects of testing or component failures in an injection line should be reported in both 

9 trains.  
10 
11 At many plants, recirculation of water from the reactor building sump requires that the high 

12 pressure injection pump take suction via the low pressure injection/residual heat removal pumps.  

13 For these plants, the low pressure injection/residual heat removal pumps discharge header 

14 isolation valve to the -PSI pump suction is included in the scope of HPSI system.  

15 
16
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1 PWR Auxiliary Feedwater Systems 

2 Definition and Scope 

3 This section provides additional guidance for reporting the performance of PWB auxiliary 
4 feedwater (AFW) or emergency feedwater (EFW) systems. The AFW system provides decay heat 
5 removal via the steam generators to cool down and depressurize the reactor coolant system 
6 following a reactor trip. The AFW system is assumed to be required for an extended period of 
7 operation during which the initial supply of water from the condensate storage tank is depleted 
8 and water from an alternative water source (e.g., the service water system) is required. Therefore 
9 components in the flow paths from both of these water sources are included; however, the 

10 alternative water source (e.g., service water system) is not included.  
11 
12 The function monitored for the indicator is: 
13 
14 the ability of the AFW system to take a suction from the primary water source 
15 (typically, the condensate storage tank) or from an emergency source (typically, a lake 
16 or river via the service water system) and inject into at least one steam generator at 
17 rated flow and pressure.  
18 
19 Some plants have a startup feedwater pump that requires a manual actuation. Startup feedwater 
20 pumps are not included in the scope of the AFW system for this indicator.  
21 
22 Figures 6.1 through 6.3 show some typical AFW system configurations, indicating the 
23 components for which train unavailability is monitored. Plant-specific design differences may 
24 require other components to be included.  
25 
26 Train Determination 

27 The number of trains is determined primarily by the number of parallel pumps in the AFW system, 
28 not by the number of injection lines. For example, a system with three AFW pumps is defined as 
29 three-train system, whether it feeds two, three, or four injection lines, and regardless of the flow 
30 capacity of the pumps.  
31 
32 Figure 6.1 illustrates a three-pump, two-steam generator plant that features redundant flow paths 
33 to the steam generators. This system is a three-train system. (If the system had only one motor
34 driven pump, it would be a two-train system.) The turbine-driven pump train does not share 
35 motor-operated isolation valves with the motor-driven pump trains in this design.  
36 
37 Another three-pump, two-steam generator design is shown in Figure 6.2. This is also a three-train 
38 system; however, in this design, the isolation and regulating valves in the motor-driven pump 
39 trains'are also included in the turbine-driven pump train.  
40 
41 A three-pump, four-steam generator design is shown in Figure 6.3. In this design, either motor
42 driven pump can supply each steam generator through a common header. The turbine-driven 
43 pump can supply each steam generator through a separate header. The turbine-driven and motor
44
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1 driven pump trains do not share the air-operated regulating valves in this design. This is a three 

2 train system. Three-steam generator designs may be arranged similar to Figure 6.3.  

3 
4 Clarifying Notes 

5 Some AFW components, may be included in the scope of more than one train. For example, one 

6 set of flow regulating valves and isolation valves in a three-pump, two-steam generator system (as 

7 in Figure 6.2) are included in the motor-driven pump train with which they are electrically 

8 associated, but they are also included (along with the redundant set of valves) in the turbine

9 driven pump train. In these instances, the effects of testing or failure of the valves should be 

10 reported in both affected trains.  
11 
12 Similarly, when two trains provide flow to a common header, such as in Figure 6.3, the effect of 

13 isolation or flow regulating valve failures in paths connected to the header should be considered in 

14 both trains.  
15
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1 PWR Residual'Heat Removal System 

2 Definition and Scope 

3 This section provides additional guidance for reporting the performance of the PWR residual heat 
4 removal (RHR) system for post-accident recirculation and shutdown cooling modes of operation.  

5 In the event of a loss of reactor coolant inventory, the post-accident recirculation mode is used to 

6 cool and recirculate water from the containment sump following depletion of RWST inventory.  
7 The shutdown cooling function is used to remove decay heat from the primary system following 

8 any transient requiring normal long-term heat removal from the reactor vessel.  
9 

10 The functions monitored for this indicator are: 
11 e the ability of the RHR system to take a suction from the containment sump, cool the fluid, and 
12 inject at low pressure into the RCS, and 
13 
14 * the ability of the RHR system to remove decay heat from the reactor during a normal unit 

15 shutdown for refueling or maintenance.  
16 
17 Figures 7.1 and 7.2 show generic schematics with the RHR system in the recirculation and 
18 shutdown cooling modes, respectively. The figures indicate the components for which train 
19 unavailability is monitored. Plant-specific design differences may require other components to be 
20 included.  
21 
22 Train Determination 

23 The number of trains in the RHR system is determined by the number of parallel RHR heat 

24 exchangers capable of performing post-accident heat removal or shutdown cooling. The 

25 following discussion demonstrates train determination for various generic system designs.  
26 
27 Figure 7.1 and 7.2 illustrate a common RHR system (for post-accident recirculation and shutdown 

28 cooling modes) which incorporates two pumps and two heat exchangers arranged so that each 
29 heat exchanger can be supplied by one pump. This is a two-train RHR system.  
30 
31 Clarifying Notes 

32 Some components are used to provide more than one function of RHR. If a component cannot 

33 perform as designed, rendering its associated train incapable of meeting one or both of the 

34 monitored functions, then the train is considered to be failed. Unavailable hours (if the train was 

35 required to be available for service) would be reported as a result of the component failure.  
36 
37 Because RHR and HPSI are monitored as separate systems with each having its own performance 
38 indicator, there is no need to cascade RHR system unavailability into HPSI. RHR system 

39 unavailability includes the system upstream of the R-IR system to I-PSI system isolation valves.  

40 Unavailability of the isolation valves between the RHR system and the HPSI pump suction are 
41 only counted against the -PSI system.(FAQ 280)
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1 SAFETY SYSTEM FUNCTIONAL FAILURES 

2 Purpose 

3 This indicator monitors events or conditions that prevented, or could have prevented, the 
4 fulfillment of the safety function of structures or systems that are needed to: 
5 
6 (a) Shut down the reactor and maintain it in a safe shutdown condition; 
7 (b) Remove residual heat; 
8 (c) Control the release of radioactive material; or 
9 (d) Mitigate the consequences of an accident.  

10 
11 Indicator Definition 

12 The number of events or conditions that prevented, or could have prevented, the fulfillment of the 
13 safety function of structures or systems in the previous four quarters.  
14 
15 Data Reportin2 Elements 

16 The following data is reported for each reactor unit: 
17 
18 , the number of safety system functional failures during the previous quarter 
19 
20 Calculation 

21 unit value = number of safety system functional failures in previous four quarters 
22 
23 Definition of Terms 

24 Safety System Function Failure (SSFF) is any event or condition that could have prevented the 
25 fulfillment of the safety function of structures or systems that are needed to: 
26 
27 (A) Shut down the reactor and maintain it in a safe shutdown condition; 
28 (B) Remove residual heat; 
29 (C) Control the release of radioactive material; or 
30 (D) Mitigate the consequences of an accident.  
31 
32 The indicator includes a wide variety of events or conditions, ranging from actual failures on 
33 demand to potential failures attributable to various causes, including environmental qualification, 
34 seismic qualification, human error, design or installation errors, etc. Many SSFFs do not involve 
35 actual failures of equipment.  
36 
37 Because the contribution to risk of the structures and systems included in the SSFF varies 
38 considerably, and because potential as well as actual failures are included, it is not possible to 
39 assign a risk-significance to this indicator. It is intended to be used as a possible precursor to 
40 more important equipment problems, until an indicator of safety system performance more 
41 directly related to risk can be developed.
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1 Clarifying Notes 

2 The definition of SSFFs is identical to the wording of the current revision to 10 CFR 
3 50.73(a)(2)(v). Because of overlap among various reporting requirements in 10 CFR 50.73, some 
4 events or conditions that result in safety system functional failures may be properly reported in 
5 accordance with other paragraphs of 10 CFR 50.73, particularly paragraphs (a)(2)(i), (a)(2)(ii), 
6 and (a)(2)(vii). An event or condition that meets the requirements for reporting under another 
7 paragraph of 10 CFR 50.73 should be evaluated to determine if it also prevented the fulfillment of 
8 a safety function. Should this be the case, the requirements of paragraph (a)(2)(v) are also met 
9 and the event or condition should be included in the quarterly performance indicator report as an 

10 I SSFF. The level ofi uementiudgment for reporting an event or condition under paragraph 
11 (a)(2)(v) as an SSFF is a reasonable expectation of preventing the fulfillment of a safety function.  
12 
13 In the past, LERs may not have explicitly identified whether an event or condition was reportable 
14 under 10 CFR 50.73(a)(2)(v) (i.e., all pertinent boxes may not have been checked). It is 
15 important to ensure that the applicability of 10 CFR 50.73 (a)(2)(v) has been explicitly considered 
16 for each LER considered for this performance indicator.  
17 
18 NUREG-1022: Unless otherwise specified in this guideline, guidance contained in the latest 
19 revision to NUREG-1022, "Event Reporting Guidelines, 1OCFR 50.72 and 50.73," that is 
20 applicable to reporting under 10 CFR 50.73(a)(2)(v), should be used to assess reportability for 
21 this performance indicator.  
22 
23 Planned Evolution for maintenance or surveillance testing: NUREG-1022, Revision 2, page 56 
24 states, "The following types of events or conditions generally are not reportable under these 
25 criteria:.. .Removal of a system or part of a system from service as part of a planned evolution for 
26 maintenance or surveillance testing..." 
27 
28 The word "planned" is defined as follows: 
29 
30 "Planned" means the activity is undertaken voluntarily, at the licensee's discretion, and is 
31 not required to restore operability or for continued plant operation.  
32 
33 A single event or condition that affects several systems: counts as only one failure.  
34 
35 Multiple occurrences of a system failure: the number of failures to be counted depends upon 
36 whether the system was declared operable between occurrences. If the licensee knew that the 
37 problem existed, tried to correct it, and considered the system to be operable, but the system was 
38 subsequently found to have been inoperable the entire time, multiple failures will be counted 
39 whether or not they are reported in the same LER. But if the licensee knew that a potential 
40 problem existed and declared the system inoperable, subsequent failures of the system for the 
41 same problem would not be counted as long as the system was not declared operable in the 
42 interim. Similarly, in situations where the licensee did not realize that a problem existed (and thus 
43 could not have intentionally declared the system inoperable or corrected the problem), only one 
44 failure is counted.  
45 
46 Additional failures: a failure leading to an evaluation in which additional failures are found is only 
47 counted as one failure; new problems found during the evaluation are not counted, even if the
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1 causes or failure modes are different. The intent is to not count additional events when problems 
2 are discovered while resolving the original problem.  
3 
4 Engineering analyses: events in which the licensee declared a system inoperable but an 
5 engineering analysis later determined that the system was capable of performing its safety function 
6 are not counted, even if the system was removed from service to perform the analysis.  
7 
8 Reporting date: the date of the SSFF is the Report Date of the LER.
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1 2.3 BARRIER INTEGRITY CORNERSTONE 

2 The purpose of this cornerstone is to provide reasonable assurance that the physical design 

3 barriers (fuel cladding, reactor coolant system, and containment) protect the public from 
4 radionuclide releases caused by accidents or events. These barriers are an important element in 

5 meeting the NRC mission of assuring adequate protection of public health and safety. The 

6 performance indicators assist in monitoring the functionality of the fuel cladding and the reactor 

7 coolant system. There is currently no performance indicator for the containment barrier. The 

8 performance of this barrier is assured through the inspection program.  
9 

10 There are two performance indicators for this cornerstone: 
11 
12 o Reactor Coolant System (RCS) Specific Activity 
13 * RCS Identified Leak Rate 
14 
15 REACTOR COOLANT SYSTEM (RCS) SPECIFIC ACTIVITY 

16 Purpose 

17 This indicator monitors the integrity of the fuel cladding, the first of the three barriers to prevent 

18 the release of fission products. It measures the radioactivity in the RCS as an indication of 
19 functionality of the cladding.  
20 
21 Indicator Definition 

22 The maximum monthly RCS activity in micro-Curies per gram (liCi/gm) dose equivalent Iodine

23 131 per the technical specifications, and expressed as a percentage of the technical specification 
24 limit. Those plants whose technical specifications are based on micro-curies per gram (p.Ci/gm 
25 total Iodine should use that measurement.  
26 
27 Data Reporting Elements 

28 The following data are reported for each reactor unit: 
29 
30 0 maximum calculated RCS activity for each unit, in micro-Curies per gram dose 
31 , equivalent Iodine- 131, as required by technical specifications at steady state power, for 
32 each month during the previous quarter (three values are reported).  
33 
34 o Technical Specification limit 
35
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1 Calculation 

2 The indicator is calculated as follows: 
3 

the maximum monthly value of calculated activity 

4 unit value = Technical Specification limit 100 

5 
6 Definitions of Terms 

7 (Blank) 
8 
9 Clarifying Notes 

10 This indicator is recorded monthly and reported quarterly.  

11 
12 The indicator is calculated using the same methodology, assumptions and conditions as for the 

13 Technical Specification calculation. If more than one method can be used to meet Technical 

14 Specifications, use the results of the method that was used at the time to satisfy the Technical 

15 Specifications. (FAO 288) 
16 
17 Unless otherwise defined by the licensee, steady state is defined as continuous operation for at 

18 least three days at a power level that does not vary more than ±5 percent.  

19 
20 This indicator monitors the steady state integrity of the fuel-cladding barrier at power. Transient 

21 spikes in RCS Specific Activity following power changes, shutdowns and scrams may not provide 

22 a reliable indication of cladding integrity and should not be included in the monthly maximum for 

23 this indicator.  
24 
25 Samples taken using technical specification methodology when shutdown are not reported.  

26 However, samples taken using the technical specification methodology at steady state power more 

27 frequently than required are to be repe,..4.reported. If in the entire month, plant conditions do 

28 not require RCS activity to be calculated, the quarterly report is noted as N/A for that month. (A 

29 value of N/A is reported).  
30 
31 Licensees should use the most restrictive regulatory limit (e.g., technical specifications (TS) or 

32 license condition). However, if the most restrictive regulatory limit is insufficient to assure plant 

33 safety, then NRC Administrative Letter 98-10 applies, which states that imposition of 

34 administrative controls is an acceptable short-term corrective action. When an administrative 

35 control is in place as temporary measure to ensure that TS limits are met and to ensure public 
36 I health and safety (i.e.. to ensure 10 CFR Part 100) (QAO 262), that administrative limit should be 

37 used for this Pl.  
38 
39 
40
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1 Data Examples

Reactor Coolant System Activity (RCSA)

S4198 5/98 6198 7/98 8198 9198 10198 11/98 12/98 1199 2199 Prey. mth 

Indicator, % of T.S. Limit 10 20 5 4 0.5 2 20 50 60 40 30 10 
Max Activity pJCi/gm 1-131 Equivalep 0.1 0.2 0.05 0.04 0.005 0.02 0.2 0.5 0.6 0.4 0.3 0.1 
T.S Limit 1 11 1 1 1 1 1 1 1 1 1 1

Green < 50% T.S. limit
_White 1> 50% T.S limit 
_Yellow 1>100% T.S. limit
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1 REACTOR COOLANT SYSTEM LEAKAGE 

2 Purpose 

3 This indicator monitors the integrity of the RCS pressure boundary, the second of the three 
4 barriers to prevent the release of fission products. It measures RCS Identified Leakage as a 
5 percentage of the technical specification allowable Identified Leakage to provide an indication of 
6- RCS integrity.  
7 
8 Indicator Definition 

9 The maximum RCS Identified Leakage in gallons per minute each month per the technical 
10 specifications and expressed as a percentage of the technical specification limit.  
11 
12 Data Reporting Elements 

13 The following data are required to be reported each quarter: 
14 
15 0 The maximum RCS Identified Leakage calculation for each month of the previous 
16 quarter (three values).  
17 • Technical Specification limit 
18 
19 Calculation 

20 The unit value for this indicator is calculated as follows: 
21 

the maximum monthly value of identified leakage x 100 
Technical Specification limiting value 

23 
24 Definition of Terms 

25 RCS Identified Leakage as defined in Technical Specifications.  
26 
27 Clarifying Notes 

28 This indicator is recorded monthly and reported quarterly.  
29 
30 Normal steam generator tube leakage is included in the unit value calculation if required by the 
31 plant's Technical Specification definition of RCS identified leakage.  
32 
33 For those plants that do not have a Technical Specification limit on Identified Leakage, substitute 

34 RCS Total Leakage in the Data Reporting Elements.  
35 
36 Only calculations of RCS leakage that are computed in accordance with the calculational 
37 methodology requirements of the Technical Specifications are counted in this indicator. If in the 
38 entire month, plant conditions do not require RCS leakage to be calculated, the quarterly report is 

39 noted as N/A for that month. (A value of N/A is reported).

80



NEI 99-02 Revision 21 
DRAFT REV2 9/25/200123XApV 24001

1 Data Examples

Reactor Coolant System Identified Leakage (RCSL)
""4198 15/98 6/98 7198 8/98 9198 10/98 11/98 12/98 1/99 2199 Prey. mth 

Indicator %T.S. Value 60 40 10 70 50 60 40 30 30 20 20 20 

Identified Leakage (gpm) 6 4 1 7 5 6 4 3 3 2 2 2 

TS Value (gpm) 10 10 10 10 10 10 10 10 10 10 10 10

Threshold
Green •50% TS limit 
White >50% TS limit 
Yellow >100%TS limit 

Data collected monthly, reported quarterly I I I
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1 2.4 EMERGENCY PREPAREDNESS CORNERSTONE 

2 The objective of this cornerstone is to ensure that the licensee is capable of implementing 
3 adequate measures to protect the public health and safety during a radiological emergency.  

4 Licensees maintain this capability through Emergency Response Organization (ERO) participation 

5 in drills, exercises, actual events, training, and subsequent problem identification and resolution.  

6 The Emergency Preparedness performance indicators provide a quantitative indication of the 

7 licensee's ability to implement adequate measures to protect the public health and safety. These 

8 performance indicators create a licensee response band that allows NRC oversight of Emergency 

9 Preparedness programs through a baseline inspection program. These performance indicators 

10 measure onsite Emergency Preparedness programs. Offsite programs are evaluated by FEMA.  

11 
12 The protection of public health and safety is assured by a defense in depth philosophy that relies 

13 on: safe reactor design and operation, the operation of mitigation features and systems, a multi

14 layered barrier system to prevent fission product release, and emergency preparedness.  
15 
16 The Emergency Preparedness cornerstone performance indicators are: 
17 
18 • Drill/Exercise performance (DEP), 
19 • Emergency Response Organization Drill Participation (ERO), 

20 a Alert and Notification System Reliability (ANS) 
21 

22 DRILL/EXERCISE PERFORMANCE 

23 Purpose 

24 This indicator monitors timely and accurate licensee performance in drills and exercises when 

25 presented with opportunities for classification of emergencies, notification of offsite authorities, 

26 and development of protective action recommendations (PARs). It is the ratio, in percent, of 

27 timely and accurate performance of those actions to total opportunities.  
28 
29 Indicator Definition 

30 The percentage of all drill, exercise, and actual opportunities that were performed timely and 

31 accurately during the previous eight quarters.  
32 
33
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1 Data Reportin2 Elements 

2 The following data are required to calculate this indicator: 
3 
4 * the number of drill, exercise, and actual event opportunities during the previous quarter.  
5 
6 * the number of drill, exercise, and actual event opportunities performed timely and accurately 
7 during the previous quarter.  
8 
9 The indicator is calculated and reported quarterly. (See clarifying notes) 

10 
11 Calculation 

12 The site average values for this indicator are calculated as follows: 

13 L# of timely & accurate classifications, notifications, & PARs from DE & AEs * during the previous 8 quarters] 
14 I X 100 

The total opportunities to perform classifications, notificati ons & PARs during the previous 8 quarters 

15 
16 *DE & AEs = Drills, Exercises, and Actual Events 
17 
18 Definition of Terms 

19 Opportunities should include multiple events during a single drill or exercise (if supported by the 
20 scenario) or actual event, as follows: 
21 
22 * each expected classification or upgrade in classification 
23 * each initial notification of an emergency class declaration 
24 * each initial notification of PARs or change to PARs 
25 * each PAR developed 
26 
27 Timely means: 
28 

29 * classifications are made consistent with the goal of 15 minutes once available plant parameters 
30 reach an Emergency Action Level (EAL) 
31 e PARs are made consistent with the goal of 15 minutes once data is available.  
32 * offsite notifications are initiated within 15 minutes of event classification and/or PAR 
33 development (see clarifying notes) 
34 
35
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1 Accurate means,;-
2 
3 * Classification and PAR appropriate to the event as specified by the approved plan and 

4 implementing procedures (see clarifying notes) 

5 * Initial notification form completed appropriate to the event to include (see clarifying notes): 

6 - Class of emergency 
7 - EAL number 
8 - Description of emergency 
9 - Wind direction and speed 

10 - Whether offsite protective measures are necessary 

11 - Potentially affected population and areas 

12 - Whether a release is taking place 
13 - Date and time of declaration of emergency 
14 - Whether the event is a drill or actual event 

15 - Plant and/or unit as applicable 
16 
17 Clarifyine Notes 

18 While actual event opportunities are included in the performance indicator data, the NRC will 

19 also inspect licensee response to all actual events.  
20 
21 As a minimum, actual emergency declarations and evaluated exercises are to be included in this 

22 indicator. In addition, other simulated emergency events that the licensee formally assesses for 

23 performance of classification, notification or PAR development may be included in this indicator 

24 (opportunities cannot be removed from the indicator due to poor performance).  

25 
26 The following information provides additional clarification of the accuracy requirements described 

27 above: 
28 
29 It is understood that initial notification forms are negotiated with offsite authorities. If the 

30 approved form does not include these elements, they need not be added. Alternately, if 

31 the form includes elements in addition to these, those elements need not be assessed for 

32 accuracy when determining the DEP PI. It is, however, expected that errors in such 

33 additional elements would be critiqued and addressed through the corrective action 

34 system.  
35 
36 * The description of the event causing the classification may be brief and need not include all 

37 plant conditions. At some sites, the EAL number is the description.  

38 
39 * "Release" means a radiological release attributable to the emergency event.  

40 
41 ' Minor discrepancies in the windspeed and direction provided on the emergency 

42 notification form need not count as a missed notification opportunity provided the 

43 discrepancy would not result in an incorrect PAR being provided.  
44 
45 The licensee shall identify, in advance, drills, exercises and other performance enhancing 

46 experiences in which opportunities will be formally assessed, and shall be available for NRC
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1 review. The licensee has the latitude to include opportunities in the PI statistics as long as the 

2 drill (in whateveýýrm) simulates the appropriate level of inter-facility interaction. The criteria for 

3 suitable drills/performance enhancing experiences are provided under the ERO Drill Participation 

4 PI clarifying notes.  
5 
6 Performance statistics from operating shift simulator training evaluations may be included in this 

7 indicator only when the scope requires classification. Classification, PAR notifications and PARs 

8 may be included in this indicator if they are performed to the point of filling out the appropriate 

9 forms and demonstrating sufficient knowledge to perform the actual notification. However, there 

10 is no intent to disrupt ongoing operator qualification programs. Appropriate operator training 

11 evolutions should be included in the indicator only when Emergency Preparedness aspects are 

12 consistent with training goals.  
13 
14 Some licensees have specific arrangements with their State authorities that provide for different 

15 notification requirements than those prescribed by the performance indicator, e.g., within one 

16 hour, not 15 minutes. In these instances the licensee should determine success against the specific 

17 state requirements.  
18 
19 For sites with multiple agencies to notify, the notification is considered to be initiated when 

20 contact is made with the first agency to transmit the initial notification information.  

21 
22 Simulation of notification to offsite agencies is allowed. It is not expected that State/local 

23 agencies be available to support all drills conducted by licensees. The drill should reasonably 

24 simulate the contact and the participants should demonstrate their ability to use the equipment.  

25 
26 Classification is expected to be made promptly following indication that the conditions have 

27 reached an emergency threshold in accordance with the licensee's EAL scheme. With respect to 

28 classification of emergencies, the 15 minute goal is a reasonable period of time for assessing and 

29 classifying an emergency once indications are available to control room operators that an EAL has 

30 been exceeded. Allowing a delay in classifying an emergency up to 15 minutes will have minimal 

31 impact upon the overall emergency response to protect the public health and safety. The 15

32 minute goal should not be interpreted as providing a grace period in which a licensee may attempt 

33 to restore plant conditions and avoid classifying the emergency.  

34 
35 If an event has occurred that resulted in an emergency classification where no EAL was exceeded, 

36 the incorrect classification should be considered a missed opportunity. The subsequent notification 

37 should be considered an opportunity and evaluated on its own merits.  

38 
39 During drill performance, the ERO may not always classify an event exactly the way that the 

40 scenario specifies. This could be due to conservative decision making, Emergency Director 

41 judgment call, or a simulator driven scenario that has the potential for multiple 'forks'. Situations 

42 can arise in which assessment of classification opportunities is subjective due to deviation from 

43 the expected scenario path. In such cases, evaluators should document the rationale supporting 

44 their decision for eventual NRC inspection. Evaluators must determine if the classification was 

45 appropriate to the event as presented to the participants and in accordance with the approved 

46 emergency plan and implementing procedures.  

47 

48 If the expected classification level is missed because an EAL is not recognized within 15 minutes
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1 of availability, but a subsequent EAL for the same classification level is subsequently recognized, 
2 the subsequent cdg-sification is not an opportunity for DEP statistics. The reason that the 
3 classification is not an opportunity is that the appropriate classification level was not attained in a 

4 timely manner.  
5 
6 Failure to appropriately classify an event counts as only one failure: This is because notification of 

7 the classification, development of any PARs and PAR notification are subsequent actions to 

8 classification.  
9 

10 The notification associated with a PAR is counted separately: e. g., an event triggering a GE 

11 classification would represent a total of 4 opportunities: 1 for classification of the GE, I for 

12 notification of the GE to the State and/or local government authorities, I for development of a 

13 PAR and I for notification of the PAR.  
14 
15 If PARs at the SAE are in the site Emergency Plan they could be counted as opportunities.  

16 However, this would only be appropriate where assessment and decision making is involved in 

17 development of the PAR. Automatic PARs with little or no assessment required would not be an 

18 appropriate contributor to the PI. PARs limited to livestock or crops and no PAR necessary 

19 decisions are also not appropriate.  
20 
21 Dose assessment and PAR development are expected to be made promptly following indications 

22 that the conditions have reached a threshold in accordance with the licensee's PAR scheme. The 

23 15 minute goal from data availability is a reasonable period of time to develop or expand a PAR.  

24 Plant conditions, meteorological data, field monitoring data, and/or radiation monitor data should 

25 provide sufficient information to determine the need to change PARs. If radiation monitor 

26 readings provide sufficient data for assessments, it is not appropriate to wait for field monitoring 

27 to become available to confirm the need to expand the PAR. The 15 minute goal should not be 

28 interpreted as providing a grace period in which the licensee may attempt to restore conditions 

29 and avoid making the PAR recommendation.  
30 
31 If a licensee discovers after the fact (greater than 15 minutes) that an event or condition had 

32 existed which exceeded an EAL, but no emergency had been declared and the EAL is no longer 

33 exceeded at the time of discovery, the following applies: 

34 9 If the indication of the event was not available to the operator, the event should not be 

35 evaluated for PI purposes.  
36 * If the indication of the event was available to the operator but not recognized, it should be 

37 considered an unsuccessful classification opportunity.  

38 * In either case described above, notification should be performed in accordance with NUREG

39 1022 and not be evaluated as a notification opportunity.  
40
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I Data Example

Emergency Response Organization 
DrilllExercise Performance 

3Q/96 4Q/96 I Q197 2Q197 3Q/97 4Q/97 1 Q/98 20/98 3Q198 4Q198 

Successful Classifications, Notifications & PARs over qtr 0 0 11 11 0 -8 10 0 23 11 

Opportunities to Perform Classifications, Notifications, & PARs in qtr 0 0 12 12 0 12 12 0 , 24 12 

Total # of succesful Classifications, Notifications, & PARs in 8 qtrs 40_ --- W3- 74 

Total # of opportunities to perform Classification, Notifications & PARs in 8 qtrs 48 72 84 

I I I..-- I I_ 2Q/98 3Q/98 40198 
Indicator expressed as a percentage of Opportunities to perform, 83.3% 87_5_ 88.1% 

Classifications, Communications & PARs I I , ___

EP Drill/Exercise Performance

0

00% ....... W.T...  

80% Vl 

70% . i 

YELLO 
"No):, No Red

60% 
20/9 3C/98

Ousrt.f
40198 Prey. Q

I'

2

88

1I

98 Quarter



NEI 99-02 Revision 24
DRAFT REV2 9/25/20012 NApril 2001 

1 EMERGENCY R 1ONSE ORGANIZATION DRILL PARTICIPATION 

2 Purpose 

3 This indicator tracks the participation of key members of the Emergency Response Organization 
4 in performance enhancing experiences, and through linkage to the DEP indicator ensures that the 

5 risk significant aspects of classification, notification, and PAR development are evaluated and 

6 included in the PI process. This indicator measures the percentage of key ERO members who 

7 have participated recently in performance-enhancing experiences such as drills, exercises, or in an 

8 actual event.  
9 

10 Indicator Definition 

11 The percentage of key ERO members that have participated in a drill, exercise, or actual event 

12 during the previous eight quarters, as measured on the last calendar day of the quarter.  
13 
14 Data Reportin2 Elements 

15 The following data are required to calculate this indicator and are reported: 
16 
17 0 total number of key ERO members 
18 • total key ERO members that have participated in a drill, exercise, or actual event in the 

19 previous eight quarters 
20 
21 The indicator is calculated and reported quarterly, based on participation over the previous eight 

22 quarters (see clarifying notes) 
23 
24 Calculation 

25 The site indicator is calculated as follows: 
26 

# of Key ERO Members that have participaied in a drill, exercise or actualevent during the previous 8 qrts X 100 

Total number of Key ERO Members 

28 
29 Definition of Terms 

30 Key ERO members are those who fulfill the following functions: 
31 
32 • Control Room 
33 
34 • Shift Manager (Emergency Director) - Supervision of reactor operations, responsible 

35 for classification, notification, and determination of protective action recommendations 
36 
37 • Shift Communicator - provides initial offsite (state/local) notification 
38 
39
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1 . Technical Support Center 
2 
3 • Senior--Manager - Management of plant operations/corporate resources 
4 . Key Operations Support 
5 . Key Radiological Controls - Radiological effluent and environs monitoring, 
6 assessment, and dose projections 
7 . Key TSC Communicator- provides offsite (state/local) notification 
8 • Key Technical Support 
9 

10 • Emergency Operations Facility 
11 
12 . Senior Manager - Management of corporate resources 
13 • Key Protective Measures - Radiological effluent and environs monitoring, assessment, 
14 and dose projections 
15 . Key EOF Communicator- provides offsite (state/local) notification 
16 
17 Operational Support Center 
18 
19 • Key OSC Operations Manager 
20 
21 Clarifyin2 Notes 

22 When the functions of key ERO members include classification, notification, or PAR development 
23 opportunities, the success rate of these opportunities must contribute to Drill/Exercise 
24 Performance (DEP) statistics for participation of those key ERO members to contribute to ERO 
25 Drill Participation.  
26 
27 The licensee may designate drills as not contributing to DEP and, if the drill provides a 
28 performance enhancing experience as described herein, those key ERO members whose functions 
29 do not involve classification, notification or PARs may be given credit for ERO Drill 
30 Participation. Additionally, the licensee may designate elements of the drills not contributing to 
31 DEP (e.g., classifications will not contribute but notifications will contribute to DEP.) In this 
32 case, the participation of all key ERO members, except those associated with the non-contributing 
33 elements, may contribute to ERO Drill Participation. The licensee must document such 
34 designations in advance of drill performance and make these records available for NRC 
35 inspection.  
36 
37 Evaluated simulator training evolutions that contribute to Drill/Exercise Performance indicator 

38 statistics may be considered as opportunities for key ERO member participation and may be used 

39 for this indicator. The scenarios must at least contain a formally assessed classification and the 

40 results must be included in DEP statistics. However, there is no intent to disrupt ongoing 
41 operator qualification programs. Appropriate operator training evolutions should be included in 
42 this indicator only when Emergency Preparedness aspects are consistent with training goals.  
43 
44 If a key ERO member or operating crew member has participated in more than one drill during 
45 the eight quarter evaluation period, the most recent participation should be used in the Indicator 
46 statistics.  
47
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1 If a change occurs-in the number of key ERO members, this change should be reflected in both the 
2 numerator and deinominator of the indicator calculation.  
3 
4- If a person is assigned to more than one key position, it is expected that the person be counted in 
5 the denominator for each position and in the numerator only for drill participation that addresses 
6 each position. Where the skill set is similar, a single drill might be counted as participation in both 
7 positions.  
8 
9 When a key ERO member changes from one key ERO position to a different key ERO position 

10 with a skill set similar to the old one, the last drill/exercise participation may count. If the skill set 
11 for the new position is significantly different from the old position then the previous participation 
12 would not count.  
13 
14 Participation may be as a participant, mentor, coach, evaluator, or controller, but not as an 
15 observer. Multiple assignees to a given key ERO position could take credit for the same drill if 
16 their participation is a meaningful opportunity to gainproficiency in the assigned position.  
17 
18 The meaning of "drills" in this usage is intended to include performance enhancing experiences 
19 (exercises, functional drills, simulator drills, table top drills, mini drills, etc.) that reasonably 
20 simulate the interactions between appropriate centers and/or individuals that would be expected to 
21 occur during emergencies. For example, control room interaction with offsite agencies could be 
22 simulated by instructors or OSC interaction could be simulated by a control cell simulating the 
23 TSC functions, and damage control teams.  
24 
25 In general, a drill does not have to include all ERO facilities to be counted in this indicator. A 

26 drill is of adequate scope if it reasonably simulates the interaction between one or more of the 
27 following facilities, as would be expected to occur during emergencies: 
28 
29 * the control room, 
30 * the Technical Support Center (TSC), 
31 0 the Operations Support Center, 
32 0 the Emergency Operations Facility (EOF), 
33 * field monitoring teams, 
34 * damage control teams, and 
35 * offsite governmental authorities.  
36 
37 The licensee need not develop new scenarios for each drill or each team. However, it is expected 
38 that the licensee will maintain a reasonable level of confidentiality so as to ensure the drill is a 

39 performance enhancing experience. A reasonable level of confidentiality means that some scenario 
40 information could be inadvertently revealed and the drill remain a valid performance enhancing 

41 experience. It is expected that the licensee will remove from drill performance statistics any 
42 opportunities considered to be compromised. There are many processes for the maintenance of 

43 scenario confidentiality that are generally successful. Examples may include confidentiality 
44 statements on the signed attendance sheets and spoken admonitions by drill controllers. Examples 
45 of practices that may challenge scenario confidentiality include drill controllers or evaluators or 
46 mentors, who have scenario knowledge becoming participants in subsequent uses of the same 

47 scenarios and use of scenario reviewers as participants.

91



DRAFT REV 2 9/25/2001NEI 99-02 Revision 24
23 Api.1 2O&I 

1 

2 All individuals q"tiified to fill the Control Room Shift Manager/ Emergency Director position that 

3 actually might fill the position should be included in this indicator.  

4 
5 The communicator is the key ERO position that fills out the notification form, seeks approval and 

6 usually communicates the information to off site agencies. Performance of these duties is 

7 assessed for accuracy and timeliness and contributes to the DEP P1. Senior managers who do not 

8 perform these duties should not be considered communicators even though they approve the form 

9 and may supervise the work of the communicator. However, there are cases where the senior 

10 manager actually collects the data for the form, fills it out, approves it and then communicates it 

11 or hands it off to a phone talker. Where this is the case, the senior manager is also the 

12 communicator and the phone talker need not be tracked. The communicator is not expected to be 

13 just a phone talker who is not tasked with filling out the form. There is no intent to track a large 

14 number of shift communicators or personnel who are just phone talkers.  

15 
16 
17
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Data Example 

E meraencv Response Oraanization (ERO) Participation
I- I I-- " __" 2Q/98 3Q198 4Q/98 Prev. Q 

Total number of Key ERO personnel 1 56 56 64 64 
Number of Key personnel participating in drill/event in 8 qtrs 48 52 54 53 

__IIII2Q/98 3Q/98 4Q/98 Prev. Q 
Indicator percentage of Key ERO personnel participating in a drill in 8 qtrs 1 86% 93% 84% 83% 

1
Green >80% 
White <80% 
Yellow <60% 
No Red Threshold

ERO Key Personnel Participation 
100% ]-- -' N. . . ... .... ....... .. ............ ...................... - ---

90% 

80% 

Indicator WHITE 
70% 

60% 

YELLOW Note: No Red threshold 

50% 
2Q/98 3Q/98 4Q/98 Prev. Q 

Quarter

I j !

2
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1 ALERT AND NOTIFICATION SYSTEM RELIABILITY 

2 Purpose 

3 This indicator monitors the reliability of the offsite Alert and Notification System (ANS), a critical 
4 link for alerting and notifying the public of the need to take protective actions. It provides the 
5 percentage of the sirens that are capable of performing their safety function based on regularly 
6 scheduled tests.  
7 
8 Indicator Definition 

9 The percentage of ANS sirens that are capable of performing their function, as measured by 
10 periodic siren testing in the previous 12 months.  
11 
12 Periodic tests are the regularly scheduled tests (documented in the licensee's test plan or 

13 guidelines) that are conducted to actually test the ability of the sirens to perform their function 

14 (e.g., silent, growl, siren sound test). Tests performed for maintenance purposes should not be 

15 counted in the performance indicator database.  
16 
17 Data Reportine Elements 

18 The following data are reported: (see clarifying notes) 
19 
20 e the total number of ANS siren-tests during the previous quarter 

21 e the number of successful ANS siren-tests during the previous quarter 
22 
23 Calculation 

24 The site value for this indicator is calculated as follows: 
25 
26 # of succesful siren -tests in the previous 4 qtrs X 

total number of siren - tests in the previous 4 qtrs 

27 
28 Definition of Terms 

29 Siren-Tests: the number of sirens times the number of times they are tested. For example, if 100 

30 sirens are tested 3 times in the quarter, there are 300 siren-tests.  
31 
32 Successful siren-tests are the sum of sirens that performed their function when tested. For 

33 example, if 100 sirens are tested three times in the quarter and the results of the three tests are: 

34 first test, 90 performed their function; second test, 100 performed their function; third test, 80 

35 performed their function. There were 270 successful siren-tests.  

36 Clarifyin2 Notes 

37 The purpose of the ANS PI is to provide a uniform industry reporting approach and is not 

38 intended to replace the FEMA Alert and Notification reporting requirement at this time.  
39
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1 For those sites t4ax-do not have sirens, the performance of the licensee's alert and notification 
2 system will be evaluated through the NRC baseline inspection program. A site that does not have 
3 sirens does not report data for this indicator.  
4 
5 If a siren is out of service for maintenance or is inoperable at the time a regularly scheduled test is 
6 conducted, then it counts as both a siren test and'a siren failure.  
7 
8 For plants where scheduled siren tests are initiated by local or state governments, if a scheduled 

9 test is not performed either intentionally or accidentally, the missed test is not considered as valid 

10 test opportunities. Missed test occurrences should be entered in the plant's corrective action 
11 program.  
12 
13 If a siren failure is determined to be due only to testing equipment, and subsequent testing shows 

14 the siren to be operable (verified by telemetry or simultaneous local verification) without any 

15 corrective action having been performed, the siren test should be considered a success.  

16 Maintenance records should be complete enough to support such determinations and validation 

17 during NRC inspection.  
18 
19 Siren systems may be designed with equipment redundancy or feedback capability. It may be 

20 possible for sirens to be activated from multiple control stations. Feedback systems may indicate 

21 siren activation status, allowing additional activation efforts for some sirens. If the use of 

22 redundant control stations is in approved procedures and is part of the actual system activation 

23 process, then activation from either control station should be considered a success. A failure of 

24 both systems would only be considered one failure, whereas the success of either system would be 

25 considered a success. If the redundant control station is not normally attended, requires setup or 

26 initialization, it may not be considered as part of the regularly scheduled test. Specifically, if the 

27 station is only made ready for the purpose of siren tests it should not be considered as part of the 

28 regularly scheduled test.  
29 
30 If a siren is out of service for scheduled planned refurbishment or overhaul maintenance 
31 performed in accordance with an established program, or for scheduled equipment upgrades, the 

32 siren need not be counted as a siren test or a siren failure. However, sirens that are out of service 

33 due to unplanned corrective maintenance would continue to be counted as failures. Unplanned 

34 corrective maintenance is a measure of program reliability. The exclusion of a siren due to 

35 temporary unavailability during planned maintenance/upgrade activities is acceptable due to the 

36 level of control placed on scheduled maintenance/upgrade activities. It is not the intent to create 

37 a disincentive to performing maintenance/upgrades to ensure the ANS performs at its peak 
38 reliability.  
39 
40 As part of a refurbishment or overhaul plan, it is expected that each utility would communicate to 

41 the appropriate state and/or local agencies the specific sirens to be worked and ensure that a 

42 functioning backup method of public alerting would be in-place. The acceptable time frame for 

43 allowing a siren to remain out of service for system refurbishment or overhaul maintenance should 

44 be coordinated with the state and local agencies. Based on the impact to their organization, these 

45 time frames should be specified in upgrade or system improvement implementation plans and/or 

46 maintenance procedures. Deviations from these plans and/or procedures would constitute 

47 unplanned unavailability and would be included in the PI.
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Data Example 

Alert & Notification System Reliability 

Quarter 3Q/97 4Q/97 1Q/98 2Q/98 3Q/98 4Q/98 Prev. Q 

Number of succesful siren-tests in the atr 47 48 49 49 49 54 52 

Total number of sirens tested in the Otr 50 50 50 50 50 55 55 

Number of successful siren-tests over 4 qtrs 193 195 201 204 

Total number of sirens tested over 4 qtrs 200 200 205 210 
2Q/98 3Q/98 4Q/98 Prev. Q 

Indicator expressed as a percentage of sirens 96.5% 97.5% 98.0% 97.1% 

Thresholds 
Green >94% 

White <94% 

Yellow <90% 

Red

98.0% ". .[ 

96.0% " : " "GRE 

92.0% VVH :..WHITE: 
Indicator90.0% " . .... " " " ' "i 

84.0% -, 

82.% :. .... .. . iNote: No Red 

80.0% ".

2Q/98 3Q/98 Quarter 4Q/98 Prev. Q

2
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1 2.5 OCCUPA'TIONAL RADIATION SAFETY CORNERSTONE 

2 The objectives of this cornerstone are to: 

3 

4 (1) keep occupational dose to individual workers below the limits specified in 

5 10 CFR Part 20 Subpart C; and 
6 
7 (2) use, to the extent practical, procedures and engineering controls based upon sound 

8 radiation protection principles to achieve occupational doses that are as low as is 

9 reasonably achievable (ALARA) as specified in 10 CFR 20.1101(b).  

10 
11 There is one indicator for this cornerstone: 
12 

13 * Occupational Exposure Control Effectiveness 
14 

15 OCCUPATIONAL EXPOSURE CONTROL EFFECTIVENESS 

16 Purpose 

17 The purpose of this performance indicator is to address the first objective of the occupational 

18 radiation safety cornerstone. The indicator monitors the control of access to and work activities 

19 within radiologically-significant areas of the plant and occurrences involving degradation or failure 

20 of radiation safety barriers that result in readily-identifiable unintended dose.  

21 
22 The indicator includes dose-rate and dose criteria that are risk-informed, in that the indicator 

23 encompasses events that might represent a substantial potential for exposure in excess of 

24 regulatory limits. The performance indicator also is considered "leading" because the indicator: 

25 

26 * encompasses less-significant occurrences that represent precursors to events that might 

27 represent a substantial potential for exposure in excess of regulatory limits, based on industry 

28 experience; and 
29 

30 * employs dose criteria that are set at small fractions of applicable dose limits (e.g., the criteria 

31 are generally at or below the levels at which dose monitoring is required in regulation).  

32 
33 Indicator Definition 

34 The performance indicator for this cornerstone is the sum of the following: 

35 

36 * Technical specification high radiation area (>1 rem per hour) occurrences 

37 * Very high radiation area occurrences 

38 * Unintended exposure occurrences 
39 
40
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1 Data Reporting Elements 

2 The data listed below are reported for each site. For multiple unit sites, an occurrence at one unit 

3 is reported identically as an input for each unit. However, the occurrence is only counted once 

4 against the site-wide threshold value.  
5 
6 0 The number of technical specification high radiation area (>1 rem per hour) 

7 occurrences during the previous quarter 

8 0 The number of very high radiation area occurrences during the previous quarter 

9 * The number of unintended exposure occurrences during the previous quarter 

10 
11 Calculation 

12 The indicator is determined by summing the reported number of occurrences for each of the three 

13 data elements during the previous 4 quarters.  
14 
15 Definition of Terms 

16 Technical Specification High Radiation Area (> 1 rem per hour) Occurrence - A 

17 nonconformance (or concurrent' nonconformances) with technical specifications8 or comparable 

18 requirements in 10 CFR 209 applicable to technical specification high radiation areas (>1 rem per 

19 hour) that results in the loss of radiological control over access or work activities within the 

20 respective high-radiation area (>1 rem per hour). For high radiation areas (>1 rem per hour), this 

21 PI does not include nonconformance with licensee-initiated controls that are beyond what is 

22 required by technical specifications and the comparable provisions in 10 CFR Part 20.  

23 
24 Technical Specification high radiation areas, commonly referred to as locked high radiation areas, 

25 includes any area, accessible to individuals, in which radiation levels from radiation sources 

26 external to the body are in excess of 1 rem (10 mSv) per 1 hour at 30 centimeters from the 

27 radiation source or 30 centimeters from any surface that the radiation penetrates, and excludes 

28 very high radiation areas. Technical specification high radiation areas, in which radiation levels 

29 from radiation sources external to the body are less than or equal to 1 rem (10 mSv) per 1 hour at 

30 30 centimeters from the radiation source or 30 centimeters from any surface that the radiation 

31 penetrates, are excluded from this performance indicator.  
32 
33 * "Radiological control over access to technical specification high radiation areas" refers to 

34 measures that provide assurance that inadvertent entry into the technical specification high 

35 radiation areas by unauthorized personnel will be prevented.  

36 * "Radiological control over work activities" refers to measures that provide assurance that 

37 dose to workers performing tasks in the area is monitored and controlled.  

38 
39 Examples of occurrences that would be counted against this indicator include: 

40 * Failure to post an area as required by technical specifications, 

"7 "Concurrent" means that the nonconformances occur as a result of the same cause and in a common timeframe.  

S Or comparable provisions in licensee procedures if the technical specifications do not include provisions for high 

radiation areas.  
9 Includes 10 CFR 20, §20.1601(a), (b), (c), and (d) and §20.1902(b).
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1 • Failure to sea'& an area against unauthorized access, 

2 a Failure to provide a means of personnel dose monitoring or control required by technical 

3 specifications, 
4 • Failure to maintain administrative control over a key to a barrier lock as required by technical 

5 specifications, or 
6 • An occurrence involving unauthorized or unmonitored entry into an area.  

7 
8 Examples of occurrences that are not counted include the following: 

9 * Situations involving areas in which dose rates are less than or equal to 1 rem per hour, 

10 9 Occurrences associated with isolated equipment failures. This might include, for example, 

11 discovery of a burnt-out light, where flashing lights are used as a technical specification 

12 control for access, or a failure of a lock, hinge, or mounting bolts, when a barrier is checked 

13 or tested. 1 0 

14 
15 Very High Radiation Area Occurrence - A nonconformance (or concurrent nonconformances) 

16 with 10 CFR 20 and licensee procedural requirements that results in the loss of radiological 

17 control over access to or work activities within a very high radiation area. "Very high radiation 

18 area" is defined as any area accessible to individuals, in which radiation levels from radiation 

19 sources external to the body could result in an individual receiving an absorbed dose in excess of 

20 500 rads (5 grays) in 1 hour at 1 meter from a radiation source or 1 meter from any surface that 

21 the radiation penetrates 
22 
23 * "Radiological control over access to very high radiation areas" refers to measures to ensure 

24 that an individual is not able to gain unauthorized or inadvertent access to very high radiation 

25 areas.  
26 * "Radiological control over work activities" refers to measures that provide assurance that 

27 dose to workers performing tasks in the area is monitored and controlled.  
28 
29 Unintended Exposure Occurrence - A single occurrence of degradation or failure of one or more 

30 radiation safety barriers that results in unintended occupational exposure(s), as defined below.  

31 
32 Following are examples of an occurrence of degradation or failure of a radiation safety barrier 

33 included within this indicator: 
34 
35 * failure to identify and post a radiological area 

36 • failure to implement required physical controls over access to a radiological area 

37 e failure to survey and identify radiological conditions 

38 9 failure to train or instruct workers on radiological conditions and radiological work controls 

39 * failure to implement radiological work controls (e.g., as part of a radiation work permit) 

40 
41 An occurrence of the degradation or failure of one or more radiation safety barriers is only 

42 counted under this indicator if the occurrence resulted in unintended occupational exposure(s) 

43 equal to or exceeding any of the dose criteria specified in the table below. The dose criteria were 

"10 Presuming that the equipment is subject to a routine inspection or preventative maintenance 

program, that the occurrence was indeed isolated, and that the causal condition was corrected 
promptly upon identification.
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1 selected to serve as "screening criteria," only for the purpose of determining whether an 

2 occurrence of de/grdation or failure of a radiation safety barrier should be counted under this 

3 indicator. The dose criteria should not be taken to represent levels of dose that are "risk

4 significant." In fact, the dose criteria selected for screening purposes in this indicator are 

5 generally at or below dose levels that are required by regulation to be monitored or to be routinely 

6 reported to the NRC as occupational dose records.  
7 
8 Table: Dose Values Used as Screening Criteria to Identify an Unintended Exposure 

9 Occurrence in the Occupational Exposure Control Effectiveness PI 

10 

2% of the stochastic limit in 10 CFR 20.1201 on total effective dose equivalent. The 2% value is 

0.1 rem.  

10 % of the non-stochastic limits in 10 CFR 20.120 1. The 10% values are as follows:

100% of the limit on shallow-dose equivalent from a discrete radioactive particle. The current 
value is 5 0 rem.l" 

11 

12 "Unintended exposure" refers to exposure that results in dose in excess of the administrative 

13 guideline(s) set by a licensee as part of their radiological controls for access or entry into a 

14 radiological area. Administrative dose guidelines may be established 

15 
16 9 within radiation work permits, procedures, or other documents, 

17 e via the use of alarm setpoints for personnel dose monitoring devices, or 

18 * by other means, as specified by the licensee.  
19 
20 It is incumbent upon the licensee to specify the method(s) being used to administratively control 

21 dose. An administrative dose guideline set by the licensee is not a regulatory limit and does not, in 

22 itself, constitute a regulatory requirement. A revision to an administrative dose guideline(s) during 

23 job performance is acceptable (with regard to this PI) if conducted in accordance with plant 

24 procedures or programs.  

"H The NRC is currently proceeding with rulemaking that may result in a change to the limit on shallow-dose 

equivalent from a discrete radioactive particle. At the time a final rule is issued, the performance indicator value 

will be revised as needed.
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5 rem the sum of the deep-dose equivalent and the committed dose equivalent to 
any individual organ or tissue 

1.5 rem the lens dose equivalent to the lens of the eye 

5 rem the shallow-dose equivalent to the skin or any extremity, other than dose 

received from a discrete radioactive particle 

20% of the limits in 10 CFR 20.1207 and 20.1208 on dose to minors and declared pregnant 

women. The 20% value is 0.1 rem.
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2 If a specific type of exposure was not anticipated or specifically included as part of job planning or 
3 controls, the fuill amount of the dose resulting from that type of exposure should be considered as 
4 "unintended" in making a comparison with the respective criteria in the PI. For example, this 
5 might include Committed Effective Dose Equivalent (CEDE), Committed Dose Equivalent 
6 (CDE), or Shallow Dose Equivalent (SDE).  
7 
8 
9 Clarifying Notes 

10 An occurrence (or concurrent occurrences) that potentially meet the definition of more than one 
11 element of the performance indicator will only be counted once. In other words, an occurrence 
12 (or concurrent occurrences) will not be double-counted (or triple-counted) against the 
13 performance indicator. If two or more individuals are exposed in a single occurrence, the 
14 occurrence is only counted once.  
15 
16 Radiography work conducted at a plant under another licensee's 10 CFR Part 34 license is 
17 generally outside the scope of this PI. However, if a Part 50 licensee opts to establish additional 
18 radiological controls under its own program consistent with technical specifications or comparable 
19 provisions in 10 CFR Part 20, then a non-conformance with such additional controls or 
20 unintended dose resulting from the non-conformance shall be evaluated under the criteria in the 
21 PI.  
22 
23
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1 Data Example

Occupational Exposure Control Effectiveness 
Quarter3Q/95 I4Q/95 tQ1S 2QI96 I 3Q96 I4Q96 1Qi97 2Q197 3Q/97 4Q/97 iQI98 2Q098 3Q198 4Q/98 Prey. Qrtr 

Quarter3Q91Q9 Q9I2Q9 3Q9 4/9 1Q9 2/7 

Number of technical specification high radiation 

occurrences during the quarter 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 

Number of very high radiation area occurrences 
during the quarter 0 ,0 ,0 0 0 0 1 I0 1 0 0 0 0 0 0 

Number of unintended exposure occurrences$ 

during the quarter 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 

Reporting Quarter 2Q/96 I 3Q/96 4Q/96 1Q197 I 2Q/97 3Q/97 4Q/97 1Q/98 2Q/98 3Q/98 4Q/98 Prev. Q 

Total # of occurrences in the previous 4 qtrs 4 3 3 1 1 2 2 1 1 0 1 1

Occupational Exposure Control
2Q/98

1 
2 

3 

4 

5 

6 

# Occurrences 
in 4 qtrs 

8

9 

10 -

11 

12-

3Q/98 Quarter 40/98

13 4.ý'
14

2 
3
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1 2.6 PUBLICRADIATION SAFETY CORNERSTONE

2 

3 

4 
5 
6 

7 
8 

9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

20 
21 
22 
23 

24 
25 
26 
27 

28 
29 
30 
31

No 
(1) 

(2) 
(3)

te: 
Values are derived from the Radiological Effluent Technical Specifications (RETS) or similar 
reporting provisions in the Offsite Dose Calculation Manual (ODCM), if applicable RETS 
have been moved to the ODCM in accordance with Generic Letter 89-01.  
The dose values are applied on a per reactor unit basis in accordance with the RETS/ODCM.  
For multiple unit sites, allocation of dose on a per reactor unit basis from releases made via 
common discharge points is to be calculated in accordance with the methodology specified in 
the ODCM.

Data Reporting Elements

Number of RETS/ODCM Radiological Effluent Occurrences each quarter involving assessed dose 
in excess of the indicator effluent values.  

Calculation 

Number of RETS/ODCM Radiological Effluent Occurrences per site in the previous four 
quarters.  

Definition of Terms 

A RETS/ODCM Radiological Effluent Occurrence is defined as a release that exceeds any or all 
of the five identified values outlined in the above table. These are the whole body and organ dose 
values for liquid effluents and the gamma dose, beta dose, and organ dose values for gaseous 
effluents.

103

RETS/ODCM RADIOLOGICAL EFFLUENT OCCURRENCE 

Purpose 

To assess the performance of the radiological effluent control program.  

Indicator Definition 

Radiological effluent release occurrences per site that exceed the values listed below: 

Radiological effluent releases in excess of the following values: 
Liquid Effluents Whole Body 1.5 mrem/qtr 

Organ 5 mrem/qtr 

Gaseous Effluents Gamma Dose 5 mrads/qtr 
Beta Dose 10 mrads/qtr 
Organ Doses from 7.5 mrems/qtr 
1-13 1, 1-133, H-3 
& Particulates
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2 Clarifyin• Not--:-

3 The following conditions do not count against the RETS/ODCM Radiological Effluent 

4 Occurrence: 
5 
6 0 Liquid or gaseous monitor operability issues 

7 
8 0 Liquid or gaseous releases in excess of RETS/ODCM concentration or instantaneous 

9 dose-rate values 
10 
11 * Liquid or gaseous releases without treatment but that do not exceed values in the table 

12 
13 Not all effluent sample (e.g., composite sample analysis) results are required to be finalized at the 

14 time of submitting the quarterly PI reports. Therefore, the reports should be based upon the best

15 available data. If subsequently available data indicates that the number of occurrences for this PI is 

16 different than that reported, then the report should be revised, along with an explanation regarding 

17 the basis for the revision.  
18 
19 
20 
21
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Data Example 

RESTS/ODCM Radiolouical Effluent Indicator 

Quarter 3Q/97 4Q/97 1Q/98 2Q198 3Q098 4Q/98 Prev. Q 

Number of RETSIODCM occurrences in the qtr 1 0 0 1 0 0 1 

] I I I I I 2Q/98 3Q/98 4Q/98 Prey. Q 

Number of RETSIODCM occurrences in the previous 4 qtrs I I 1 2 1 1 2 I'

2
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1 2.7 PHYSICAL PROTECTION CORNERSTONE 

2 Performance indicators for this cornerstone were selected to provide baseline and trend 
3 information needed to evaluate each licensee's physical protection and access authorization 
4 systems. The regulatory purpose is to provide high assurance that these systems will function to 
5 protect against the design basis threat of radiological sabotage as defined in 10 CFR Part 73. As a 
6 surrogate to any engineered physical security protection system, posted security officers provide 
7 compensation when a portion of the system is unavailable to perform its intended function. The 
8 performance indicator value is not an indication that the protection afforded by the plant's 
9 physical security organization is less than required by the regulatory requirements.  

10 
11 An effective access authorization (AA) system minimizes the potential for an internal threat.  
12 Basic elements of this program are the personnel screening program, the fitness-for-duty (FFD) 
13 program and the continual behavior observation program (referred to as CBOP). When there has 
14 been a programmatic failure or significant degradation in the AA system, the licensee is required 
15 to take corrective action and report the event to the regulator. These reportable events are the 
16 basis for the performance indicators (PI) that are used to monitor program effectiveness.  
17 
18 There is one performance indicator for the physical protection system, and two indicators for 
19 access authorization. The performance indicators are assessed against established thresholds 
20 using the data and methodology as established in this guideline. The NRC baseline inspections 
21 will validate and verify the testing requirements for each system to assure performance standards 
22 and testing periodicity are appropriate to provide valid data.  
23 
24 Performance Indicators: 
25 The three physical protection performance indicators are: 
26 1. Protected Area Security Equipment Performance Index, 
27 2. Personnel Screening Program Performance, and 
28 3. Fitness-for-Duty (FFD)/Personnel Reliability Program Performance.  
29 
30 The first indicator serves as a measure of a plant's ability to maintain equipment-to be available 
31 to perform its intended function. When compensatory measures are employed because a segment 
32 of equipment is unavailable-not adequately performing its intended function, there is no security 
33 vulnerability but there is an indication that something needs to be fixed. The PI provides trend 
34 indications for evaluation of the effectiveness of the maintenance process, and also provides a 

35 method of monitoring equipment degradation as a result of aging that might adversely impact 
36 reliability. Maintenance considerations for protected area and vital area portals are appropriately 
37 and sufficiently covered by the inspection program.  
38 
39 The remaining two indicators measure significant programmatic deficiencies in the access and 
40 trustworthiness programs. These programs verify that persons granted unescorted access to the 
41 protected area have satisfactorily completed personal screening and, as a result, are considered to 

42 be trustworthy and reliable. Each indicator is based on the number of reportable events, required 

43 by regulation, that reveal significant problems in the management and operation of the licensee's 

44 access authorization or fitness-for-duty programs.  
45
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1 PROTECTED AREA (PA) SECURITY EQUIPMENT PERFORMANCE INDEX 

2 Purpose: 

3 Operability of the PA security system is necessary to detect and assess safeguards events and to 

4 provide the first line of the defense-in-depth physical protection of the plant perimeter. In the 

5 event of an attempted encroachment, the intrusion detection system identifies the existence of the 

6 threat, the barriers provide a delay to the person(s) posing the threat and the alarm assessment 

7 system is used to determine the magnitude of the threat. The PI is used to monitor the 

8 unavailability of PA intrusion detection systems and alarm assessment systems to perform their 

9 intended function.  
10 
11 Indicator Definition: 

12 PA Security equipment performance is measured by an index that compares the amount of the 

13 time CCTVs and IDS are unavailable, as measured by compensatory hours, to the total hours in 

14 the period. A normalization factor is used to take into account site variability in the size and 

15 complexity of the systems.  
16 
17 Data Reporting Elements: 

18 Report the following site data for the previous quarter for each unit: 

19 
20 * Compensatory hours, CCTVs: The hours (expressed to the nearest tenth of an hour) 

21 expended in posting a security officer as required compensation for camera(s) unavailability 

22 because of degradation or defects.  

23 9 Compensatory hours, IDS: The hours (expressed to the nearest tenth of an hour) expended in 

24 posting a security officer as required compensation for IDS unavailability because of 

25 degradation or defects.  

26 * CCTV Normalization factor: The number of CCTVs divided by 30. If there are 30 or fewer 

27 CCTVs, a normalization factor of I should be used.  
28 
29 * IDS Normalization factor: The number of physical security zones divided by 20. If there are 

30 20 or fewer zones, a normalization factor of 1 should be used.  

31
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1 Calculation 
2 
3 The performance indicator is calculated using values reported for the previous four quarters. The 

4 calculation involves averaging the results of the following two equations.  
5 

6 IDS Unavailability Index = IDS Compensatory hours in the previous 4 quarters 

IDS Normalization Factor x 8760 hrs 

7 

8 CCTV Unavailability Index =CCTV Compensatory hours in the previous 4 quarters 

CCTV Normalization Factor x 8760 hrs 

9 

10 Indicator Value =IDS Unavilabi lity Index + CCTV Unavailability Index 

2 

11 
12 Definition of Terms 

13 Intrusion detection system (IDS) - E-fields, microwave fields, etc.  

14 CCTV- The closed circuit television cameras that support the IDS.  

15 Normalization factors - Two factors are used to compensate for larger than nominal size sites.  

16 - IDS Normalization Factor: Using a nominal number of physical security zones across the 

17 industry, the normalization factor for IDS is twenty. If a site has twenty or fewer intrusion 

18 detection zones, the normalization factor will be 1. If a site has more zones than 20, the 

19 factor is the total number of site zones divided by 20 (e.g., 50 + 20 = 2.5).  

20 - CCTV Normalization Factor: Using a nominal number of perimeter cameras across the 

21 industry, the normalization factor for cameras is 30. If a site has thirty or fewer perimeter 

22 cameras, the normalization factor is 1. If a site has more than 30 perimeter cameras, the 

23 factor is the total number of perimeter cameras divided by 30 (e.g., 50 + 30 = 1.7).  

24 Note: The normalization factors are general approximations and may be modified as 

25 experience in the pilot program dictates.  

26 
27 Compensatory measures: Measures used to meet physical security requirements pending the 

28 return of equipment to service. Protected Area protection is not diminished by the use of 

29 compensatory measures for equipment unavailability.  
30 
31 Compensatory man-hours: The man-hours (expressed to the nearest tenth of an hour) that 

32 compensatory measures are in place (posted) to address a degradation in the IDS and CCTV 

33 systems. When a portion of the system becomes unavailable-incapable of performing its 

34 intended function-and requires posting of compensatory measures, the compensatory man-hour 

35 clock is started. The period of time ends when the cause of the degraded state has been repaired, 

36 tested, and system declared operable.  
37 
38 If a zone is posted for a degraded IDS and a CCTV camera goes out in the same posted area, the 

39 hours for the posting of the IDS will not be double counted. However, if the IDS problem is
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1 corrected and no longer requires compensatory posting but the camera requires posting, the hours 
2 will start to counLfor the CCTV category.  
3 
4 Equipment unavailability: When the system has been posted because of a degraded condition 
5 (unavailability), the compensatory hours are counted in the PI calculation. If the degradation is 
6 caused by environmental conditions, preventive maintenance or scheduled system upgrade, the 
7 compensatory hours are not counted in the PI calculation. However, if the equipment is degraded 
8 after preventive maintenance or periodic testing, compensatory posting would be required and the 
9 compensatory hours would count. Compensatory hours stop being counted when the equipment 

10 deficiency has been corrected, equipment tested and declared back in service.  
11 
12 Clarifying Notes 

13 Compensatory posting: 

14 * The posting for this PI is only for the protected area perimeter, not vital area doors or other 
15 places such posting may be required.  

16 9 Postings for IDS segments for false alarms in excess of security program limits would be 

17 counted in the PI. In the absence of a false alarm limit in the security program, qualified 
18 individuals can disposition the condition and determine whether compensatory posting is 
19 required.  

20 Some postings are the result of non-equipment failures, which may be the result of 

21 test/maintenance conditions. For example, in a situation where a part of the IDS is taken out

22 of-service to check a condition for false alarms not in excess of security program false alarm 

23 limits, no compensatory hours would be counted. If the equipment is determined to have 

24 malfunctioned, it is not operable and maintenance/repair is required, the hours would count.  
25 

26 * Compensatory hours expended to address simultaneous equipment problems (IDS & CCTV) 
27 are counted beginning with the initial piece of equipment that required compensatory hours.  
28 When this first piece of equipment is returned to service and no longer requires compensatory 

29 measures, the second covered piece of equipment carries the hours. If one IDS zone is 

30 required to be covered by more than one compensatory post, tne total man-hours of 

31 compensatory action are to be counted. If multiple IDS zones are covered by one 

32 compensatory post, the man-hours are only counted once.  

33 IDS equipment issues that do not require compensatory hours would not be counted 

34 * Compensatory man hours for a failed Pan-Tilt-Zoom (PTZ) camera count for the PI only if 

35 the PTZ is either being used as a CCTV or is substituting for a failed CCTV.  

36 * The PI metric is based on expended compensatory hours and starts when the IDS or CCTV is 

37 actually posted. There are no "fault exposure hours" or other consideration beyond the actual 

38 physical compensatory posting. Also, this indicator only uses compensatory man-hours to 
39 provide an indication of CCTV or IDS unavailability. If a PTZ camera or other non-personnel 

40 (no expended portion of a compensatory man-hour) item is used as the compensatory 
41 measure, it is not counted for this PI.
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1 o In a situation.wahere security persons are already in place at continuously manned remote 
2 location security booths around the perimeter of the site and there is a need to provide 
3 compensatory coverage for the loss of IDS equipment, security persons already in these 
4 booths can fulfill this function. If they are used to perform the compensatory function, the 
5 hours are included in the PI. The man hours for all persons required to provide compensation 
6 are counted. If more persons are assigned than required, only the required compensatory man 
7 hours would be counted.  

8 o Compensatory hours for this PI cover hours expended in posting a security officer as required 
9 as compensation for IDS and/or CCTV unavailability because of a degradation or defect. If 

10 other problems (e.g., security computer or multiplexer) result in compensatory postings 
11 because the IDS/CCTV is no longer capable of performing its intended safeguards function, 
12 the hours would count. Equipment malfunctions that do not require compensatory posting 
13 are not included in this PI.  

14 * If an ancillary system is needed to support proper operability of IDS or CCTV and it fails, and 
15 the supported system does not operate as intended, the hours would count. For example, a 
16 CCTV camera requires sufficient lighting to perform its function so that such a lighting failure 
17 would result in compensatory hours counted for this PI.  
18 
19 Data reporting: For this performance indicator, rounding may be performed as desired provided it 
20 is consistent and the reporting hours are expressed to the nearest tenth of an hour. Information 
21 supporting performance indicators is reported on a per unit basis. For performance indicators that 
22 reflect site conditions (IDS or CCTV), this requires that the information be repeated for each unit 
23 on the site. The criterion for data reporting is from the time the failure or deficiency is identified 
24 to the time it is placed back in service.  
25 
26 Degradation: Required system/equipment/component is no longer available/capable of 
27 performing its intended safeguards function-manufacturer's equipment design capability and/or 
28 as covered in the PSP.  
29 
30 Extreme environmental conditions: 
31 Compensatory hours do not count for extreme environmental conditions beyond the design 
32 specifications of the system, including severe storms, heavy fog, heavy snowfall, and sun glare 
33 that renders the IDS or CCTV temporarily inoperable. If after the environmental condition 
34 clears, the zone remains unavailable, despite reasonable recovery efforts, the compensatory hours 
35 would not begin to be counted until technically feasible corrective action could be completed.  
36 For example, a hurricane decimates a portion of the perimeter IDS and certain necessary 
37 components have to be obtained from the factory. Any restoration delay would be independent of 
38 the licensee's maintenance capability and therefore would not be counted in the indicator.  
39 
40 Other naturally occurring conditions that are beyond the control of the licensee, such as damage 
41 or nuisance alarms from animals are not counted.  
42 
43 Independent Spent Fuel Storage Installations (ISFSIs) This indicator does not include protective 
44 measures associated with such installations.  
45
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1 Intended function: The ability of a component to detect the presence of an individual or display 

2 an image as inte•4d by manufacturer's equipment design capability and/or as covered in the PSP.  
3 
4 Operational support: E-fields or equivalent that are taken out of service to support plant 
5 operations and are not equipment failures but are compensatorily posted do not count for this PI.  
6 
7 Scheduled equipment upgrade: 
8 * In the situation where system degradation results in a condition that cannot be corrected under 

9 the normal maintenance program (e.g., engineering evaluation specifies the need for a 

10 system/component- modification or upgrade), and the system requires compensatory posting, 
11 the compensatory hours stop being counted toward the PI for those conditions addressed 

12 within the scope of the modification after such an evaluation has been made and the station 

13 has formally initiated a commitment in writing with descriptive information about the upgrade 

14 plan including scope of the project, anticipated schedule, and expected expenditures. This 

15 formally initiated upgrade is the result of established work practices to design fund, procure, 

16 install and test the project. A note should be made in the comment section of the PI submittal 

17 that the compensatory hours are being excluded under this provision. Compensatory hour 

18 counting resumes when the upgrade is complete and operating as intended as determined by 

19 site requirements for sign-off Reasonableness should be applied with respect to a justifiable 

20 length of time the compensatory hours are excluded from the PI.  
21 
22 For the case where there are a few particularly troubling zones that result in formal initiation 

23 of an entire system upgrade for all zones, counting compensatory hours would stop only for 

24 zones out of service for the upgrade. However, if subsequent failures would have been 

25 prevented by the planned upgrade those would also be excluded from the count. This 

26 exclusion applies regardless of whether the failures are in a zone that precipitated the upgrade 

27 action or not, as long as they are in a zone that will be affected by the upgrade, and the 

28 upgrade would have prevented the failure.  
29 
30 Preventive maintenance: 
31 * Scheduled preventive maintenance (PM) on system/equipment/component to include 

32 probability and/or operability testing. Includes activities necessary to keep the system at the 

33 required functional level. Planned plant support activities are considered PM.  

34 * If during preventive maintenance or testing, a camera does not function correctly, and can be 

35 compensated for by means other than posting an officer, no compensatory man-hours are 
36 counted.  
37 G-Predictive maintenance is treated as preventive maintenance. Since the equipment has not failed 

38 and remains capable of performing its intended security function, any maintenance performed 

39 in advance of its actual failure is preventive. It is not the intent to create a disincentive to 

40 performing maintenance to ensure the security systems perform at their peak reliability and 

41 capability.  
42 
43 Scheduled system upgrade: Activity to improve, upgrade or enhance system performance, as 

44 appropriate, in order to be more effective in its reliability or capability.  

12 A modification to prevent the circumvention of the IDS (or CCTV) (such as the installation of a razor wire 

barrier) would fall under these provisions because the modification would be acting as an ancillary system of the 
IDS.(FAQ 279)
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Data Example 

Protected Area Security Equipment Performance Indicator

Quarter 2Q/97 3Q/97 4Q/97 I Q/98 2Q/98 3Q/98 4Q/98 Prev. Q 

IDS Compensatory Hours in the qtr 36 48 96 126 65 45 60 55 

CCTV Compensatory Hours in the qtr 24 36 100 100 48 56 53 '31 
IDS Compensatory Hrs in previous 4 qtrs 306 335 332 296 225 
CCTV Compensatory Hrs in the previous 4 qtrs 260 284 304 257 188 

IDS Normalization Factor 1.05 1.05 1.05 1.05 1.1 1.1 1.1 1.1 

CCTV normalization Factor 1.2 1.2 1.2 1.2 1.3 1.3 1.3 1.3 

IDS Unavailability Index 0.033268 0.034765 0.034454 0.030718 0.02335 

CCTV Unavailability Index 0.024734 0.024939 0.026695 0.022568 0.016509 
2Q/98 3QI98 4Q/98 Prev. Q 

Indicator Value 0.03 0.03 0.03 0.03 0.02

2
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PA Security Equipment Indicator 

2Q/98 3Q/98 Quarter 4Q/98 Prev. Q 

0.00 

GREEN 

0.05-

0.10 WHITE 

0.15 
Note: No Yellow or Red Threshold 
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1 [PERSONNEL SCt-NING PROGRAM PERFORMANCE 

2 Purpose: 

3 The screeing program performance indicator is used to verify that the unescorted access 

4 authorization program has been implemented pursuant to 10 CFR §§ 73.56 & 73.57 to evaluate 

5 trustworthiness of personnel prior to granting unescorted access to the protected area. The 

6 screening program includes psychological evaluation, an FBI criminal history check, a background 

7 check and reference check. The program should be able to verify that persons granted unescorted 

8 access to the protected area have satisfactorily completed personal screening and, as a result, are 

9 considered to be trustworthy and reliable.  
10 
11 Indicator Definition 

12 The number of reportable failures to properly implement the regulatory requirements.  

13 
14 Data Reportin2 Elements 

15 The number of failures to implement requirement(s) of 10 CFR Part 73.56 and 73.57 that were 

16 reportable during the previous quarter under 10 CFR Part 73 Appendix G.  

17 
18 Calculation: 

19 The indicator is a summation of the values reported for the previous four quarters.  

20 
21 Definition of Terms: 

22 Reportable event: - a failure in the licensee's program that requires prompt regulatory 

23 notification. This is in contrast to a loggable event, which is not considered significant.  

24 
25 Clarifying Notes: 

26 The only reportable event is that defined in the PI - "a failure in the licensee's program that 

27 requires prompt regulatory notification." If you are not required to make a one-hour report 

28 concerning a significant failure to meet regulation it is not included for PI purposes. This indicator 

29 provides a measure of the effectiveness of programmatic efforts to implement regulatory 

30 requirements outlined in 10 CFR §§ 73.56 and 73.57 only and does not apply to the rest of Part 

31 73. It does not include any reportable events that result from the program operating as intended.  

32 For example, if a background investigation reveals a significant event concerning a contract 

33 worker but unescorted access had not been granted and proper action was taken, this does not 

34 count as a data reporting element. It is not a failure to implement the requirements because the 

35 program functioned as implemented in compliance with the requirements.  

36 
37 Where a programmatic failure affected multiple sites, the instance is reported for each affected 

38 unit at each affected site.  
39 
40 The criterion for reporting of performance indicators is based on the time the failure or deficiency 

41 is identified.
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Data Examples 

Personnel Screening Program Indicator

Quarter 2Q/97 3QW97 4Q/97 1Q/98 2Q/98 3Q/98 4Q/98 Prey. Q 
10 CFR §73.56 One Hr Reports 0 1 3 0 1 1 0 0 
Reportable Events in previous 4 ctrs 2Q/98 3Q/98 4Q/98 Prev. Q 

5 5 2 2 

Thresholds 
Green _<2 
White >2 
Yellow >5

GREEN

WHITE

3Q198 Quarter 4Q/98

Personnel Screening Program Performance
20J98 

0

1 

2 

3 

# Reportable Events 4

5 

6

7-
Note: No Red Thresholdj

2 
3
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I FITNESS-FOR-DUTY (FFD)IPERSONNEL RELIABILITY PROGRAM PERFORMANCE 

2 Purpose: 

3 The fitness-for-duty/personnel reliability program performance indicator is used to assess the 

4 implemented program for reasonable assurance that personnel are in compliance with associated 

5 requirements, 10 CFR Part 26 and § 73.56, to include: suitable inquiry, testing for substance 

6 abuse and behavior observation. This trustworthiness and reliability program is designed to 

7 minimize the potential for a person's performance or behavior to adversely affect his or her ability 

8 to safely and competently perform required duties.  
9 

10 Indicator Definition 

11 The number of reportable failures to properly implement the requirements of 10 CFR Part 26 and 

12 10 CFR 73.56.  
13 
14 Data Reporting Elements: 

15 The number of failures to implement fitness-for-duty and behavior observation requirements, 
16 reportable during the previous quarter.  
17 
18 Calculation: 

19 The indicator is a summation of the values reported for the previous four quarters.  

20 
21 Definition of Terms: 

22 Reportable event: a failure in the licensee's program that requires prompt regulatory notification.  

23 This is in contrast to a loggable event, which is not considered significant.  
24 
25 Clarifyin2 Notes: 

26 This indicator provides a measure of the effectiveness of programmatic efforts to implement 

27 regulatory requirements outlined in 10 CFR Part 26 and Part 73.56 and does not include any 

28 reportable events that result from the program operating as intended. For example, if a contract 

29 supervisor is selected for a random drug test, tests positive, and proper action is taken, this does 

30 not count as a data reporting element. It is not a failure to implement the requirements because 

31 the program functioned as implemented in compliance with the requirements of 10 CFR Part 26.  

32 
33 Only reports of significant programmatic failures of the implemented regulatory requirements are 

34 included in the PIs for access authorization or fitness-for-duty.  
35 
36 Where a programmatic failure affected multiple sites, the instance is reported for each affected 

37 unit at each affected site.  
38 
39 The criterion for reporting of performance indicators is based on the time the failure or deficiency 

40 is identified.  
41
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I Data Exampile 

FFD/Personnel Reliability

Quarter 2Q197 3Q/97 4Q/97 1Q/98 2Q/98 3Q198 4Q/98 Prev. Q 
10 CFR Part 26 Prompt Reports 0 1 1 0 0 1 090 0 

ý2QI98 3Q/98 4Q/98 Prev, 0

R~nortable Events in Iorevious 4 atrs

Thresholds
Green _ _2 

White >2 
Yellow >5 
Red N/A

1 2 1 2 1 1 1 I'

2

119

FFD/Personnel Reliability Program 

2Q/98 3Q198 Quarter 4Q/98 Prev. 0 

0

I GREEN 

3 WHITE 

# Reportable 4 

Events 4 

5 

6 YELLOW 

7 Note: No Red 

8 --------

Reportable Events in previous 4 atrs fl,

A

I
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APPENDIX A 

Acronyms & Abbreviations2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46

A-i

I

AA 
AC 
AFW 
ALARA 
ANS 
BWR 
CBOP 
CFR 
CCTV 
DC 
DE & AEs 
EAL 
EDG 
EOF 
EFW 
ERO 
ESF 
FBI 
FEMA 
FFD 
FSAR 
FWCI 
IDS 
ISFSI 
"HPCI 
HPCS 
HPSI 
HVAC 
LER 
LPCI 
LPSI 
LOCA 
MSIV 
N/A 
NEI 
NRC 
ODCM 
OSC 
PA 
PARs 
PI 
PRA

Access Authorization 
Alternating (Electrical) Current 
Auxiliary Feedwater System 
As Low As Reasonably Achievable 
Alert & Notification System 
Boiling Water Reactor 
Behavior Observation Program 
Code of Federal Regulations 
Closed Circuit Television 
Direct (Electrical) Current 
Drills, Exercises and Actual Events 
Emergency Action Levels 
Emergency Diesel Generator 
Emergency Operations Facility 
Emergency Feedwater 
Emergency Response Organization 
Engineered Safety Features 
Federal Bureau of Investigations 
Federal Emergency Management Agency 
Fitness for Duty 
Final Safety Analysis Report 
Feedwater Coolant Injection 
Intrusion Detection System 
Independent Spent Fuel Storage Installation 
High Pressure Coolant Injection 
High Pressure Core Spray 
High Pressure Safety Injection 
Heating, Ventilation and Air Conditioning 
Licensee event Report 
Low Pressure Coolant Injection 
Low Pressure Safety Injection 
Loss of Coolant Accident 
Main Steam Isolation Valve 
Not Applicable 
Nuclear Energy Institute 
Nuclear Regulatory Commission 
Offsite Dose Calculation Manual 
Operations Support Center 
Protected Area 
Protective Action Recommendations 
Performance Indicator 
Probabilistic Risk Analysis
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PORV Power Operated Relief Valve 
PWR - - Pressurized Water Reactor 

RETS Radiological Effluent Technical Specifications 

RCIC Reactor Core Isolation Cooling 
RCS Reactor Coolant System 
RHR Residual Heat Removal 
SSFF Safety System Functional Failure 
SSU Safety System Unavailability 
TSC Technical Support Center

A-2
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I APPENDIX B 

2 STRUCTURE AND FORMAT OF NRC PERFORMANCE INDICATOR DATA FILES 

3 Performance indicator data files submitted to the NRC as part of the Regulatory Oversight Process 

4 should conform to structure and format identified below. The NEI performance indicator Website 

5 (PIWeb) automatically produces files with structure and format outlined below.  
6 
7 File Naming Convention 

8 Each NRC PI data file should be named according to the following convention. The name should contain 

9 the unit docket number, underscore, the date and time of creation and (if a change file) a "C" to indicate 

10 that the file is a change report. A file extension of .txt is used to indicate a text file.  
11 
12 Example: 05000399_20000103151710.txt 
13 
14 In the above example, the report file is for a plant with a docket number of 05000399 and the file was 

15 created on January 3, 2000 at 10 seconds after 3:17 p.m. The absence of a C at the end of the file name 

16 indicates that the file is a quarterly data report.  
17 
18 General Structure 

19 Each line of the report begins with a left bracket (e.g., "[") and ends with a right bracket (e.g., "]").  

20 Individual items of information on a line (elements) are separated by a vertical "pipe" (e.g., "I").  
21 
22 Each file begins with [BOF] as the first line and [EOF] as the last line. These indicate the beginning and 

23 end of the data file. The file may also contain one or more "buffer" lines at the end of the file to minimize 

24 the potential for file corruption. The second line of the file contains the unit docket number and the date 

25 and time of file creation (e.g., [0500039911/2/2000 14:20:32]). Performance indicator information is 

26 contained beginning with line 3 through the next to last line (last line is [EOF]). The information 

27 contained on each line of performance indicator information consists of the performance indicator ID, 
28 applicable quarter/year (month/year for Barrier Integrity indicators), comments, and each performance 

29 indicator data element. Table B-I provides a description of the data elements and order for each line of 

30 performance indicator data in a report file.  
31 
32 Example: 
33 [IE0113Ql998IComments here1212400] 
34 
35 In the above example, the line contains performance indicator data for Unplanned Ser-amReactor 

36 Shutdowns per 7000 Critical Hours (IE01), during the 3rd quarter of 1998. The applicable comment text 

37 is "Comments here". The data elements identify that (see Table B-i) there were 2 unplanned reactor 

38 autematic and manual scr.af.swhile•shutdowns while critical and there were 2400 hours of critical 

39 operation during the quarter.  
40
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TABLE B-1 - PI DATA ELEMENTS IN NRC DATA REPORT

2
Performance Indicator 

General Comment

Unplanned Sesams-Reactor Shutdowns 
per 7,000 Critical Hours 

Sei-amUnplanned Reactor Shutdowns, 
with Loss of Normal Heat Removal.. -

Data Description 
Element 
Number

1 Performance Indicator Flag (i.e., GEN) 

2 Report quarter and year (e.g., IQ2000) 

3 Comment text

1 
2

Performance Indicator Flag (i.e., IEO 1) 
Quarter and year (e.g., 1Q2000)

3 Comment text 

4 Number of unplanned automatic and manual scramsreactor 

shutdowns while critical in the reporting quarter 

5 Number of hours of critical operation in the reporting quarter

1 Performance Indicator Flag (i.e., IE02) 
Quarter and year (e.g., 1Q2000)

3 Comment text 
: 4 The number of autematic and manual zcramsunplanned 

reactor shutdowns while critical in the reporting quarter in 
which the normal heat removal path through the main 
condenser was lost

Unplanned Power Changes per 7,000 
critical Hours

Safety System Unavailability (SSU), 
Emergency AC Power System: ::

1 Performance Indicator Flag (i.e., IE03) 
2 Quarter and year (e.g., IQ2000) 

3 Comment text 

-4 Number of unplanned power changes, excluding 
seramunplanned reactor shutdowns, during the reporting 
quarter 

5 Number of hours of critical operation in the reporting quarter

.' " 1 
/2

Performance Indicator Flag (i.e., MSO1) 
Quarter and year (e.g., 1Q2000)

3 Comment text 
4 Planned Unavailable Hours 
5 Unplanned Unavailable Hours 
6 Fault Exposure Unavailable Hours 
7 Hours Train Required for Service 
* Items 4 to 7 are repeated for each train

Safety System Unavailability (SSU), High- 1 Performance Indicator Flag (i.e., MS02) 

Pressure InjectionSystem- . 2 Quarter and year (e.g., 1Q2000) 

-.3 Comment text 
4 Planned Unavailable Hours 

5 Unplanned Unavailable Hours 
6 Fault Exposure Unavailable Hours 
7 Hours Train Required for Service 
S* Items 4 to 7 are repeated for each train 

Safety System Unavailability (SSU), Heat I Performance Indicator Flag (i.e., MS03)

B-2

"2

I



NEI 99-02 Revision 24 
DRAFT REV2 9/25/200123 ApA! 2004 

Performance Indicaior Data Description 
Element 
Number 

RemovalSystem 2 Quarter and year (e.g., 1Q2000) 
3 Comment text 
"4 Planned Unavailable Hours 
5 Unplanned Unavailable Hours 
6 Fault Exposure Unavailable Hours 
7 Hours Train Required for Service 
* Items 4 to 7 are repeated for each train 

Safety System Unavailability (SSU), 1 Performance Indicator Flag (i.e., MS04) 
Residual Heat Removal System 2 Quarter and year (e.g., IQ2000) 

- 3 Comment text 
- 4 Planned Unavailable Hours 

5 Unplanned Unavailable Hours 
.6 Fault Exposure Unavailable Hours 
" 7 Hours Train Required for Service 
"•-* Items 4 to 7 are repeated for each train 

Safety System Functional Failures 1 Performance Indicator Flag (i.e., MS05) 
-2 Quarter and year (e.g., 1Q2000) 

3 Comment text 
. 4 Number of safety system functional failures during the 

reporting quarter 

Reactor Coolant.System Activity (RCSA), I Performance Indicator Flag (i.e., BI01) 
2 Month and year (e.g., 3/2000) 

3 Comment text 
- 4 Maximum calculated RCS activity, in micro curies per gram 

dose equivalent Iodine 131, as required by technical 
specifications, for reporting month 

5 Technical Specification limit for RCS activity in micro curies 
per gram does equivalent Iodine 131 

Reactor Coolant System Identified 1 Performance Indicator Flag (i.e., B102) 

Leakage (RCSL) 2 Month and year (e.g., 3/2000) 

3 Comment text 

"_'4 Maximum RCS Identified Leakage calculation for reporting 
' " •.-.-..: " month in gpm 

5 Technical Specification limit for RCS Identified Leakage in 
.gpm 

Emergency Response Organization 1 Performance Indicator Flag (i.e., EP01) 
Drill/ExercisePerformancei .. 2 Quarter and year (e.g., 1Q2000) 

3 Comment text 
4 Number of drill, exercise and actual event opportunities 

performed timely and accurately during the reporting quarter 
- 5 Number of drill, exercise and actual event opportunities during 

the reporting quarter 

Emergency Response Organization 1 Performance Indicator Flag (i.e.,EP02) 
(ERO) Participation 2 Quarter and year (e.g., 1Q2000) 

3 Comment text 
4 Total Key ERO members that have participated in a drill, 

exercise, or actual event in the previous 8 qrtrs
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Performance Inditiire Data Description 
Element 
Number 
5 Total number of Key ERO personnel at end of reporting 

quarter 
Alert & Notification System Reliability, 1 Performance Indicator Flag (i.e., EP03) 

2 Quarter and year (e.g., 1Q2000) 

3 Comment text 
4 Total number of successful ANS siren-tests during the 

reporting quarter 
5 Total number of ANS sirens tested during the reporting 

quarter 
Occupational Exposure Control I Performance Indicator Flag (i.e., ORO 1) 
Effectiveness 2 Quarter and year (e.g., 1Q2000) 

3 Comment text 

4 Number of technical specification high radiation area 
occurrences during the reporting quarter 

5 Number of very high radiation area occurrences during the 
reporting quarter 

6 The number of unintended exposure occurrences during the 
reporting quarter 

RETS/ODCM Radiological Effluent I Performance Indicator Flag (i.e., PRO 1) 
Indicator 2 Quarter and year (e.g., 1Q2000) 

...3 Comment text 
"4 Number of RETS/ODCM occurrences in the quarter 

Protected Area Security Equipment - 1 Performance Indicator Flag (i.e., PPO 1) 
Performance Indicator 2 Quarter and year (e.g., 1Q2000) 

.3 Comment text 
4 IDS Compensatory Hours in the quarter 
5 CCTV Compensatory Hours in the quarter 

.-'ý6 IDS Normalization Factor 
7 CCTV Normalization Factor 

Personnel Screening Program Indicator 1 Performance Indicator Flag (i.e., PP02) 
-.. 2 Quarter and year (e.g., 1Q2000) 
3 Comment text 
4 10 CFR §73.56 One Hr Reports 

FFD/Personnel Reliability . 1 Performance Indicator Flag (i.e., PP03) 

.2 Quarter and year (e.g., 1Q2000) 

.3 Comment text 
-" .. :. . 4 Number of failures to implement fitness-for-duty and behavior 

observation requirements, reportable during the reporting 
quarter.  

Fault Exposure Hour Reset.1 Target Performance Indicator 
"(Performance Indicator Flag preceded by "FR", e.g., (FRMSO 1, 
FRMS02, FRMS03 or FRMS04) 

2 Targei Quarter 
(Quarter a-nd year of data to be reset, e.g. Q00 

3 Effective Quarter 
(Quarter and year that reset data becomes effective, e.g., 
102001)
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Performance Indic=tr Data Description Element 
Number 

4 Comment text 

5 Delta Planned Unavailable Hours 
(Delta change to planned unavailable hours reported for train I 
for Target Quarter. Hours are added to reported hours 
beginning with Effective Quarter.) 

6 Delta Unplanned Unavailable Hours 
(Delta change to unplanned unavailable hours reported for 
"train 1 for Target Quarter. Hours are added to reported hours 
beginning with Effective Quarter.) 

7 Delta Fault Exposure Hours 
"(Delta change to fault exposure hours reported for train I for 
Target Quarter. Hours are subtracted from reported hours 
beginning with Effective Quarter.) 

. Items 5 to 7 are repeated for each train

1
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2 APPENDIX C 

3 
4 Background Information and Cornerstone Development 
5 

6 INTRODUCTION 

7 This section discusses the overall objectives and basis for the performance indicators used for each 
8 of the seven cornerstone areas. A more in-depth discussion of the background behind each of the 
9 performance indicators identified in the main report may be found in SECY 99-07.  

10 INITIATING EVENTS CORNERSTONE 

11 GENERAL DESCRIPTION 

12 The objective of this cornerstone is to limit the frequency of those events that upset plant stability 

13 and challenge critical safety functions, during shutdown as well as power operations. When such 

14 an event occurs in conjunction with equipment and human failures, a reactor accident may occur.  

15 Licensees can therefore reduce the likelihood of a reactor accident by maintaining a low frequency 

16 of these initiating events. Such events include reactor trips due to turbine trip, loss of feedwater, 
17 loss of offsite power, and other reactor transients. There are a few key attributes of licensee 

18 performance that determine the frequency of initiating events at a plant.  

19 PERFORMANCE INDICATORS 

20 PRAs have shown that risk is often determined by initiating events of low frequency, rather than 

21 those that occur with a relatively higher frequency. Such low-frequency, high-risk events have 

22 been considered in selecting the PIs for this cornerstone. All of the PIs used in this cornerstone are 

23 counts of either initiating events, or transients that could lead to initiating events (see Table 1).  

24 They have face validity for their intended use because they are quantifiable, have a logical 

25 relationship to safety performance expectations, are meaningful, and the data are readily available.  

26 The PIs by themselves are not necessarily related to risk. They are however, the first step in a 

27 sequence which could, in conjunction with equipment failures, human errors, and off-normal plant 

28 configurations, result in a nuclear reactor accident. They also provide indication of problems that, 

29 if uncorrected, increase the risk of an accident. In most cases, where PIs are suitable for identifying 

30 problems, they are sufficient as well, since problems that are not severe enough to cause an 

31 initiating event (and therefore result in a PI count) are of low risk significance. In those cases, no 

32 baselin e inspection is required (the exception is shutdown configuration control, for which 

33 supplemental baseline inspections is necessary).
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MITIGATING SYSTEMS CORNERSTONE 

2 GENERAL DESCRIPTION 

3 The objective of this cornerstone is to ensure the availability, reliability, and capability of systems 

4 that respond to initiating events to prevent undesirable consequences (i.e., core damage). When 

5 such an event occurs in conjunction with equipment and human failures, a reactor accident may 

6 result. Licensees therefore reduce the likelihood of reactor accidents by enhancing the availability 

7 and reliability of mitigating systems. Mitigating systems include those systems associated with 

8 safety injection, residual heat removal, and emergency AC power. This cornerstone includes 

9 mitigating systems that respond to both operating and shutdown events.  

10 PERFORMANCE INDICATORS 

11 While safety systems and components are generally thought of as those that are designed for 

12 design-basis accidents, not all mitigating systems have the same risk importance. PRAs have 

13 shown that risk is often influenced not only by front-line mitigating systems, but also by support 

14 systems and equipment. Such systems and equipment, both safety- and nonsafety-related, have 

15 been considered in selecting the PIs for this cornerstone. The PIs are all direct counts of either 

16 mitigating system availability or reliability or surrogates of mitigating system performance. They 

17 have face validity for their intended use because they are quantifiable, have a logical relationship to 

18 safety performance expectations, are meaningful, and the data are readily available. Not all aspects 

19 of licensee performance can be monitored by PIs. Risk-significant areas not covered by PIs will be 

20 assessed through inspection.  

21 BARRIER INTEGRITY CORNERSTONE 

22 GENERAL DESCRIPTION 

23 The purpose of this cornerstone is to provide reasonable assurance that the physical design barriers 

24 (fuel cladding, reactor coolant system, and containment) protect the public from radionuclide 

25 releases caused by accidents or events. These barriers play an important role in supporting the 

26 NRC Strategic Plan goal for nuclear reactor safety, "Prevent radiation-related deaths or illnesses 

27 due to civilian nuclear reactors." The defense in depth provided by the physical design barriers 

28 which comprise this cornerstone allow achievement of the reactor safety goal.  

29 PERFORMANCE INDICATORS 

30 The performance indicators for this cornerstone cover two of the three physical design barriers.  

31 The first barrier is the fuel cladding. Maintaining the integrity of this barrier prevents the release of 

32 radioactive fission products to the reactor coolant system, the second barrier. Maintaining the 

33 integrity of the reactor coolant system reduces the likelihood of loss of coolant accident initiating 

34 events and prevents the release of radioactive fission products to the containment atmosphere in 

35 transients and other events. Performance indicators for reactor coolant system activity and reactor 

36 coolant system leakage monitor the integrity of the first two physical design barriers. Even if 

37 significant quantities of radionuclides are released into the containment atmosphere, maintaining 

38 the integrity of the third barrier, the containment, will limit radioactive releases to the environment
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1 and limit the threat-to the public health and safety. The integrity of the containment barrier is 
2 ensured throught-tie inspection process.  
3 
4 Therefore, there are three desired results associated with the barrier integrity cornerstone. These 
5 are to maintain the functionality of the fuel cladding, the reactor coolant system, and the 
6 containment.  

7 EMERGENCY PREPAREDNESS CORNERSTONE 

8 GENERAL DESCRIPTION 

9 Emergency Preparedness (EP) is the final barrier in the defense in depth approach to safety that 
10 NRC regulations provide for ensuring the adequate protection of the public health and safety.  
11 Emergency Preparedness is a fundamental cornerstone of the Reactor Safety Strategic 
12 Performance Area. 10 CFR Part 50.47 and Appendix E to Part 50, define the requirements of an 
13 EP program and a licensee commits to implementation of these requirements through an 
14 Emergency Plan (the Plan). The performance indicators for this cornerstone are designed to 
15 ensure that the licensee is capable of implementing adequate measures to protect the public health 
16 and safety in the event of a radiological emergency.  

17 PERFORMANCE INDICATORS 

18 Compliance of EP programs with regulation is assessed through observation of response to 
19 simulated emergencies and through routine inspection of onsite programs. Demonstration 
20 exercises involving onsite and offsite programs, form the key observational tool used to support, 
21 on a continuing basis, the reasonable assurance finding that adequate protective measures can and 
22 will be taken in the event of a radiological emergency. This is especially true for the most risk 
23 significant facets of the EP program. This being the case, the PIs for onsite EP draw significantly 
24 from performance during simulated emergencies and actual declared emergencies, but are 
25 supplemented by direct NRC inspection and inspection of licensee self assessment. NRC 
26 assessment of the adequacy of offsite EP Will rely (as it does currently) on regular FEMA 
27 evaluations.  

28 OCCUPATIONAL EXPOSURE CORNERSTONE 

29 GENERAL DESCRIPTION 

30 This cornerstone includes the attributes and the bases for adequately protecting the health and 
31 safety of workers involved with exposure to radiation from licensed and unlicensed radioactive 
32 material during routine operations at civilian nuclear reactors. The desired result is the adequate 
33 protection of worker health and safety from this exposure. The cornerstone uses as its bases the 
34 occupational dose limits specified in 10 CFR 20 Subpart C and the operating principle of 
35 maintaining worker exposure "as low as reasonably achievable (ALARA)" in accordance with 
36 10 CFR 20.1101. These radiation protection criteria are based upon the assumptions that a linear 
37 relationship, without threshold, exists between dose and the probability of stochastic health effects 
38 (radiological risk); the severity of each type of stochastic health effect is independent of dose; and
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1 nonstochastic radiation-induced health effects can be prevented by limiting exposures below 

2 thresholds for tl-ibinduction. Thus, 10 CFR Part 20 requires occupational doses to be maintained 

3 ALARA with the exposure limits defined in 10 CFR 20 Subpart C constituting the maximum 
4 allowable radiological risk. Industry experience has shown that the occurrences of uncontrolled 
5 occupational exposure that potentially could result in an individual exceeding a dose limit have 
6 been low frequency events. These potential overexposure incidents are associated with radiation 

7 fields exceeding 1000 millirem per hour (mrem/hr) and have involved the loss of one or more 

8 radiation protection controls (barriers) established to manage and control worker exposure. The 

9 probability of undesirable health effects to workers can be maintained within acceptable levels by 

10 controlling occupational exposures to radiation and radioactive materials to prevent regulatory 

11 overexposures and by implementing an aggressive and effective ALARA program to monitor, 
12 control and minimize worker dose.  

13 PERFORMANCE INDICATORS 

14 A combined performance indicator is used to assess licensee performance in controlling worker 

15 doses during work activities associated with high radiation fields or elevated airborne radioactivity 
16 areas. The PI was selected based upon its ability to provide an objective measure of an 

17 uncontrolled measurable worker exposure or a loss of access controls for areas having radiation 

18 fields exceeding 1000 millirem per hour (mrem/hr). The data for the PI are currently being 

19 collected by most licensees in their corrective action programs. The PI either directly measures the 

20 occurrence of unanticipated and uncontrolled dose exceeding a percentage of the regulatory limits 

21 or identifies the failure of barriers established to prevent unauthorized entry into those areas 

22 having dose rates exceeding 1000 mrem/hr. The indicator may identify declining performance in 

23 procedural guidance, training, radiological monitoring, and in exposure and contamination control 

24 prior to exceeding a regulatory dose limit. The effectiveness of the licensee's assessment and 

25 corrective action program is considered a cross-cutting issue and is addressed elsewhere.  

26 PUBLIC EXPOSURE CORNERSTONE 

27 GENERAL DESCRIPTION 

28 This cornerstone includes the attributes and the bases for adequately protecting public health and 

29 safety from exposure to radioactive material released into the public domain as a result of routine 

30 civilian nuclear reactor operations. The desired result is the adequate protection of public health 

31 and safety from this exposure. These releases include routine gaseous and liquid radioactive 

32 effluent discharges, the inadvertent release of solid contaminated materials, and the offsite 

33 transport of radioactive materials and wastes. The cornerstone uses as its bases, the dose limits 

34 for individual members of the public specified in 10 CFR 20, Subpart D; design objectives detailed 

35 in Appendix I to 10 CFR Part 50 which defines what doses to members of the public from effluent 

36 releases are "as low as reasonably achievable" (ALARA); and the exposure and contamination 

37 limits for transportation activities detailed in 10 CFR Part 71 and associated Department of 

38 Transportation (DOT) regulations. These radiation protection standards require doses to the 

39 public be maintained ALARA with the regulatory limits constituting the maximum 

40 allowable radiological risk based on the linear relationship between dose received and the 
41 probability of adverse health effects.
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1 PERFORMANCE INDICATORS 

2 One PI for the radioactive effluent release program has been initially developed to monitor for 
3 inaccurate or increasing projected offsite doses. The effluent radiological occurrence (ERO) PI 
4 does not evaluate performance of the radiological environmental monitoring program (REMP) 
5 which will be assessed through the routine baseline inspection. For transportation activities, the 
6 infrequent occurrences of elevated radiation or contamination limits in the public domain from this 
7 measurement area precluded identification of a corresponding indicator. A second PI has been 
8 proposed for future use to monitor the inadvertent release of potentially contaminated materials 
9 which could result in a measurable dose to a member of the public. These indicators will provide 

10 partial assessments of licensee radioactive effluent monitoring and offsite material release activities 
11 and were selected to identify decreasing performance prior to exceeding public regulatory dose 
12 limits.  

13 PHYSICAL SECURITY CORNERSTONE 

14 GENERAL DESCRIPTION 

15 This cornerstone addresses the attributes and establishes the basis to provide assurance that the 
16 physical protection system can protect against the design basis threat of radiological sabotage as 
17 defined in 10 CFR 73. 1(a). The key attributes in this cornerstone are based on the defense in depth 
18 concept and are intended to provide protection against both external and internal threats. To date, 
19 there have been no attempted assaults with the intent to commit radiological sabotage and, 
20 although there has been no PRA work done in the area of safeguards, it is assumed that there 
21 exists a small probability of an attempt to commit radiological sabotage. Although radiological 
22 sabotage is assumed to be a small probability, it is also assumed to be risk significant since a 
23 successful sabotage attempt could result in initiating an event with the potential for disabling of the 

24 safety systems necessary to mitigate the consequences of the event with substantial consequence to 

25 public health and safety. An effective security program decreases the risk to public health and 
26 safety associated with an attempt to commit radiological sabotage.  

27 PERFORMANCE INDICATORS 

28 Three performance indicators are used to assess licensee performance in the Physical Protection 
29 and Access Authorization Systems. The PIs were selected based on their ability to provide 
30 objective measures of performance.  
31 
32 The performance of the physical protection system will be measured by the percent of the time all 

33 components (barriers, alarms and assessment aids) in the systems are available and capable of 
34 performing their intended function. When systems are not available and capable of performing 
35 their intended function, compensatory measures must be implemented. Compensatory measures 
36 are considered acceptable pending equipment being returned to service, but historically have 

37 been found to degrade over time. The degradation of compensatory measures over time, along 

38 with the additional costs associated with implementation of compensatory measures provides the 

39 incentive for timely maintenance/I&C support to return equipment to service. The percent of time 

40 equipment is available and capable of performing its intended function will provide data on the
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1 effectiveness of the maintenance process and also provide a method of monitoring equipment 

2 degradation as a4ault of aging that could adversely impact on reliability.  
3 
4 Two performance indicators are used to measure the Assess Authorization System. The 

5 performance indicators for this system will count the number of reportable events that reflect 

6 program degradations. This data is currently available and there are regulatory requirements to 

7 report significant events in the areas of Personnel Screening and FFD. The Behavior Observation 

8 significant events are captured in the FFD reporting requirements.  
9 

10 
11
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APPENDIX D 

2 
3 Plant Specific Design Issues 
4 
5 This appendix identifies resolutions to performance indicator reporting issues that are specific to 
6 individual plant designs.  
7 
8 
9 Oyster Creek 

10 
11 Issue: Oyster Creek does not have a high pressure coolant injection system. The function 
12 performed by the HPCI system is accomplished at the Oyster Creek station by a combination of 
13 pressure reduction using the Automatic Depressurization System (ADS) and injecting coolant into 
14 the vessel using the Core Spray System (low pressure coolant injection). The core spray system 
15 consists of two redundant trains each having redundant active components (pumps and valves).  
16 
17 Resolution: For the HPCS indicator, Oyster Creek will report system availability of the Core 
18 Spray System and consider ADS as a support function required for system operability. Note: 
19 Technical Specifications for Oyster Creek require plant shutdown if ADS is inoperable.  
20 
21 At this point, Oyster Creek will consider core spray as a two train system and consider similar 
22 configurations at other plants, the WANO definition, and how unavailability is reported to 
23 WANO.  
24 
25 
26 Dresden Station 
27 
28 Issue: At Dresden Station, the RHR function as defined in NEI 99-02 is accomplished using both 
29 the Low Pressure Coolant Injection (LPCI) and the Shutdown Cooling (SDC) Systems. LPCI 
30 performs the suppression pool heat removal function while SDC performs the reactor core decay 
31 heat removal function.  
32 
33 The LPCI System has two parallel heat exchangers and the SDC System consists of three 100% 
34 capacity parallel trains. The configuration of the SDC system can be treated as two. trains with 
35 one installed spare train as described in Section 2.2 of NEI 99-02.  
36 
37 Resolution: Dresden is utilizing two trains of LPCI and two trains of SDC to meet the reporting 
38 requirements of NEI 99-02. The third train of SDC should be treated as an installed spare and is 
39 subject to the reporting requirements in NEI 99-02.  
40 

41
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1 Kewaunee and-Point Beach 
2 
3 Issue: The Kewaunee and Point Beach sites have overlapping Emergency Planning Zones (EPZ).  
4 We report siren data to the Federal Emergency Management Agency (FEMA) grouped by 
5 criterion other than entire EPZs (such as along county lines). May we report siren data for the 
6 PIs in the same fashion to eliminate confusion and prevent 'double reporting' of sirens that exist in 

7 both EPZs? Kewaunee and Point Beach share a portion of EPZs and responsibility for the sirens 
8 has been divided along the county line that runs between the two sites. FEMA has accepted this, 

9 and so far the NRC has accepted this informally.  
10 
11 Resolution: The purpose of the Alert and Notification System Reliability PI is to indicate the 
12 licensee's ability to maintain risk-significant EP equipment. In this unique case, each neighboring 
13 plant maintains sirens in a different county. Although the EPZ is shared, the plants do not share 
14 the same site. In this case, it is appropriate for the licensees to report the sirens they are 

15 responsible for. The NRC Web site display of information for each site will contain a footnote 

16 recognizing this shared EPZ responsibility.  
17 
18 

19 Surry, North Anna and Beaver Valley Unit 1 
20 

21 Issue: The Safety System Unavailability Performance Indicator for PWR RHR monitors: 
22 

23 0 The ability of the RHR system to take a suction from the containment sump, cool the 

24 fluid, and inject at low pressure to the RCS, and 
25 

26 0 The ability of the RHR system to remove decay heat from the reactor during normal 

27 shutdown for refueling and maintenance.  
28 
29 The RHR system for Surry Units I & 2, North Anna Units 1& 2 and Beaver Valley Unit 1 
30 provides function 2, shutdown cooling, and does not provide for function 1, post accident 

31 recirculation cooling. Function 1, is provided by two 100% low head safety injection pumps 

32 taking suction from the containment sump and injecting to the RCS at low pressure and with the 

33 heat exchanger function (containment sump water cooling) provided by four 50% capacity 

34 containment recirculation spray system pumps and heat exchangers. How should the Safety 

35 system unavailability for these units be calculated? 
36 
37 Resolution: The RHR Performance Indicator should be calculated as follows. The RHR system 

38 should be counted as two trains of RHR providing decay heat removal, function 2. The low head 

39 safety injection and recirculation spray pumps and associated coolers should be counted as an 

40 additional two trains of RHR providing the post accident recirculation cooling, function 1.  
41
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I Four trains shoulbe monitored as follows: 
2 
3 Train I (recirculation mode) 
4 "A" train consisting of the "A" LHSI pump, associated MOVS and the required "A" train 
5 recirculation spray pumps heat exchangers, and MOVS.  
6 
7 Train 2 (recirculation mode) 
8 "B" train consisting of the "B" LHSI pump, associated MOVS and the required "B" train 
9 recirculation spray pumps, heat exchangers, and MOVS.  

10 
11 Train 3 (shutdown cooling mode) 
12 "A" train consisting of the "A" RHR pump, associated MOVS and heat exchanger.  
13 
14 Train 4 (shutdown cooling mode) 
15 "B" train consisting of the "B" RHR pump, associated MOVS and heat exchanger.  
16 
17 
18 Beaver Valley Unit 2 
19 
20 Issue: The Safety System Unavailability Performance Indicator for PWR RHR monitors: 
21 
22 0 The ability of the RHR system to take a suction from the containment sump, cool the 
23 fluid, and inject at low pressure to the RCS, and 
24 
25 * The ability of the RHR system to remove decay heat from the reactor during normal 
26 shutdown for refueling and maintenance.  
27 
28 The RHR system for Beaver Valley Unit 2 provides function 2, shutdown cooling, and does not 
29 provide for function 1, post accident recirculation cooling.  
30 
31 Function 1, is provided by two 100% containment recirculation spray pumps taking suction from 
32 the containment sump, and injecting to the RCS at low pressure. The heat exchanger function is 
33 provided by two 100% capacity containment recirculation spray system heat exchangers, one per 
34 train.  
35 
36 How should the safety system unavailability for BVPS Unit 2 be calculated? 
37 
38 Resolution: The RHR Performance Indicator should be calculated as follows. The two 
39 containment recirculation spray pumps and associated coolers should be counted as two trains of 
40 RHR providing the post accident recirculation cooling, function 1. The RHR system should be 
41 counted as two additional trains of RHR providing decay heat removal, function 2.  
42 
43
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1 Four trains should he monitored as follows: 
2 
3 Train 1 (recirculation mode) 
4 Consisting of the containment recirculation spray pump associated MOVS and the required 

5 recirculation spray pump heat exchanger and MOVS.  
6 
7 Train 2 (recirculation mode) 
8 Consisting of containment recirculation spray pump associated MOVS and the required 

9 recirculation spray pump heat exchanger, and MOVS.  
10 
11 Train 3 (shutdown cooling mode) 
12 Consisting of the "A" RHR pump, associated MOVS and heat exchanger.  

13 
14 Train 4 (shutdown cooling mode) 
15 Consisting of the "B" RHR pump, associated MOVS and heat exchanger.  

16 
17 

18 ANO-2, Calvert Cliffs, Fort Calhoun, Millstone 2, Palisades, Palo Verde, San 

19 Onofre, St. Lucie, and Waterford 3 
20 
21 For CE designed NSSS systems, the functions reported under the RHR SSU performance 

22 indicator are accomplished by multiple systems. How should CE plants collect and report data for 

23 this indicator? 
24 
25 Issue: The Safety System Unavailability Performance Indicator for PWR RHR monitors: 

26 
27 The ability of the RHR system to take a suction from the containment sump, cool the fluid, and 

28 inject at low pressure into the RCS, and
29 
30 The ability of the RHR system to remove decay heat from the reactor during normal shutdown for 

31 refueling and maintenance.  
32 
33 CE ECCS designs differ from the RHR description and typical figures in NEI 99-02. CE designs 

34 run all ECCS pumps during the injection phase (Containment Spray (CS), High Pressure Safety 

35 Injection (HPSI), and Low Pressure Safety Injection (LPSI)), and on Recirculation Actuation 

36 Signal (RAS), the LPSI pumps are automatically shutdown, and the suction of the HPSI and CS 

37 pumps is shifted to the containment sump. The HPSI pumps then provide the recirculation phase 

38 core injection, and the CS pumps by drawing inventory out of the sump, cooling it in heat 

39 exchangers, and spraying the cooled water into containment, support the core injection inventory 

40 cooling. How should CE designs report the RHR SSU Performance Indicator? 

41 
42 Resolution: For the first function: "The ability of the RHR system to take a suction from the 

43 containment sump, cool the fluid, and inject at low pressure into the RCS." 

44 
45 The CE plant design uses HPSI to "take a suction from the sump", CS to "cool the fluid", and 

46 HPSI to "inject at low pressure into the RCS". Due to these design differences, CE plants with 

47 this design should monitor this function in the following manner. The HPSI pumps and their
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1 suction valves afi1tready monitored under the HPSI function, and no monitoring under the RHR 
2 PI is necessary or required. The two containment spray pumps and associated coolers should be 
3 counted as two trains of RHR providing the post accident recirculation cooling.  
4 
5 For the second function: "The ability of the RHR system to remove decay heat from the reactor 
6 during normal shutdown for-refueling and maintenance." 
7 
8 The CE plant design uses LPSI pumps to pump the water from the RCS, through the SDC heat 
9 exchangers, and back to the RCS. Due to this CE design difference, the SDC system should be 

10 counted as two trains of RHR providing the decay heat removal function.  
11 
12 Therefore, for the CE designed plants four trains should be monitored, when the particular 
13 affected function is required by Technical Specifications, as follows: 
14 
15 Train 1 (recirculation mode) Consisting of the "A" containment spray pump, the required spray 
16 pump heat exchanger and associated flow path valves.  
17 
18 Train 2 (recirculation mode) Consisting of the "B" containment spray pump, the required spray 
19 pump heat exchanger and associated flow path valves.  
20 
21 Train 3 (shutdown cooling mode) Consisting of the "A" SDC pump, associated flow path valves 
22 and heat exchanger.  
23 
24 Train 4 (shutdown cooling mode) Consisting of the "B" SDC pump, associated flow path valves 
25 and heat exchanger.  
26 
27 Note that required hours and unavailable hours will be determined by technical specification 
28 requirements, not "default hours." 
29 
30 Reporting of RHR data should follow this guidance beginning with the second quarter 2000 data 
31 submittal. Historical data was originally reported as two trains. A change report must be 
32 submitted to provide historical data for four trains. This can be accomplished in either of two 
33 ways: 
34 
35 1. Maintain Train I and Train 2 historical data as is. For Train 3 and 4, repeat Train I and Train 2 
36 data.  
37 
38 2. Recalculate and revise all historical data using this guidance.  
39 
40 Provide comments with the change report to identify the manner in which the historical data has 
41 been revised.  
42 
43 
44
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1 Palo Verde -

2 
3 Issue: NEI 99-02, revision 0 states "Some plants have a startup feedwater pump that requires 
4 manual actuation. Startup feedwater pumps are not included in the scope of the AFW system for 
5 this indicator." Our plants have startup feedwater pumps that require manual actuation. They are 
6 not safety related, but they are credited in the safety analysis report as providing additional 
7 reliability/availability to the AFW system and are required by Technical Specifications to be 
8 operable in modes 1, 2 and 3. They are also included in the plant PRA and are classified as high 
9 risk significant. Should these pumps be treated as third train of auxiliary feedwater for NEI 99-02 

10 monitoring purposes or does the startup feedwater pump exemption apply? 
11 
12 Resolution: Based on the information provided, these particular SSCs should be considered a 

13 third train of auxiliary feedwater for NEI 99-02 monitoring purposes.  
14 
15 
16 North Anna 
17 
18 Issue: At North Anna Power Station only one part time CCTV camera is used as part of the PA 

19 perimeter threat assessment during refueling outages. With one part time CCTV camera, that has 
20 been reliable, we have not had any compensatory hours to report for this portion of the PI. This 

21 results in what might seem to be an artificially high performance index for this PI since the CCTV 
22 camera portion of the indicator is equally weighted with the IDS portion. Is it appropriate to 
23 continue to report CCTV camera compensatory hours for a site with a low number of and 
24 infrequently used CCTV cameras? 
25 
26 Resolution: Continue to report in accordance with the current guidance in NEI 99-02. That is, 

27 report compensatory hours for the part time CCTV camera as they occur. Put a note for this PI in 

28 the comments section submitted to the NRC similar to the following: "Performance data reflects 

29 zero, (or X), hours of CCTV camera operation during this reporting period." 
30 
31 

32 Surry 
33 

34 Issue: At Surry Power Station only one full time CCTV camera is used as part of the PA 

35 perimeter threat assessment. With only one CCTV camera, that has been reliable, we have not had 
36 any compensatory hours to report for this portion of the PI. This results in what might seem to be 

37 an artificially high performance index for this PI since the CCTV camera portion of the indicator 
38 is equally weighted with the IDS portion. Is it appropriate to continue to report CCTV camera 

39 compensatory hours for a site with such a low number of CCTV cameras? 
40 
41 Resolution: Continue to report in accordance with the current guidance in NEI 99-02. That is, 

42 report compensatory hours for the single CCTV camera as they occur. Put a note for this HI in the 
43 comment section submitted to the NRC similar to the following: "Performance data reflects one 
44 CCTV camera." 
45 
46 
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i Indian Pointf" 
2 
3 Issue: Regarding the HPSI indicator, our plant has a unique flow path for high head recirculation.  
4 If this flow path was found isolated by a manual valve, would fault exposure hours necessarily be 
5 counted, even if the main flow path was available? 
6 
7 Our plant has three trains of HPSI with three intermediate pressure pumps fed by separate safety 
8 related power supplies. Our three trains share common suction supplies. For the recirculation 
9 phase of an accident, two HPSI pumps are required in the short term if the event was a small 

10 break LOCA. For a large break LOCA, the HPSI pumps are not required until we transfer to hot 
11 leg recirculation, which is required to occur between 14 and 23.4 hours after the LOCA. During 
12 high head recirculation (hot or cold leg), the HPSI suction is supplied by the output of low head 
13 pumps. We have two internal SI Recirculation pumps located in the containment that provide the 
14 primary choice for low head recirculation and for supplying the suction of the HPSI pumps. The 
15 external RHR pumps provide a backup to the internal SI Recirculation pumps for both functions.  
16 Both sets of pumps deliver flow through the RHR HXs that can then be routed to a common 
17 header for the suction of the HPSI pumps.  
18 
19 In the case of a passive failure requiring the isolation of the flow path to the common HPSI 
20 suction piping, we have a unique design in that a separate flow path is installed to deliver a 
21 suction supply to just one of our three SI pumps (specifically, the 32 SI pump). This flowpath 
22 bypasses the RHR HXs and would deliver sump fluid directly from the RHR pump discharge to 
23 the suction of the 32 SI pump. The internal recirculation pumps can not support this flowpath, but 
24 they can still be run for containment heat removal via recirculation spray if required. This alternate 
25 low to high head flowpath does not fit into the typical "train" design common in the industry 
26 because it is not used in the event of any active failure, and it relies on powering pumps and valves 
27 from all 3 of our EDGs. Our system is also unique in that loss of the alternate flow path is not a 
28 failure that equates to the NEI guidance. It appears that the mispositioning of a valve in the 
29 designs of the NEI guidance would cause the loss of one of two trains used for high head injection 
30 considering either and active or passive failure.  
31 
32 The mispositioning of the valve was reported in LER 2000-001. The LER reported a bounding 
33 risk assessment since the IPE does not model the passive failure flow path to the HHSI pumps 
34 header. The risk assessment determined that the core damage frequency (CDF) would be 
35 approximately 3E-8 per year with a conditional CDF of approximately 7.5E-9 for a period of 
36 three months (approximate time of valve misposition). This is not risk significant.  
37 
38 Resolution: The fault exposure hours do not have to be counted. Except as specifically stated in 
39 the indicator definition and reporting guidance, no attempt is made to monitor or give credit in the 
40 indicator results for the presence of other systems (or sets of components) that add diversity to 
41 the mitigation or prevention of accidents. The passive failure mitigation features described as 
42 supporting the high head recirculation function, while serving a system diversity function, are not 
43 included as part of the high head safety injection system components monitored for this indicator.  
44 

45
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I Grand Gulf -_
2 
3 Issue: Of the 43 sirens associated with our Alert Notification System, two of the sirens are located 

4 in flood plain areas. During periods of high river water, the areas associated with these sirens are 

5 inaccessible to personnel and are uninhabitable. During periods of high water, the electrical power 

6 to the entire area and the sirens is turned off. The frequency and duration of this occurrence varies 

7 based upon river conditions but has occurred every year for the past five years and lasts an 

8 average of two months on each occasion.  
9 

10 Assuming the sirens located in the flood plain areas are operable prior to the flooded and 

11 uninhabitable conditions, would these sirens be required to be included in the performance 

12 indicator during flooded conditions? 
13 
14 Resolution: If sirens are not available for operation due to high flood water conditions and the 

15 area is deemed inaccessible and uninhabitable by State and/or Local agencies, the siren(s) in 

16 question will not be counted in the numerator or denominator of the Performance Indicator for 

17 that testing period.  
18 
19 

20 Crystal River Unit 3 (CR-3) 
21 
22 Issue: CR-3 has two EF System pumps and associated piping systems that are credited for Design 

23 Basis Accidents of Loss of Main Feedwater, Main Feedwater Line Break, Main Steam Line 

24 Break, and Small Break LOCA. A design criterion for the EF System is that a maximum time limit 

25 of 60 seconds from initiation signal to full flow shall not be exceeded for automatic initiation.  

26 Pumps EFP-2 (steam turbine driven) and EFP-3 (independent diesel driven) are auto-start pumps 

27 and are tested for the 60-second time criteria. EFP-3 was installed in 1999 to replace a third 

28 pump, the electric motor driven (EFP-1) pump, due to emergency diesel generator electrical 

29 loading concerns in certain accident scenarios.  
30 
31 Per FSAR Section 10.5.2, "MAR [modification approval record] 98-03-01-02 installed a diesel 

32 driven Emergency Feedwater Pump (EFP-3) to functionally replace .he motor driven Emergency 

33 Feedwater Pump (EFP-1) as the "A" EF Train." 
34 
35 The motor driven pump does not receive an automatic start signal. The motor driven pump is 

36 interlocked with the diesel driven pump so that if the diesel driven pump is operating, EFP-1 will 

37 be tripped or its start inhibited. The motor driven pump is maintained for defense-in-depth. EFP-1 

38 can be used to transfer water from the condenser hotwell into the steam generators during a 

39 seismic event, if long term cooling is necessary. EFP-1 can be used as a backup to EFP-2 to 

40 supply EFW to the steam generators for fires in the Main Control Room, Cable Spreading Room, 

41 and Control Complex HVAC Room.  
42 
43 CR-3 is reporting RROP safety system unavailability performance indicator data on the basis of 

44 two EF pumps and trains. CR-3 is not reporting on EFP- 1. CR-3 design and usage of EFP- 1 does 

45 not fit the NEI definition of either an "installed spare" or a "redundant extra train." 

46
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1 EFP-1 is safety-iý.ted and tested. However, EFP-1 is not required to be OPERABLE in any 
2 MODE in accordance with the Improved Technical Specifications (ITS). EFP- 1 cannot replace 
3 EFP-3 to meet two train EFW ITS requirements. EFP-1 is included in the PRA but is not a "risk 
4 significant" component. EFP-1 is credited in the FSAR as noted above for providing defense-in 
5 depth and maintained for potential use in certain seismic and Appendix R conditions.  
6 
7 Should this be reported as a third train of AFW? 
8 
9 Resolution: No, since the pump has no operability requirements in the Technical Specifications.  

10 
11 
12 Crystal River Unit 3 (CR-3) 
13 
14 Issue: CR-3 has an independent motor driven pump and independent piping system for the 
15 Auxiliary Feedwater (AFW) System that is separate from the EF System. The AFW pump (FWP
16 7) and associated components are designed to provide an additional non-safety grade source of 
17 secondary cooling water to the steam generators should a loss of all main and EF occur. This 
18 reduces reliance on the High Pressure Injection/Power Operated Relief Valve (HPI/PORV) mode 
19 of long term cooling. This AFW source was added to CR-3 in 1988 in response to NRC concerns 
20 on the issue of EF reliability (Generic Issue 124).  
21 
22 Per the FSAR, "The AFW source is non-safety grade and is not Class 1E powered or electrically 
23 connected to the emergency diesel generators. As such, it is not relied upon during design basis 
24 events and is intended for use on an "as available" basis only. AFW performs no safety function 
25 and there is no impact on nuclear safety if it fails to operate.....It is not environmentally qualified 
26 nor Appendix R protected ...... Although the AFW source is non-safety grade it is credited by the 
27 NRC as a compensating feature in enhancing the reliability of secondary decay heat removal.  
28 Auxiliary feedwater may be used, as defense-in depth, during emergency situation when steam 
29 generator pressure has been reduced to the point where EFP-2 is no longer available or to avoid 
30 EFP-2 cyclic operation." 
31 
32 FWP-7 is powered by an independent, non-safety related, diesel. FWP-7 is a manually started 
33 pump and the associated control valves are manually controlled from the Main Control Room.  
34 
35 FWP-7 is not safety related.  
36 
37 FWP-7 is not required by ITS to be OPERABLE in any MODE.  
38 
39 FWP-7 cannot replace either EFP-2 or EFP-3 to meet two train EFW ITS requirements. CR-3 
40 design and usage of FWP-7 does not fit the NEI definition of either an "installed spare" or a 
41 "redundant extra train." 
42 
43 FWP-7 is credited in the FSAR for providing defense-in depth and as an additional source non
44 safety grade source of secondary cooling water to steam generators.  
45 
46 Should this be reported as a third train of AFW?
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1 
2 Resolution: No,•ice the pump has no operability requirements in the Technical Specifications.  
3 
4 

5 Indian Point 2, Indian Point 3 
6 
7 Issue: The ECCS designs for Indian Point 2 and Indian Point 3 include two safety injection 
8 recirculation pumps, the recirculation sump inside containment, piping and associated valves 
9 located inside containment, and two RHR/LHSI pumps, piping, containment sump (dedicated to 

10 RHR pumps), two RHR heat exchangers and associated valves. These two subsystems are 
11 identified in the Technical Specifications and FSAR. The RHR/LHSI system is automatically 
12 started on an SI, takes suction from the RWST as do the high head SI pumps (3), provides water 

13 in the injection phase of an accident, and is secured during the transfer to the recirculation phasý 
14 of the accident. The recirculation pumps remain in standby in the injection phase and are started 
15 by operator action during switchover for the recirculation phase. The recirculation pumps (2) take 
16 suction from their dedicated sump and have the capability to feed the low head injection lines, the 

17 containment spray headers, and the suction of the high head SI pumps for high head injection. The 
18 RHR head exchangers can provide cooling for both the RHR and recirculation flowpaths. The 
19 recirculation pumps are inside containment and can not be tested during operation 
20 
21 The RHR pumps perform the normal decay heat removal function during shutdown operations, 
22 and can also be aligned for post accident recirculation. However, the two redundant recirculation 
23 pumps represent the primary providers of the low head recirculation function. If a single active 
24 failure were to occur, then one recirculation pump would remain available and provides sufficient 
25 capacity to meet the core and containment cooling requirements. Only in the event of a passive 

26 failure or multiple active failures would it be necessary to align the RHIR pumps for recirculation.  
27 Use of the RHR pumps for recirculation requires opening two motor operated valves aligned in 
28 series to allow suction from the containment sump.  
29 
30 How should the recirculation subsystem unavailability be reported under the mitigating system PI 
31 for RHR? 
32 
33 Resolution: The Safety System Unavailability Performance Indicator for RHIR monitors two 
34 functions: 
35 
36 The ability of the RHR system to draw suction from the containment sump, cool the fluid, inject 
37 at low pressure to the RCS, and 
38 The ability of the RHR System to remove decay heat from the reactor during normal shutdown 
39 for refueling and maintenance.  
40 
41 At Indian Point Units 2 & 3, the two SI Recirculation Pumps and associated valves and 
42 components should be counted as two trains of RHR providing post accident recirculation 

43 cooling, function 1. The two RHR pumps and associated valves and components should be 
44 counted as two trains of RHR providing decay heat removal, function 2. The RHR Heat 
45 Exchangers and associated components and valves which serve both RHR and recirculation 
46 functions should be shared by an RHR and an SI Recirculation Pump train, functions I and 2.  
47
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1 The two RHR pO s are also capable of providing backup to function 1. Except as specifically 

2 stated in the indicator definition and reporting guidance, no attempt is made to monitor or give 

3 credit in the indicator results for the presence of other systems (or sets of components) that add 

4 diversity to the mitigation or prevention of accidents. The RHR pump suction flowpath from the 

5 Containment Sump provides passive failure mitigation features which, while supporting a system 

6 diversity function, are not included as part of the RHR system components monitored for this 

7 indicator.  
8 
9 Four (4) trains should be monitored as follows: 

10 
11 Train 1 (shutdown cooling mode) 
12 "A" train consisting of the "A" RHR pump, "A" RHR heat exchanger, and associated valves.  

13 
14 Train 2 (shutdown cooling mode) 
15 "B" train consisting of the "B" RHR pump, "B" RHR heat exchanger, and associated valves.  

16 
17 Train 3 (recirculation mode) 
18 "A" train consisting of the "A" SI Recirculation pump, "A" RHR heat exchanger, and 

19 associated valves.  
20 
21 Train 4 (recirculation mode) 
22 "B" train consisting of the "B" SI Recirculation pump, "B" RHR heat exchanger, and 

23 associated valves.  
24 
25 The required hours for trains I & 2 differ from trains 3 & 4, and will be determined using existing 

26 guidelines. Reporting of RHR data should follow this guidance beginning with the first quarter 

27 2001 data submittal.  
28 
29 

30 

31 Catawba Site 
32 
33 Issue: A recently issued FAQ for the NRC Performance Indicators Program revised the positions 

34 taken for unavailability associated with planned overhaul hours. FAQ 178 was withdrawn from 

35 NEI 99-02 and replaced with FAQ 219. The new FAQ, effective for fourth quarter reporting, 

36 adds two clarifying questions and answers to the previous FAQ 178. These two additional items 

37 are: 
38 
39 Q. What is considered to be a major component for overhaul purposes? 
40 
41 A. A major component is a prime mover - a diesel engine or, for fluid systems, the pump or its 

42 motor or turbine driver or heat exchangers.  
43 
44 Q. Does the limitation on exemption of planned unavailable hours due to overhaul maintenance of 

45 "once per train per operating cycle" extend to support systems for a monitored system? 

46
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1 A. For this indiatr, only planned overhaul maintenance of the four monitored systems (not to 

2 include support systems) may be considered for the exemption of planned unavailable hours.  
3 
4 At Catawba Nuclear Station, periodic testing indicated that crud and rust accumulation in the 
5 Nuclear Service Water System (NSWS) headers and piping was reducing water flow. To restore 
6 the water flow and the prevent further deterioration of the headers and piping, a refurbishment 
7 project was planned to clean the system, replace part of the piping, and rearrange certain piping 
8 access to the headers to avoid water stagnation. Since the NSWS is a shared system between both 
9 Catawba units, it was decided that the optimum time to perform this work would be while Unit 1 

10 was in a refueling outage and Unit 2 was at power. This project included both "A" and "B" 
11 redundant trains of the system and was sequenced independently during the recent Catawba 
12 Nuclear Station Unit 1 End of Cycle 12 (1EOC12) refueling outage. Approximately 8,000 feet of 
13 piping was cleaned that included 4,260 feet of 42 inch, 760 feet of 30 inch, 330 feet of 24 inch, 
14 660 feet of 18 inch, 1,935 feet of 10 inch, and 100 feet of 8 inch. Due to the extensive nature of 

15 the work performed, each train of NSWS was unavailable for approximately ten days.  
16 
17 Applicable technical specifications were revised through the standard NRC approval process 
18 (reference Amendment No. 189 to FOL NPF-35 and Amendment No. 182 to FOL NPF-52 

19 approved October 4, 2000) to allow this project to be performed. These amendments allowed 

20 specific systems, including mitigating systems monitored under the NRC performance indicator 

21 program, to be inoperable beyond the normal technical specification allowable outage times 

22 (AOT) of 72 hours for up to a total of 288 hours on a one-time basis. A significant part of the 

23 justification for the license amendment request was a discussion of the risk assessment of the 

24 proposed change and the NRC concluded in the SER that the results and insights of the risk 

25 analysis supported the proposed temporary AOT extensions.  
26 
27 The NSWS itself is not a monitored system under the performance indicators; however, its 

28 unavailability does affect various systems and components, many of which are considered major 

29 components by the definition contained in FAQ 219 (diesel engines, heat exchangers, and pumps).  

30 The specific performance indicators affected by unavailability of the NSWS are contained in the 

31 Mitigating Systems Cornerstone and include: Emergency AC Power System Unavailability, High 

32 Pressure Safety Injection System Unavailability, Auxiliary Feedwater System Unavailability, and 

33 Residual Heat Removal System Unavailability. If the hours that this overhaul of the NSWS made 

34 its supported systems unavailable cannot be excluded from reporting under the performance 

35 indicators, it will result in Catawba Unit 2 reporting two white indicators for the 4Q2000 data.  

36 These two white indicators for Emergency AC Power System Unavailability and Residual Heat 

37 Removal System Unavailability would result in a degraded cornerstone situation as defined in the 

38 NRC Action Matrix. Additionally, since these indicators are twelve quarter averages, carrying 

39 these hours for the next three years would result in decreased margin to the white/yellow 
40 threshold and greatly increase the consequences of additional unavailable hours that might occur 

41 during that period of time.  
42 
43 Based on input from NRC and NEI individuals who participated in discussions related to FAQ 

44 219, Duke Energy understands that there was a desire to eliminate exclusion of monitored 

45 systems unavailable hours caused by minor "overhaul" type activities on supporting systems.  

46 However, it seems unreasonable to require reporting of unavailable hours for situations such as 

47 this when the overhaul activities are extensive enough to have required NRC review and approval 

48 of a change in technical specifications to allow the increased AOT.  
D-12



NEI 99-02 Revision 24
DRAFT REV2 9/25/200123 April 2001 

2 Should this situation be counted? 

3 
4 Resolution: For this plant specific situation, the planned overhaul hours for the nuclear service 
5 water support system may be excluded from the computation of monitored system unavailabilities.  
6 
7 Such exemptions may be granted on a case-by-case basis. Factors considered for this approval 
8 include (1) the results of a quantitative risk assessment of the overhaul activity, (2) the expected 
9 improvement in plant performance as a result of the overhaul, and (3) the net change in risk as a 

10 result of the overhaul.  
11 
12 
13 Diablo Canyon Units 1 and 2 
14 
15 Issue: At Diablo Canyon (DC), intrusion of marine debris (kelp and other marine vegetation) at 
16 the circulating water intake structures can occur and, under extreme storm conditions result in 
17 high differential pressure across the circulating water traveling screens, loss of circulating water 
18 pumps and loss of condenser. Over the past several years, DC has taken significant steps, 
19 including changes in operating strategy as well as equipment enhancements, to reduce the 
20 vulnerability of the plant to this phenomenon. DC has also taken efforts to minimize kelp, 
21 however environmental restrictions on kelp removal and the infeasibility of removing (and 
22 maintaining removal of) extensive marine growth for several miles around the plant prevent them 
23 from eliminating the source if the storm-driven debris. To minimize the challenge to the plant 
24 under storm conditions which could likely result in loss of both circulating water pumps, DC 
25 procedurally reduces power to 25% power or less. From this power level, the plant can be safely 
26 shut down by control rod motion and use of atmospheric dump valves without the need for a 
27 reactor trip.  
28 
29 Is this anticipatory plant shutdown in response to an external event, where DC has taken all 
30 reasonable actions within environmental constraints to minimize debris quantity and impact, able 
31 to be excluded from being counted under IE01 and IE02? 
32 
33 Resolution: In consideration of the intent of the performance indicators and the extensive actions 
34 taken by PG&E to reduce the plant challenge associated with shutdowns in response to severe 
35 storm-initiated debris loading, the following interpretation will be applied to Diablo Canyon. A 
36 controlled shutdown from reduced power (less than 25%), which is performed in conjunction with 
37 securing of the circulating water pumps to protect the associated traveling screens from damage 
38 due to excessive debris loading under severe storm conditions, will not be considered a 
39 "&efamuplanned reactor shutdown." if however, the actions taken in r•espose to ecee 
"40 debris leading result in the initiation of a reator- trip (manual or automatic), the event would 
41 rqieouting under both the Unplanned Scr-ams (LEO 1) and Scrams with a Less ef Nora 
42 Hc-at Remo..val (1 ME -2) indieate,-s.  
43 
44 
45 
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1 South Texas Project Units 1 and 2 
2 
3 Issue: NEI 99-02 requires the Residual Heat Removal (RHR) system to satisfy two separate 

4 functions: 
5 * The ability to take a suction from the containment sump, cool the fluid, and inject at low 

6 pressure into the RCS 
7 . The ability of the RHR system to remove decay heat from the reactor during a normal unit 

8 shutdown for refueling or maintenance 
9 

10 These functions are completed by the Emergency Core Cooling System on most Westinghouse 

11 PWR designs. South Texas Project has a unique design for these functions completed by two 

12 separate systems with a shared common heat exchanger. How should unavailability be counted 

13 for South Texas Project? 
14 
15 Resolution: Due to the unique design South Texas project, unavailability will be determined as 

16 follows: 
17 
18 In plant Modes 1, 2, 3, and 4 South Texas Project will count the unavailability of the Low 

19 Head Safety Injection Pump and the flowpath through it's associated RHR Heat Exchanger as 

20 the hours to count for the RHR performance indicator. This equipment and flowpath satisfies 

21 the requirement to "take a suction from the containment sump, cool the fluid, and inject at low 

22 pressure into the RCS". The RHR pump does not contribute to the performance of this safety 

23 function since it can not take suction on the containment sump.  

24 In plant Modes 4, 5, and 6 South Texas Project will count the unavailability hours of the RHR 

25 Pump and the flowpath through it's associated RHR Heat Exchanger as the hours to count for 

26 the RHR performance indicator. This equipment and flowpath satisfies the requirement to 

27 "remove decay heat from the reactor during a normal unit shutdown for refueling or 

28 maintenance". The RHR loop is required to be isolated from the Reactor Coolant System in 

29 Modes 1, 2, and 3 due to the system design. This requirement prevents the system from 

30 performing its intended cooling function until plant pressure and temperature are lowered to a 

31 value consistent with the system design.  
32 

33 Overlap times when both functions/systems are required will be adjusted to eliminate double 

34 counting the same time periods.  
35 
36 

37 San Onofre 
38 
39 Issue: At our ocean plant we periodically recirculate the water in our intake structure causing the 

40 temperature to rise in order to control marine growth. Marine mollusks, if allowed to grow larger 

41 than 3/24 in size, can clog the condenser and component cooling water heat exchangers. This 

42 process is carried out over a six hour period in which the temperature is raised slowly in order to 

43 encourage fish to move toward the fish elevator so they can be removed from the intake.  

44 Temperature is then reduced and tunnels reversed to start the actual heat treat. Actual time with 

45 warm water in the intake is less than half of the evolution. A dedicated operator is stationed for 

46 the evolution, and by procedure at any point, can back out and restore normal intake temperatures 

47 by pushing a single button to reposition a single circulating water gate. The gate is large and may
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I take several minutes to reposition and clear the intake of the warm water, but a single button 
2 with a dedicated operator, in close communication with the control room initiates the gate 

3 closure. During this evolution, one train of service water, a support system for HPSI and RHR, 
4 is aligned to the opposite unit intake and remains fully Operable in accordance with the Technical 
5 Specifications. The second train is aligned to participate in the heat treat, and while functional, 
6 has water beyond the temperature required to perform its design function. This design function 
7 of the support system is restored with normal intake temperatures by the dedicated operator 

8 realigning the gate with a single button if needed. Gate operation is tested before the start of the 

9 evolution and restoration actions are virtually certain. Does the time required to perform these 

10 evolutions on a support system need to be counted as unavailability for HPSI and RHR? 
11 
12 
13 Resolution: No. The period of heat treatment will not be considered as "unavailable" for the 

14 HPSI and RHR systems because of the utility's actions to limit the environmental impact of heat 

15 treatments. As described in the question, the ability of safety systems HPSI and RHR to actuate 

16 and start is not impaired by these evolutions There are no unavailable hours.  
17 
18 Susquehanna 
19 
20 Issue: Analysis has shown that when RHR is operated in the Suppression Pool Cooling (SPC) 

21 Mode, the potential for a waterhammer in the RHR piping exists for design basis accident 

22 conditions of LOCA with simultaneous LOOP. SPC is used during normal plant operation to 

23 control suppression pool temperature within Tech Spec requirements, and for quarterly Tech 

24 Spec surveillance testing. We do not enter an LCO when SPC mode is used for routine 

25 suppression pool temperature control or surveillance testing because, as stated in the FSAR, the 

26 system's response to design basis LOCA/LOOP events while in SPC configuration determined 

27 that a usage factor of 10% is acceptable. The probability of the event of concern is 6.4 E-10.If the 

28 specified design basis accident scenario occurs while the RHR system is in SPC mode, there is a 

29 potential for collateral equipment damage that could subsequently affect the ability of the system 

30 to perform the safety function. If the time RHR is run in SPC mode must be counted as 

31 unavailability, then our station RHR system indicator will be forever white due to the number of 

32 hours of normal SPC run time (approximately 300 hours per year). This would tend to mask any 

33 other problems, which would not be visible until the indicator turned yellow at 5.0%. Should our 

34 station count unavailability for the time when R.HR is operated in SPC mode for temperature 
35 control or surveillance testing? 
36 
37 Resolution: No, as long as the plant is being operated in accordance with technical specifications 
38 and the updated FSAR.  
39 
40 Davis Besse 
41 
42 Issue: Davis-Besse has an independent motor-driven feedwater pump (MDFP) that is separate 

43 from the two trains of 100% capacity turbine-driven auxiliary feedwater pumps. The piping for 

44 the MDFP (when in the auxiliary feedwater mode) is separate from the auxiliary feedwater system 

45 up to the steam generator containment isolation valves. The MDFP is not part of the original 

46 plant design, as it was added in 1985 following our loss-of-feedwater event to provide "a diverse
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1 means of supplyin4-auxiliary feedwater to the steam generators, thus improving the reliability and 

2 availability of the-auxiliary feedwater system" (quote from the DB Updated Safety Analysis 

3 Report). The resolution to FAQ 182 was that Palo Verde should count the unavailability hours for 

4 their startup feedwater pump. However, since the DB MDFP is manually initiated, DB has not 

5 been reporting unavailability hours for the MDFP due to the exception stated on page 69 of NEI 

6 99-02 Revision 0. The DB MDFP is non-safety related, non-seismic, and is not Class LE powered 

7 or automatically connected to the emergency diesel generators. The DB MDFP is required by the 

8 Technical Specifications to be operable in modes 1 - 3. However, the Tech Specs do not require 

9 the MDFP to be aligned in the auxiliary feedwater mode when below 40 percent power. (The 

10 MDFP is used in the main feedwater mode as a startup feedwater pump when less than 40% 

11 power). The DB auxiliary feedwater system is designed to automatically feed only an intact steam 

12 generator in the event of a steam or feedwater line break. Manual action must be taken to isolate 

13 the MDFP from a faulted steam generator. The MDFP is included in the plant PRA, and is 

14 classified as high risk-significant for Davis-Besse. Per the DB Tech Specs, the MDIFP and both 

15 trains of turbine-driven auxiliary feedwater pumps are required in Modes 1-3. The MDFP does 

16 not fit the NEI definition of either an "installed spare" or a "redundant extra train" per NEI 99-02, 

17 Rev. 0, pages 30 - 31. Should the Davis-Besse MDFP be reported as a third train of Auxiliary 

18 Feedwater, even though it is manually initiated? (Note: this FAQ is similar to Appendix D 

19 questions for Palo Verde and Crystal River regarding the auxiliary feedwater system) 

20 
21 Resolution: Based on the information provided, this pump should be considered a third train of 

22 auxiliary feedwater for NEI 99-02 monitoring purposes. See the Palo Verde Appendix D 

23 question.  
24 
25 Prairie Island 
26 
27 Issue: At Prairie Island, the three safeguards Cooling Water (service water) pumps were declared 

28 inoperable for lack of qualified source of lineshaft bearing water. This required entry into 

29 Technical Specifications 3.0.c (motherhood). The plant requested and received a Notice of 

30 Enforcement Discretion (NOED) that allowed continued operation of both units until installation 

31 of a temporary modification to provide a qualified bearing water supply to two of the three pumps 

32 was complete (14 days). Compensatory measures were implemented to ensure continued 

33 availability of water to the lineshaft bearings.  
34 
35 The Cooling Water System is required to mitigate design basis transients and accidents, maintain 

36 safe shutdown after external events (e.g. seismic event), and maintain safe shutdown after a fire 

37 (Appendix R).The only events for which the Cooling Water System function could have been 

38 compromised are the loss of off-site power (LOOP) and a design basis earthquake (DBE). These 

39 two events are limiting because they both involve the loss of off-site power. If off-site power 

40 continues to power the non-safeguards buses, then the Cooling Water System function is not lost.  

41 
42 Our Risk Assessment determined that the initiating event frequency for a DBE during the 14 day 

43 NOED period was so low that it was not a concern. Therefore, this discussion will focus on the 

44 LOOP event. The bearing water supply was not fully qualified for LOOP because the power to 

45 the automatic backwash for strainers in the system was not safeguards. The concern was that 

46 system strainers would plug eventually. However, for this initiating event, function is not lost 

47 immediately - it takes time for the strainers to plug. The time it takes is a function of river water
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1 quality. Based 6--an estimate of worst-case river water quality, there are 4 to 7 hours before 
2 function would be lost (strainers plug). In fact, testing around the period of the event, showed 
3 river water quality was such that the strainers did not plug after 48 hours. Given the time 
4 available there is high probability that operators could complete recovery actions before function 
5 was lost. A specific probabilistic risk assessment of the local operator actions determined that the 
6 probability of failure was less than 1%.  
7 
8 The NOED was requested to preclude a two unit shutdown. As part of the request for the NOED, 
9 compensatory measures to assure that the Cooling Water System function is maintained were 

10 proposed. In summary, the compensatory measures were to: 
11 
12 e use a hose (pressure-rated) to connect a safety related source of Cooling Water to the 
13 lineshaft bearing supply piping for a Cooling Water Pump 
14 e post a dedicated operator locally in the screenhouse near the Cooling Water Pumps 

15 * pre-stage equipment and tools in the screenhouse 
16 9 place identification tags at the connection locations 
17 • train the dedicated operator(s) on the procedure for connecting the hose 
18 
19 The need to implement the compensatory measures would have been identified to the Control 
20 Room operator by a loss of bearing flow alarm. As stated earlier, this condition is not expected to 

21 occur until a filter becomes plugged 4 to 7 hours after the loss of off site power. The Control 
22 Room operator would notify the dedicated operator to perform the procedure. The walkdown of 
23 the procedure determined that bearing flow could be established in less than 10 minutes. The 
24 pump is capable of operating for approximately one hour without bearing flow. When bearing 
25 flow is established, the Control Room alarm will clear, thereby giving the Control Room operator 
26 confirmation that the procedure has been performed. The procedure also required an independent 
27 verification of the bearing flow restoration within one hour of receiving the loss of bearing water 
28 flow alarm.  
29 
30 The Cooling Water System is a support system and it's unavailability affects: High Pressure 
31 Safety Injection, Auxiliary Feedwater, Residual Heat Removal, and Unit 1 Emergency AC (Unit 2 
32 Emergency AC is cooled independent of Cooling Water). Using NEI 99-02 criteria, Prairie Island 
33 included the time that the Cooling Water Pumps were declared inoperable, approximately 300 
34 hours, as unplanned unavailability in our PI data report. This resulted in two White Indicators 

35 (one on each unit), two other systems (one per unit) on the Green/White threshold, and two 
36 systems (again, one per unit) close to the Green/White threshold. However, the cause for these 

37 Performance Indicators changing from Green to White is a direct result of the lack of qualified 
38 bearing water to the Cooling Water pumps. The lack of qualified bearing water was evaluated 
39 through the SDP and resulted in a White finding. A root cause evaluation was performed and 

40 corrective actions identified. Since the change in the performance Indicators from Green to White 
41 was a direct result of the unqualified bearing water, no additional corrective action is planned.  

42 
43 This event does not fit into the guidance given in NEI 99-02. In Rev. 0, page 26, the Clarifying 

44 Notes address testing and Control Room operator actions. In Rev. 1, page 28, the Clarifying 

45 Notes only allow operator actions taken in the Control Room. We have also reviewed Catawba's 

46 FAQ 254. However, their situation addressed maintenance activity results not operator action.
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Initially, unavailýi hours were recorded from the time of discovery until completion of a 

Temporary Modification that provided a qualified bearing water supply. This resulted in counting 
approximately 300 unavailable hours per pump. Since the compensatory actions would have 
maintained the Cooling Water System function, should the unavailable hours be counted only 

from the time of discovery until the compensatory measures were in place? 

Resolution: Yes, the unavailable hours should be counted only from the time of discovery until the 

time that the compensatory measures were in place and remained in place. The actions required to 

restore the Cooling Water System function were simple and had a high probability of success.  
This is based upon the following factors: 

"* A probabilistic risk assessment of the local operator actions calculated less than a 1% 
probability of failure.  

"* There is control room alarm to alert the Control Room operator of the need for the 
compensatory measures.  

" There are at least two means of communication between the Control Room and the local 
operator.  

"* Recovery action for each pump was simple - connect a hose to two fittings and position two 
valves.  

"* Time to complete the recovery action was estimated to be about 10 minutes, based on walk
throughs. Failure to successfully complete the recovery action was not expected to preclude 

the ability to make additional attempts at recovery.  
"* A dedicated operator was stationed in the area to complete the recovery action.  

"* The operator had a procedure and training for accomplishing the recovery action.  
"* All necessary equipment for recovery action was pre-staged and the fittings and valves were 

readily accessible.  
"* Indication of successful recovery actions was available locally and in the Control Room.  

Note: This FAQ is specific to the plant and the circumstances, which included NRC approval of 

compensatory measures and an SDP review. Other licensees should not unilaterally apply this 
FAQ result, but should submit a plant specific FAQ.  

Ginna 

Issue: NEI 99-02 states (p 26) that Planned Unavailable Hours include "... testing, unless the test 

configuration is automatically overridden by a valid starting signal, or the function can be 

promptly restored either by an operator in the control room or by a dedicated operator stationed 

locally for that purpose." Also,(p 40) The control room operator must be "...an operator 
independent of other control room operator immediate actions that may also be required.  

Therefore, an individual must be 'dedicated."' Ginna Station's Standby Aux Feedwater Pumps do 

not have an auto-start signal; they are required to be manually started by an operator within 10 

minutes. Should this be counted as unavailable time? 

Resolution: No. The PI should not count them since this is an NRC approved design.
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1 Ginna 
2 
3 Issue: Page 62 of NEI 99-02, Rev 0, states in part: "...the isolation valve(s) between the RHR 
4 system and the HPSI pump suction is the boundary of the HIPSI system." Ginna Station's system 
5 design has three MOV's meeting this definition: 857A and 857C (two valves in series from the A 
6 RHR train) and 857B from the B RHR train. Each RHR train is a 100% train. MOVs 857 A and 
7 857C are in parallel with 857B. If Ginna Station was to have a fault exposure to one of these 
8 three valves, it would not prevent any of the three HPSI pumps from performing its function of 
9 taking a suction from the containment emergency sump. Rather, a fault exposure to one of these 

10 three valves would prevent its associated RHR train from supplying a suction from the 
11 containment emergency sump to any of the three HPSI pumps. Thus, the boundary between the 
12 RHR and HPSI systems needs to be adjusted for Ginna Station.  
13 
14 Resolution: The down-stream side of the isolation valve(s) between the RHR system and the 
15 HPSI pump suction is the boundary of the HPSI system for Ginna Station. The isolation valve(s) 
16 themselves will be in the RHR system and be associated with their respective RHR train.  
17 
18 Diablo Canyon 
19 
20 Issue: The response to PI FAQ #158 states "Anticipatory power changes greater than 20% in 
21 response to expected problems (such as accumulation of marine debris and biological 
22 contaminants in certain seasons) which are proceduralized but cannot be predicted greater than 72 
23 hours in advance may not need to be counted if they are not reactive to the sudden discovery of 
24 off-normal conditions." 

25 Due to its location on the Pacific coast, Diablo Canyon is subject to kelp/debris intrusion at the 
26 circulating water intake structure under extreme storm conditions. If the rate of debris intrusion is 
27 sufficiently high, the traveling screens at the intake of the main condenser circulating water pumps 
28 (CWPs) become overwhelmed. This results in high differential pressure across the screens and 
29 necessitates a shutdown of the affected CWP(s) to prevent damage to the screens.  

30 To minimize the challenge to the plant should a shutdown of the CWP(s) be necessary in order to 
31 protect the circulating water screens, the following operating strategy has been adopted: 

32 If a storm of sufficient intensity is predicted, reactor power is procedurally curtailed to 50% in 
33 anticipation of the potential need to shut down one of the two operating CWPs. Although the 
34 plant could remain at 100% power, this anticipatory action is taken to avoid a reactor trip in 

35 the event that intake conditions necessitate securing a CWP. One CWP is fully capable of 
36 supporting plant operation at 50% power.  

37 If one CWP must be secured based on adverse traveling screen/condenser differential 
38 pressure, the procedure directs operators to immediately reduce power to less than 25% in 
39 anticipation of the potential need to secure the remaining CWP. Although plant operation at 
40 50% power could continue indefinitely with one CWP, this anticipatory action is taken to 
41 avoid a reactor trip in the event that intake conditions necessitate securing the remaining 
42 CWP. Reactor shutdown below 25% power is within the capability of the control rods, being 
43 driven in at the maximum rate, in conjunction with operation of the atmospheric dump valves.
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I * Should traveling screen differential pressure remain high and cavitation of the remaining CWP 

2 is imminent/occurring, the CWP is shutdown and a controlled reactor shutdown is initiated.  

3 Based on anticipatory actions taken as described above, it is expected that a reactor trip 

4 would be avoided under these circumstances.  

S5 
How should each of the above power reductions (i.e., 100% to 50%, 50% to 25%, and 25% to 

6 reactor shutdown) count under the Unplanned Power Changes PI? 

7 

8 Resolution: Anticipatory power reductions, from 100% to 50% and from 50% to less than 25%, 

9 that result from high swells and ocean debris are proceduralized and cannot be predicted 72 hours 

10 in advance. Neither of these anticipatory power reductions would count under the Unplanned 

11 Power Changes Pl. However, a power shutdown from less than 25% that is initiated on loss of 

12 the main condenser (i.e., shutdown of the only running CWP) would count as an unplanned pow)er 

13 change since such a reduction is forced and can therefore not be considered anticipatory.  

14 

15 D.C. Cook 

16 
17 Issue: The definition for the Reactor Coolant System (RCS) Leakage performance indicator is 

18 "The maximum RCS Identified Leakage in gallons per minute each month per the technical 

19 specification limit and expressed as a percentage of the technical specification limit." 

20 
21 Cook Nuclear Plant Unit 1 and 2 report Identified Leakage since the Technical Specifications 

22 have a limit for Identified Leakage with no limit for Total Leakage. Plant procedures for RCS 

23 leakage calculation requires RCS leakage into collection tanks to be counted as Unidentified 

24 Leakage due to non-RCS sources directed to the collection tanks. All calculated 

25 leakage is considered Unidentified until the leakage reaches an administrative limit at which point 

26 an evaluation is performed to identify the leakage and calculate the leak rate. Consequently, 

27 Identified Leakage is unchanged until the administrative limit is reached. This does not allow for 

28 trending allowed RCS Leakage. The procedural requirements will remain in place until plant 

29 modifications can be made to remove the non-RCS sources from the drain collection tanks. What 

30 alternative method should be used to trend allowed RCS leakage for the Barrier Integrity 

31 Cornerstone? 

32 

33 Resolution: Report the maximum RCS Total Leakage calculated in gallons per minute each month 

34 per the plant procedures instead of the calculated Identified Leakage. This value will be 

35 compared to and expressed as a percentage of the combined Technical Specification Limits for 

36 Identified and Unidentified Leakage. This reporting is considered acceptable to provide 

37 consistency in reporting for plants with the described plant configuration.  

38 

39 Calvert Cliffs 

40 

41 Issue: Calvert Cliffs monitors the Safety System Unavailability Performance Indicator for PWR

D-20



NEI 99-02 Revision 2-1 
DRAFT REV2 9/25/200123 Ap,41-2OO1 

1 RHR using the guidance in NEI 99-02 provided for Combustion Engineering (CE) designed 
2 plants. When a unit is in Mode 6 and with water level in the Refueling Pool, at 23 feet or more 
3 abo~ie the top of the irradiated fuel assemblies seated in the reactor vessel, the Technical 
4 Specifications only require one Shutdown Cooling (SDC) loop to be operable and in operation.  
5 Unlike most of the other CE designed plants, at Calvert Cliffs, the two SDC loops on each unit 
6 have a common suction piping line. As a result, to permit required local leak rate testing and 
7 other maintenance activities on this common suction line, both trains of SDC would be taken out
8 of-service. Recognizing this plant specific design feature, the Technical Specifications specifically 
9 allow this required testing and maintenance to be performed without entering the action 

10 statements while the plant is in this particular condition. While the SDC trains are unavailable, 
11 decay heat is removed by natural convection to the volume of water in the Refueling Pool.  
12 Calvert Cliffs Technical Specifications Bases indicates that "a minimum refueling water level of 23 
13 feet above the irradiated fuel assemblies seated in the reactor vessel provides an adequate 
14 available heat sink." In this situation, should unavailable hours be counted against the SDC loop 
15 given the plant design at Calvert Cliffs? 

16 
17 Resolution: It is appropriate to not count unavailable hours for the above-described situation at 
18 Calvert Cliffs. Removing the SDC suction headers from service for the circumstances specifically 
19 allowed by the applicable Technical Specification is a reflection of plant design rather than an 
20 indication of adequate component or train maintenance practices. Unavailable hours would be 
21 counted while operating in accordance with this applicable Technical Specification if a situation 
22 occurred that required entering the action statement.  

23 Nine Mile Point 
24 
25 Issue: Some plants are designed to have a residual transfer of the non-safety electrical buses from 
26 the generator to an off-site power source when the turbine trip is caused by a generator protective 
27 feature. The residual transfer automatically trips large electrical loads to prevent damaging plant 
28 equipment during reenergization of the switchgear. These large loads include the reactor 
29 feedwater pumps, reactor recirculation pumps, and condensate booster pumps. After the residual 
30 transfer is completed the operators can manually restart the pumps from the control room. The 
31 turbine trip will result in a reactor scram. Should the trip of the reactor feedwater pumps be 
32 counted as a scram with a loss of normal heat removal? 
33 
34 Resolution: No. In this instance, the electrical transfer scheme performed as designed following a 
35 scram and the residual transfer. In addition the pumps can be started from the control room.  
36 Therefore, this would not count as a scram with a loss of normal heat removal 
37 
38 
39 Turkey Point 
40 
41 Issue: Turkey Point's Unit 3 Emergency Diesel Generators EDGs) are air-cooled, using very large 
42 radiators (eight assemblies, each weighing 300-400 pounds) which form one end of the EDG 
43 building. After 12 years of operation the radiators began to exhibit signs of leakage, and the plant 
44 decided to replace them. Replacing all eight radiator assemblies is a labor-intensive
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1 activity, that requires that sections of the missile shield grating be removed, heat deflecting 
2 cowling be cut away, and support structures be built above and around the existing radiators to 
3 facilitate the fitup process. This activity could not have been completed within the standard 72 
"4 hour allowed outage time (AOT). Last year Turkey Point requested, and received, a license 
5 amendment for an extended AOT, specifically for the replacement of these radiators. NEI 99-02 
6 allows for the exclusion of planned overhaul maintenance hours from the EAC performance 
7 indicator, but does not define overhaul maintenance. Does an activity as extensive as replacing 
8 the majority of the cooling system, for which an extended AOT was granted, qualify as overhaul 
9 maintenance? 

10 
11 Resolution: In this specific case, yes, for three reasons: (1) that activity involves disassembly and 
12 reassembly of major portions of the EDG system en toto, tantamount to an overhaul: (2) the 
13 activity is infrequent, i.e., the same as the vendor's recommendation for overhaul of the engine 
14 alone (every 12 years), and (3) the NRC specifically granted an AOT extension for this activity 
15 supported by a quantitative analysis
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APPENDIX E 

Frequently Asked Questions

The following table identifies where NRC approved FAQs were incorporated in the text. Not all 

FAQs have been directly included in the text. (For example, some FAQs were withdrawn; others 

asked basic questions whose answer was already in the text; and some asked questions not 
directly related to the PI Guideline.) 
TO BE DEVELOPED

E-1

1

2 

3

Section FAQs 
Introduction 121,217 
Unplanned SerantReactor Shutdowns per 7,000 5,159 
Critical Hours 
Se-amUnplanned Reactor Shutdowns with a 4,65,180,204,220,238,248,249 
Loss of Normal Heat Removal 
Unplanned Power Changes per 7,000 Critical 1,2,3,6,156,158,166,227,228,231,237,244 
Hours 
Safety System Unavailability 11,12,13,14,17,18,19,21,73,74,86,87,88,145, 

146,147,148,149,150,151,152,153,154,155, 
164, 165, 167, 168, 171,175,176,192,199, 
201,218,219,222,225,239,241,247, 252 

Safety System Functional Failure 144 
Reactor Coolant System Specific Activity 22,23,24,25,177,226 
Reactor Coolant System Leakage 

EP Drill/Exercise Performance 27,29,30,34,36,37,41,43,125,173,197,198,202, 
235, 242,243, 

ERO Drill Participation 44,45,50,53,54,85,233,234 
Alert and Notification System Reliability 123,174,229,232,246 
Occupational Exposure Control Effectiveness 92,93,95,96,103,104,107,109,111,112,130, 

131,132,203,240 

RETS/ODCM Radiological Effluent Occurrence 90 
Protected Area Security Equipment Performance 59,60,61,68,77,80,81,82,83,136,137,138, 
Index 139,140,141,160,162,163,184,185,189, 

230,250,253, 256, 259 

Personnel Screening Program Performance 127,128,133,134 
Fitness-For-Duty/Personnel Reliability Program 58,127,128,129 
Performance 
Appendix D 15,71,172,182,183,184,185,188,200,205,206, 

236, 255,254, 263 

Withdrawn 113,114,115,116,117,118,119,120,142,169, 
178, 190,193



Unit Serial No: 596495 Version: 02.31 

A ,ork Address: 00:40:af:48:dO:78 

Network Topology: Ethernet Connector: RJ45 

Network Speed: 100 Megabits 

Novell Network Information enabled 
Print Server Name: RDP 596495 
Password Defined: No 
Preferred Server Name not defined 
Directory Services Context not defined 
Frame Type: 802.2 On 802.3 

Peer-to-Peer Information enabled 
Frame Type: 802.2 On 802.3 
Network ID: 0 

TCP/IP Network Information enabled 
Frame Type: Ethernet II Protocol Address: 10.2.0.235 
Subnet Mask: 255.255.0.0 Default Gateway: 10.2.0.253 

AppleTalk Network Information enabled 
Frame Type: 802.2 SNAP On 802.3 
Protocol Address: Net Number 65384 Node Number 61 Socket Number 129 
Preferred AppleTalk Zone: * 

-----------------------------------------------------------------------------------------------------------

Novell inactive 

Peer-to-Peer Connection Information 
Printer Name: RDP_596495 

AppleTalk Connection Information 
AppleTalk Printer Name: Aficio 650 2 

TCP/IP Connection Information 

Port Number : 10001 

-----------------------------------------------------------------------------------


