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Figure 6-50 

Figure 7-1

A reconstructed image of the apertures and the aperture-probability plot for the 

fractured core 

Particle recovery curves for the parallel plate core 

Particle recovery curves for the fractured core 

All fractures mapped on the five exposed surfaces of the large block 

The major fractures of the large block fracture system 

Idealized, cumulative water loss based on simplified mineral assemblages calculated 

in Table 7-2 through Table 7-5
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Abbreviations and Acronyms 

Abbreviations and Acronyms 

2-D two-dimensional 

3-D three-dimensional 

AECL Atomic Energy of Canada Limited 

AML areal mass loading 

ATP adenosine triphosphate 

AZ altered zone 

BEM boundary-element method 

BWR boiling-water reactor 

C-H-S calcium-silicate-hydrate 

CAM corrosion-allowance material 

CRM corrosion-resistant material 

CSNF commercial spent nuclear fuel 

DDT discrete-heat-source, drift-scale thermal conduction 

DDTH discrete-heat-source, drift-scale thermohydrologic 

DEF delayed ettringite formation 

DFM discrete-fracture method 

DHLW defense high-level waste 

DIC dissolved inorganic carbon 

DKM dual-permeability method 

DLM double-layer model 

DOE US. Department of Energy 

DST Drift-Scale Test 

DTN data tracking number 

EBS engineered barrier.system 

ECM equivalent-continuum method 

ENFE evolution of the near-field environment 

EPA U.S. Environmental Protection Agency 

ESF Exploratory Studies Facility 

FLAC Fast Lagrangian Analysis of Continua 

FMX fracture-matrix interaction factor 

GWB Geochemist's WorkbenchTM 

GWTT groundwater travel time 

LAP ion activity product 

LBNL Lawrence Berkeley National Laboratory.  
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Abbreviations and Acronyms

LBT 

LDTH 

LDTH-S 

LLNL 

LML 

M&O 

MIC 

MMX 

MPBX 

MTU 

NEA 

NEA-TDB 

NF/AZ 

NFE 

NFGE 

NRC 

NUFT 

NWTRB 

ODE 

OPC 

PA 

PWR 

QA 

REV 

RH 

RIB 

SDT 

SDTH 

SHT 

SI 

SKB 

SMT 

SNF 

Sz 

TC 

TDIF

Large-Block Test 

line-averaged-heat-source, drift-scale thermohydrologic 

line-averaged heat source drift-scale thermohydrologic seepage 

Lawrence Livermore National Laboratory 

lineal mass loading 

management and operating 

microbially induced corrosion 

matrix-to-adjacent matrix 

multiple-point borehole extensometer 

metric tons uranium 

Nuclear Energy Agency 

Nuclear Energy Agency Thermoclhemical Data Base 

near field and altered zone 

near-field environment 

near-field geochemical environment 

U.S. Nuclear Regulatory Commission 

Nonisothermal Unsaturated-Saturated Flow and Transport 

Nuclear Waste Technical Review Board.  

ordinary differential equation 

ordinary Portland cement 

performance assessment 

pressurized water reactor 

quality assurance 

representative elementary volume 

relative humidity 

Reference Information Base 

smeared-heat-source, drift-scale thermal-conduction 

smeared-heat-source, drift-scale thermohydrologic 

Single-Heater Test 

saturation index 

Swedish Nuclear Fuel Co.  

smeared-heat-source, mountain-scale thermal-conduction 

spent nuclear fuel 

saturated zone 

thermochemical 

technical data information form
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Abbreviations and Acronyms

TDMS 

TEF 

TH 

THC 

THCM 

THM 
TM 

TSPA 

UZ 

VA 

WIS 

WP 

WPS 

YMSCP

Technical Data Management System 

'thermal effects on flow 

thermohydrologic 

tfermohydrochemical 

thermal-hydrologic-chemical-mechanical 

thermohydromechanical 
thermomechanical 

total system performance assessment 

unsaturated zone 

viability assessment 

Waste Isolation Strategy 

waste packag 

waste package size 

Yucca Motintain Site Characterization Project
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Executive Summary 

Executive Summary 

This Near-Field/Altered-Zone Models Report describes the conceptual and numerical models 

available for predicting conditions in the near-field and altered-zone environments for the 

potential high-level radioactive-waste repository at Yucca Mountain. The term near field 

describes the region of the host-rock mass in which response to repository-induced 

conditions is critical to engineered barrier performance. The altered zone is the region in which 

the temperature increases significantly (i.e., relative to repository system performance) as a 

result of repository heating. The altered zone (AZ) extends beyond the near field and may 

extend throughout the unsaturated zone (UZ) above and below the repository. The near field 

and AZ are regions where hydrologic flow and radionuclide transport behavior will be 

changed by repository construction and operation, ventilation, and the thermal effects of 

waste emplacement.  
The need for detailed predictions of chemical conditions in the near-field environment 

(NFE) has been elevated to a primary concern within the past year because of changes in the 

waste-isolation strategy and related changes in the reference repository design (CRWMS 

M&O, 1997; DOE, 1998). Changes in the safety strategy were brought about by revised 

estimates of the ambient infiltration flux at Yucca Mountain. Because of the estimates of 

increased flux, more emphasis is placed on long-term performance of the engineered barriers, 

hence there is greater concern for chemical conditions in the NFE. At the same time, 

incorporation of large amounts of concrete into the reference repository design (where steel 

was previously designated) has significantly changed the conceptual model for geochemistry 

of the NFE; therefore, a different set of chemical data is required.  

K... The extent of detailed predictions that can be made concerning long-term evolution of 

thermohydrologic (TH) and chemical conditions in the NFE is limited by the availability of 

experimental data to support predictive models. Nevertheless, over the past several years, 

considerable progress has been made toward developing reliable models for predicting near

field conditions. One purpose. of this report is to identify how these models can be improved 

through additional effort.  
This report includes example calculations to demonstrate the types of results that can be 

obtained using the available models. To compare results from different types of models and 

to evaluate coupled processes, a set of reference TH cases was developed. The calculated ,TH 

results were used as input for thermohydromechanical (THM) and thermohydrochemical 

(THC) models. The reference cases were also used for fully coupled THC simulations that 

show the effects from redistribution of silica in the near field and AZ.  

Organized around the types of coupled models (i.e., TH, THM, and THC), this report also 

presents models used to predict geochemical conditions in the NFE. Among the major 

conclusions in this report are those relating to the following: 
* Thermohydrology issues for repository design 
* Understanding of the "precipitation cap" effect 
* Significant retardation of Np and other radionuclides caused by introduced materials 

Thermohydrology Issues for Repository Design 

The TH simulators described in this report actually simulate a spatially and temporally 

averaged response at each waste package (WP) location in the model. Laboratory and field 

tests discussed in this report show that liquid reflux behavior in heat pipes is considerably 

& more complex than the average response. These experiments evidently produce behavior that 

is not part of the conceptual models on which the simulations are based. By extrapolating 
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these observations, it is reasonable to infer that a heat pipe in the repository host rock could 

produce episodic reflux events capable of penetrating the dryout zone, thus causing drift 

seepage at elevated temperature during the peak thermal period.  
The repository design can be optimized to limit the possible effects from penetration of 

thermally driven reflux. By increasing the lineal power loading within each drift, the dryout 

zone thickness is increased. Also, by increasing the spacing between drifts, the pillars remain 

at sub-boiling temperature, and drainage of reflux and the ambient percolation flux can 

occur. Heat pipes will be smaller and function less efficiently with loss of mass and enthalpy 

due to drainage through pillars.  

Understanding the Precipitation Cap 

The precipitation cap is very likely to form and will decrease fracture permeability while 

increasing fracture capillarity in the affected region. Although these simulations depend on 

coupling relationships that have not generally been tested experimentally, it is certain that 

heat pipes will form, that dissolution will occur, and that solute will be precipitated at the 

boiling zones. Preliminary simulations performed for this report show the effect on 

permeability to be significant for a wide range of key input parameters.  
The question of whether the precipitation cap will persist for thousands of years depends 

on whether the precipitates are dissolved by the ambient percolation flux and on whether 

vertical fractures will reopen when the rock mass cools. Dissolution can be addressed using 

the same THC simulator used to predict formation of the precipitation cap. Evaluation of 

changes in the permeability of vertical fractures will require additional information on* 
fracture rheology and on the actual mode of fracture displacement that accompanies heating.  

Radionuclide Retardation by Introduced Materials 

Experiments show that iron oxides and aicered concrete immobilize U and Np under 

oxidizing conditions. Both batch-sorption and transport experiments have been conducted, 

and partition coefficients of 10 mL/g or greater have been observed. A model of one

dimensional transport through a layer of degraded iron or cementitious materials shows that 

the retardation performance of such a layer could be equivalent to hundreds of meters of the 

undisturbed host rock. These results are described subsequently in more detail.  

Thermohydrologic Models 

TH models are used to calculate the evolution of liquid-water seepage flux, temperaiture, 

relative humidity (R-), and air mass-fraction within the drifts as functions of time after 

repository closure. In assessing total system performance, these are used directly as NFE 

performance measures. TH models also serve as the starting point for other process model 
calculations that describe water chemistry, engineered barrier performance, and radionuclide 
transport.  

The physical principles of heat and mass balance and conceptual models of flow in 

fractured porous media are well understood and -can easily be expressed mathematically and 

solved numerically. Available TH simulator codes (principally NUFT, VTOUGH, and 

TOUGH 2) have been thoroughly tested and qualified, or qualification is under progress, 

under the Yucca Mountain Site Characterization Project quality assurance (QA) program. All 

of these codes can perform calculations using any of several means for treating the coupling 

of heat and mass flow between matrix and fracturg elements.  
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Model Confidence-Building Activities 
Field tests in unsaturated tuffs are the principal means for building confidence in TH 

models. The Single-Heater Test (SHT) in the Exploratory Studies Facility (ESF) at Yucca 

Mountain was conducted in welded tuff near both the repository horizon and the planned 

location of emplacement drifts. Modeling results for the SHT have focused on the extent to 

which capillary forces appear to control the distributions of temperature and liquid water.  

Results using six property sets have been compared, and those that produce temperature 

profiles that most closely resemble observed data also have the least capillarity.  

The Large-Block Test (LBT) is still in progress. It uses a partially excavated 3-m x 3-m x 

4-m block in an outcrop of the repository host rock at Fran Ridge near Yucca Mountain. One 

of the goals for this test is to produce a heat-pipe zone to observe TH and chemical effects.  

TH simulations have been performed with the same property sets used in modeling the SHT 

and with similar results. The LBT field-temperature data show many short-duration episodes 

in which measured temperatures within the superheated region suddenly decreased by 100 to 

400C, reaching the boiling point in much less than one hour. These events probably resulted 

from episodic flow of condensate in fractures, which has never been modeled by the available 

TH codes because they only simulate temporally and spatially averaged behavior. (An 

animation of the LBT, which profiles temperature phases during the test, is included in the 

CD-ROM accompanying this report) 

Reference Calculations for the Evaluation of Coupled Processes 

The NUFT code was used in a series of two-dimensional (2-D) models, which served as 

the basis for chemical and mechanical calculations used in evaluating coupled processes for 

this report. The infiltration conditions and stratigraphy chosen for these simulations 

*- correspond to a location near the center of the repository layout, where the ambient 

percolation flux is estimated to be 16 mm/yr. The calculations have been repeated using two 

sets of hydrologic properties: a smaller infiltration rate and two thermal loading options 

(point load and line load).  
The reference calculations indicate that the thermally driven liquid flux near the 

emplacement drifts (1) initially will be much greater than the ambient percolation flux and 

(2) will gradually decline to the ambient flux in 100 to 500 yr. Comparing the point-load and 

line-load cases, a larger dryout zone will develop for the line load because of greater 

condensate drainage through the wider pillars.  

Drift-Scale Seepage 
Estimation of the temporal and spatial distributions of seepage into the emplacement 

drifts is arguably the most important problem for ambient and thermally driven, 

unsaturated-zone (UZ) hydrology at Yucca Mountain. Models have been developed, using 

the NUFT code, to estimate seepage into drifts under both isothermal and nonisothermal 

conditions. One of most important results from seepage modelS is that the predicted average 

seepage flux at ambient temperature is only a fraction of the ambient percolation flux in the 

host rock. By combining this with the likelihood of only part of the seepage flow actually 

dripping onto the WPs, a case can be made that very little water will contact the waste. It 

should be noted that, although the spacing between fractures may be a significant portion of 

the drift radius, this result is obtained using a continuum representation of the fracture 

network. This result is an approximation, and there is considerable opportunity for reduction 

of uncertainty in this area.  
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Total System Performance Assessment Multi-Scale Abstraction 

A multi-scale TH abstraction methodology has been developed to provide important 

input to total system performance assessment (TSPA). The abstraction tool calculates 

performance measures including the WP temperature and drift-air RH at the WP surface. The 

need for abstracting from TH simulations, rather than using TH simulations directly, arises 

from the limited number of computationally intensive, full TH simulation runs that can 

reasonably be conducted.  
The abstraction tool exploits several aspects of the repository TH problem to reduce, 

computational effort. Scaling relationships are used in which the repository is modeled as a 
"smeared-heat source" for calculating large-scale effects such as three-dimensional (3-D) 

repository-edge effects. For regions of the host rock that are dried out or are beyond the 

influence of heat-pipe activity, heat-transfer during the thermal period can be represented by 

thermal-conduction-only models. This abstraction tool has been tested by comparing its 

results to computationally intensive, full TH simulations.  
The abstraction methodology has made it possible (1) to compare the effects of different 

TH property sets and percolation flux maps and (2) to compare the performance of point-load 

and line-load repository designs. Comparisons are facilitated by calculating the TSPA 

performance measures over the entire repository layout. Results show that, depending on the 

values selected for capillary properties and infiltration flux, rewetting behavior can 

significantly prolong or shorten the period of reduced RH in the emplacement drifts. The 

magnitude of estimated infiltration is arguably the strongest influence on the calculated 

Performance measures.  
The abstraction methodology has been constructed so that refinements in the repository 

design can be readily analyzed. Backfill has already been incorporated as an option. Seepage 

models using spatial heterogeneity of fracture properties can also be incorporated, although 

the computational effort will greatly increase.  

Improving Thermohydrologic Models to Reduce Uncertainty 

TH modeling has led the way in predicting NFE conditions and will continue to do so.  

Improved accuracy, flexibility, and reliability of TH predictions will contribute directly to 

success in licensing and to potential cost-saving features in the repository design. To continue 

making these contributions, the following specific areas need improvement 
"* The multi-scale abstraction methodology is a significant accomplishment in modeling 

for NFE studies because it consolidates what is known about variability of infiltration 

and rock properties and optimizes the use of the available modeling tools. The " 

methodology has the potential to be applied for TSPA-VA in ways beyond those 
presented here.  

"* The usefulness of TH simulations critically depends on the property sets. Problems 

with these properties have been identified in the simulation of field-scale heater tests 

and have been corrected. TH constraints are important for estimating hydrologic 
properties of the host rock.  

"• In the future, more emphasis will be given to.TH models, including modeling of drip 

shield and backfill options, for evaluating EBS design alternatives that will control in
drift flow processes.  
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Conclusions Regarding Thermohydrologic Models 

Evolution of temperature and matrix saturation calculated for the reference cases, and for 

other cases discussed in Chapter 3, make possible some conclusions regarding the TH regime: 

* The TH system has a tendency to achieve quasi-steady conditions because the 

duration and scale of repository heating are large compared with the characteristic 

time and length scales for thermal diffusion and convective heat transport.  

* Major features of the TH regime are determined by macroscopic factors such as heat 

output, repository depth, and the water-table boundary condition. Temperatures in 

the NFE and throughout the UZ depend on the type of thermal boundary condition 

imposed at the water table.  
* Conduction-only problems are similar enough to full-TH problems that useful 

information can be abstracted for estimating TSPA performance measures, while 

substantially decreasing computational effort 
* Coalescence of dryout zones results if the sustained thermal output of the repository 

during the early thermal period exceeds the power required to evaporate the average 

ambient percolation flux at the boiling zone and, at the same time, to evaporate the 

matrix pore water in the region between drifts. Once the coalesced dryout region 

forms, maintenance of the quasi-steady state requires thermal power sufficient to 

evaporate the ambient flux.  
• Results from the LBT show that the behavior of liquid condensate can produce short

"term episodic reflux events. Extrapolated to a thick heat-pipe zone, such episodic 

reflux may be capable of penetrating the emplacement drifts in significant quantity.  

Evaluation of short-term episodic reflux events appears to be beyond the capabilities 

Of current TH simulators.  

Thermomechanical Models 

An approach is presented for estimating changes in fracture permeability caused by 

thermrnomechanical (TM) stress changes. The method is based on published approaches 

(Bairton et al., 1985) and considers only effects from shear displacement, which has greater 

potential to permanently change permeability than does normal displacement This approach 

can be tested by comparing its results to changes in permeability associated with the Drift

Scale Test (DST). For this report, regions in which permeability changes could occur in the 

repository host rock are evaluated using an elastic continuum model of rock-mass response.  

The simulators available (e.g., FRACROCK, FLAC, and UDEC) also support the use of 

ubiquitous-fracture or discrete-element models.  

Drift-Scale Test 
For the DST, TM effects may cause significant enhancement of permeability in a 

significant volume of the rock mass. Permeability is predicted to increase where temperature 

gradients and the associated thermal-stress gradients develop. Permeability in these parts of 

the rock mass is predicted to increase by a factor of 2 to 4. Permanent changes in fracture 

apertures should be detectable after the affected region dries out. However, during the test 

and before dryout, such permanent changes could be difficult to discern from changes in 

fracture saturation.  
The guard heater geometry used in the DST introduces TM effects that may differ 

significantly from repository drift-scale effects. The DST heater arrays were designed 

. primarily to achieve representative TH conditions.  
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Analysis of Reference Cases 
Smaller changes in permeability are projected for the reference cases used to assess 

coupled processes for this report than are for the DST. Slip on fractures resulting from 

induced shear stresses is expected to be limited to a few small zones that are within a few 

drift diameters of the drift wall. The zones of shear slip calculated for the DST are not present 

in the repository models because adjacent drifts tend to produce canceling stress fields when 

heated at the same time.  

Improving Thermomechanical Models to Reduce Uncertainty 

The uncertainties that attend predicting rock-mass response to the construction and 

performance of a potential Yucca Mountain repository are comparable to the uncertainties 

typically encountered in mine development. The following additions could significantly 

enhance confidence in TM models for the NFE: 
0 Interpret microseismic monitoring performed for the DST, and any future heater tests, 

to confirm joint slip events that are inferred from other data sets such as rock-mass 

displacement, stress, and hydrologic testing 
* Perform ubiquitous fracture modeling (FLAC) and discrete-element modeling 

(UDEC) to examine the relative contributions from different joint sets, sensitivity to 

fracture parameters, etc.  
0 Measure additional laboratory-scale properties of fractures, particularly the shear 

deformation parameters, including dilation angle and internal friction 
* Assess creep and pressure-solution effects to determine whether THM effects are 

reversed during cool-down 

Conclusions Regarding Thermomechanical Models 

Evaluation of the stress fields calculated for the reference cases makes possible some 

conclusions regarding important THM effects in the AZ around the repository: 
"* Permeability decreases resulting from THM effects will generally be smaller than 

increases.  
"* Decreases will be limited to approximately an order of magnitude and may be partly 

reversed on cool-down. Permeability increases could be as many as 3 orders of 

magnitude locally; large increases will generally be caused by shear slip on fractures 
and will not be reversed on cool-down.  

"* The heat-pipe zone is isothermal; thus, THM changes associated with shear 

deformation in this zone are limited to effects that occur during growth and collapse 

of the temperature field.  
"• Conditions favoring shear displacement of fractures are predicted to be much less 

prevalent in the repository host rock than in the rock mass above and below the DST.  

Thermohydrochemical Models 

Thermodynamic models calculate the state of a chemical reaction based on equilibrium 

behavior and may also include kinetic behavior and controls on reactant availability. These 

concepts are embodied in the EQ3/6"modeling software package, which is widely used in 

geochemistry and is qualified for use in licensing. Reactive-transport models include reaction 

rates and a time variable and represent a spatial domain. Several reactive-transport 

simulators are available in the public domain; these incorporate a wide range of chemical 

species and a limited range of mass-transport behaviors.  
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Another category of reactive-transport simulators consists of TH codes such as FEHM 

and NUFT, which have been modified to incorporate the chemical behavior of a small 

number of components. This approach has been useful for studying the effects of boiling 

processes on mineral precipitation, using silica as a single component.  

Four modeling studies represent considerable progress in THC modeling: Two of these 

are recent LLNL studies prepared for the Yucca Mountain Site Characterization Project, and 

two are new work reported here. Of the two new ones, the first is a reaction-path study 

presented for water evolution in contact with the host rock (EQ3/6); this work examines the 

impact of uncertainty in the reaction rate constants for water-rock interaction. The second 

one is reactive transport of silica movement simulated at the repository scale using FEHM.  

Fully coupled calculations (i.e., coupling porosity and permeability) are then presented and 

show (1) reactive transport of silica at the drift scale (NUFT) and (2) reactive-transport 

simulations involving aqueous mineral dissolution and alteration reactions in the AZ 

(OS3D/GIMRT).  

Reaction-Path Study 
The reaction-path study presented in this report analyzes the impact of uncertainty in the 

relative-reaction rates used in the EQ3/6 model on the capability to simulate the evolution of 

J-13 water composition in the potential repository host rock. Results show that evolution of 

recharge water to the J-13 composition depends on several rate reactions, principally for 

silicate dissolution, for which reaction-rate data are uncertain.  

Coupled Repository-Scale Calculation with Silica 

Fully coupled repository-scale THC calculations were performed previously using the 

FEHM finite-element code, which was modified to incorporate the behavior of a single 

chemical component and to couple changes in fracture porosity with changes in permeability.  

These calculations show that sufficient silica will be mobilized by repository TH processes to 

cause significant changes in local fracture porosity. Boiling occurs predominantly at the 

bottom of the isothermal heat-pipe zone, and the residual solute deposits from boiling 

accumulate there. In a simulation that couples fracture permeability and porosity, solute 

accumulation is not hindered, although fracture porosity decreases from precipitation 

(relative permeability and moisture characteristic relationships were not coupled).  

Repository-edge effects in the model are reflected in the distribution of silica dissolution and 

precipitation, and similar effects can be expected near the edge of the waste-emplacement 

area during repository development.  

Drift-Scale TH Simulations with Silica 

Fully coupled THC calculations were performed using the NUFT code, which was 

modified to incorporate the behavior of silica. The initial TH properties, 2-D geometry, and 

boundary conditions correspond to the reference cases developed for this report. Model input 

includes coupling relationships between porosity and permeability and between porosity and 

the water potential and relative permeability curves. Reaction rates and chemical equilibria 

are fully temperature-dependent. The dual-permeability-method (DKM) model for fracture

matrix interaction is used for these calculations (see Chapter 3), and chemical 

dissolution/precipitation reactions are modeled in both the fracture and matrix continua.  
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Formation of a precipitation cap above the emplacement drifts is predicted by this model 

for all conditions considered, including ranges of the specific surface area available for silica 

dissolution and reaction constants corresponding to different silica phases (e.g., quartz, 

cristobalite, and amorphous silica). Significant precipitate accumulation takes place within a 

few years, or tens of years, after the start of heating.  
Calcite is common in fractures in the host rock and will dissolve because of hydrothermal 

activity associated with repository heating. Calcite dissolution and precipitation of related 

species in the boiling zone are not incorporated in this model. When included, precipitates 

will form more rapidly because dissolution occurs more rapidly with calcite than it does with 
silicates such as cristobalite.  

A lower bound on permeability reduction in the boiling zone is incorporated in the model 

to reflect the relation between permeability and heat-pipe formation, which is well 

established in TH simulations (see Chapter 3). When the bulk permeability decreases to a 
threshold value (100 millidarcy), throttling inhibits the penetration of liquid reflux. The lower 

end of the heat-pipe zone then migrates away from the heat source. Thus, although 
precipitation is concentrated at the bottom of the heat-pipe zone where boiling occurs, the 
zone of permeability reduction migrates upward with time.  

Reactive-Transport Calculations 
Coupled reactive-transport simulations were performed with the OS3D/GIMRT code, 

using temperature fields and fracture flow fields taken directly from the TH reference cases.  
The GIMRT simulations are based only on fracture flow conditions extracted from DKM 
simulations, ignoring matrix processes.  

There is substantial uncertainty about the rate constants for silicate dissolution and 
precipitation reactions and about the inventory of fracture minerals present in the host rock.  
Reference values for rate constants that are consistent with the latest available experimental 

data are assumed, but are far from complete insofar as the number of silicate minerals 
included, the representation of both dissolution and precipitation, and temperature effects.  
The OS3D/GIMRT simulations were undertaken to examine the implications of what is 
known with relative certainty about the chemical behavior, without generating results that 

could be heavily influenced by uncertain parameters and mineral distributions.  
These simulations show that dissolution of calcite will occur rapidly. Aqueous dissolution 

and precipitation reactions involving silicates are likely to produce significant changes in 
fracture porosity, but will do so relatively slowly, over time periods on the order of decades.  
Later in the repository thermal evolution, CO, will be displaced from the gas phase by water 
vapor as the air mass-fraction approaches zero in the host rock (see Chapter 3).  
OS3D/GIMRT simulations show that decreased CO, fugacity will have little impact on calcite 
and silicate reactions at near-neutral pH. The presence of condensate that is less chemically 
aggressive to calcite will result in the physical spreading of precipitation and dissolution 
zones.  

Comparing OS3D/GIMRT simulations with the silica distributions calculated using 
NUFT shows that the aqueous dissolution and boiling processes predicted by the two 
approaches may be incompatible above the emplacement drifts. Although the lower end of 
the heat-pipe zone is at a relatively high liquid saturation and elevated temperature, 
dissolution may still be hindered because the concentrations of solutes have been increased 
by evaporation. An integrated model that accommodates a full set of possible chemical 
reactions with evaporation, boiling, and gas-phase transport of reactive components, such as 
CO,, is the next step for improving the realism of THC simulations.  
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Conclusions Regarding Thermohydrochemnical Models 

The conclusions drawn from THC modeling presented in this report may be summarized 

as follows
a THC effects will definitely cause redistribution of soluble components such as calcite 

and silica and will very likely produce a precipitation cap over the emplacement 

drifts.  
The bulk permeability of the rock mass making up the precipitation cap should reach 

a quasi-uniform value for a range of different model conditions (e.g., ambient flux, 

reactive surface). The existence of a lower-bound bulk permeability for heat-pipe 

effects has been shown in previous TH simulations. The result of this limit is that the 

precipitation cap will tend to move outward with time, increasing the zone thickness.  

* Simulations show that, at a later time, precipitation is likely to occur in the pillars, 

and, if capillary reflux is significant, precipitation also can occur below the drifts. This 

means that, depending on the TM properties, the emplacement drifts can become 

encircled by precipitation, an effect that can have adverse implications for repository 

performance because it implies that water that seeps into drifts may become trapped 

there and accumulate. Clearly, it is important to accurately represent the relative 

importance of gravity- and capillary-driven fracture and matrix flow imbibition and 

reflux processes when simulating THC effects.  
* These simulations show that the TH properties of the fracture system directly above 

the drifts may change and that analyses of post-thermal seepage should take these 

changes into account 
The CO 2 fugacity is an important chemical uncertainty in the NFE throughout the 

thermal period and beyond. Existing TH or THC models need enhancement to 

represent the behavior of CO. as it is mobilized in the host rock, is displaced by water.  

vapor, then moves away from the repository, dissolves in condensate, and undergoes 

aqueous interaction with mineral phases.  
* The different THC simulation approaches presented in this report have shown that 

conflicting results arise when simulations that consider only aqueous processes are 

compared with simulations that include boiling processes but do not incorporate a 

full set of chemical components and reactions. Needed is a single simulation code that 

incorporates a full set of chemical reactions, boiling processes, and realistic TH 

processes (e.g., dual-permeability conceptual model).  
* Sensitivity studies on THC models that incorporate silica redistribution are needed to 

focus laboratory investigation of the properties and reaction-rate parameters critical to 

formation of the precipitation cap. Simulation should also be used to evaluate the 

regularizing behavior of mineral precipitation, whereby all fractures are eventually 
filled.  

Geochemical Conditions In the NFIAZ 

The approach to modeling geochemical conditions in the NF/AZ emphasizes. water 

composition, which is needed to assess the WP lifetime, the release of radionuclides from the 

waste form, and the mobility of released radionuclides. Modeling of water composition 

begins with water in the AZ above the repository at ambient and elevated temperatures. This 

water is then introduced to the NFE where it interacts with introduced materials.  
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Executive Summary 

For this report, the near-field geochemical environment is assumed to be dominated by 

cementitious materials, although the WP materials will also contribute, and steel may be used 

instead of concrete for some ground-support components. The evolution of water 

composition in contact with cementitious materials is presented for young concrete, and 

additional calculations have been performed for alternative compositions that represent 

concrete alteration by heating in the presence of moisture and varying amounts of CO.  

If radionuclides are released to the NFE, interaction with introduced materials will cause 

retardation of some species. A series of laboratory experiments is presented that helps to 

define the retardation behavior of U and Np in contact with iron corrosion products and with 

altered concrete. Preliminary results show that partition coefficients of at least 10W mL/ g, and 

probably higher, are likely. Modeling of radionuclide transport through a layer of degraded 

introduced materials shows that the retardation could be equivalent to that of hundreds of 

meters of the host rock.  
A conceptual model for radionuclide mobility in the AZ is presented as a discussion of 

the available thermodynamic data for predicting solubility controls and as a conceptual 

discussion of colloid transport and what is being done to bound alternative modes of 

transport.  

Altered-Zone Water Composition 
At ambient temperature, water in the host rock will have a likely composition closely 

resembling J-13 water, whereas condensate will essentially be distilled water. Water that 

evolves in the AZ will have a composition that represents a mixture of ambient water similar 

to that from well J-13 and condensate that has interacted with rock-fracture mineralogy.  

Evaporative concentration will produce different effects, depending on the CM fugacity and 

other factors. The range of water compositions that is expected in the AZ will be bounded by 

the following: 
"* During heat-up, the water composition will be dominated by evaporative processes, 

and the composition will be represented by J-13 water concentrated to some degree.  
"* During cool-down, the water composition will be dominated by condensate, and the 

actual composition will depend on the extent of rate-dependent water-rock 
interaction.  

" At the repository edges and in the late stage of cool-down, the water composition will 

be dominated by ambient percolation. These waters are expected to be similar to J-13 
well water.  

Significant discrepancies exist for some chemical components in this analysis, indicating 

that model refinement is needed. Several specific problem areas identified in this report 

include chemical boundary conditions, dissolution rate kinetics, and treatment of minor 

mineral phases.  

Water Composition in Contact With Cement 

A chemical model has been developed for water composition in the NFE and represents 

interaction with cementitious materials at different stages of maturation. This model differs 

from previous calculations in that additional cement phases are included in a new 

thermodynamic database to represent the observed products of hydrothermal alteration of 

Portland-type cement in the presence of CO2 (see Chapter 7). Cement mineral assemblages 

have been developed to represent different types of cement alteration. This is a recently 

developed database; however, it will be assessed along with previous data to produce 

estimates of water composition in contact with the WPs and interacting with released 

radionuclides for TSPA-VA.  
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Executive Summary 

Simulating the chemical environment as water first impinges on introduced materials 

after the thermal period is complicated by uncertainty about the nature and extent of cement 

alteration, the evolution of CO, fugacity, and the chemical contributions from different 

concrete constituents. These simulations show that, depending on the CO, pressure assumed, 

the alkaline pH effect from interaction with cement can be substantially moderated. When 

sufficient CO` is present, the pH is in the near-neutral range; when the CO. is exhausted by 

reaction with portlandite, the pH increases to 10 or greater. Further specification of water 

composition in the NFE will require (1) modeling the mobilization and transport of natural 

CO2 in the NF/AZ during the thermal period and (2) redistributing the CQO by gas-phase 

circulation processes in the post-thermal regime.  

Concentrations of Radionuclides Leaving the Repository 

Iron oxides derived from the WP corrosion-allowance material (CAM) or steel ground 

support can potentially provide a sorptive barrier to radionuclide transport. Partition 

coefficients greater than I1W mL/g have been measured for U(VI) and Np(V) species on 

hematite, and greater partitioning would probably be observed on the "lower" oxides of iron 

that have greater specific surface area. Consistent results have been obtained from transport 

experiments conducted using these materials. Retardation will be strongly affected by fluid 

chemistry, particularly pH and CO, fugacity, and by the nature of the flow path through a 

layer of corrosion products.  
Surface complexation modeling of U sorption to hematite indicates that, at alkaline p-, 

the presence of significant CO, can inhibit the sorption of U and, by analogy, Np. Simulations 

indicate that retardation will be significant for two scenarios: (1) alkaline waters in which CO2 

fugacity is controlled by calcite equilibrium (e.g., fluids within cementitious material) and (2) 

alkaline fluids that are neutralized by reaction with ambient CO2 (e.g., fluids that exit 

cementitious material).  
A transport experiment was conducted to investigate U and Np behavior in a fractured 

core of concrete that had been hydrothermally altered to represent repository conditions, 

Altered concrete strongly retarded U and Np, either by sorption or by causing precipitation 

of one or more solubility-limiting solid phases. The solubility hypothesis implies greater 

retardation performance than sorption, but additional experiments are needed to establish 

the mechanism. Measurable fractions of the U and Np in batch experiments were associated 

with particulate matter; but in general colloids did not retain a significant fraction of the 

radionuclides.  

Radionuclide Transport In the Altered Zone 

It is expected that transport processes in the AZ below the repository will depart 

significantly from the unaltered, ambient system. The current approach is to use chemical 

solubility to bound the aqueous concentrations of radionuclides in the AZ while using an 

experimental approach to bound colloidal and microbial effects on transporL 

An evaluation of the available thermochemical data for key elements shows that 

solubility-imniting solid phases have been identified for U, Np, Pu, Am, Tc, Ni, and Zr for 

both oxidizing and reducing conditions. Solubilities for a range of U, Zr, and Ni phases can 

be reliably predicted over the temperature range 20* to 150"C. For other radioelements, 

including Np and Pu, the likely solubility-limiting phases in J-13 water have been identified, 

but there are no data for elevated temperature. The relative need for further solubility data is 

reported to be Np > U > Pu > Am > Zr > Tc > Ni. Coprecipitation is potentially important for 

radionuclide retardation in the NF/AZ and a model for predicting coprecipitation effects is 

under development, but virtually no experimental data exist for model testing.  
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Executive Summary 

The formation, stability, and sorption of radionuclides by colloids in the NFE remain 

matters of considerable uncertainty. Introduced materials in the repository can serve as 

sources for colloidal particles with strong affinity for radionuclides. The chemical and 

physical environments are conducive to formation of colloids and biocolloids. Few data are 

available on colloid formation and mobility, particularly because colloidal processes are 

complex and difficult to control.  
Laboratory experiments consistently show that bacteria and colloids are transported 

faster than conservative solute tracers in individual fractures. Preliminary results from the 

bacterial transport experiment associated with the LBT show a breakthrough of labeled 

bacteria near the base of the block, but additional information is needed to establish a model 

framework for interpreting this observation.  

Near-Field/Altered-Zone Models 

Several areas have been identified for future enhancement of predictive models used in 

NF / AZ studies. The discussion of TM models described various approaches available for 

modeling the effects of rock joints. Methods of analysis that permit inelastic slip along 
fractures were not used in this report, although it is recognized that two major differences 

would result if such slip behavior were incorporated: (1) more shear slip would be predicted, 

increasing the fracture permeability, and (2) the softening that would result from slip would 

cause the deformation response to be concentrated closer to the drifts. For significant slip to 

be predicted, calculations will probably require values for fracture-strength parameters that 

are somewhat different than those used in this report. These calculations are within the 

current capabilities of commercially available modeling software.  
Existing chemical modeling codes such as EQ3/ 6 are capable of simulations involving 

redox reactions; however, with the exception of a scoping study on the use of iron in backfill, 

these have not yet been incorporated into studies of the NFE. With abundant metallic iron 

and reduced uranium (UC) in the waste form, there is potential for reducing conditions in 

the NFE. This would give rise to lower solubility limits for Np and Pu. It is therefore 

conservative to ignore redox if the actual redox state is more reducing, and that is the 

approach currently taken. Plausible simulation of redox effects in the NFE would be difficult; 

but, if achieved, such simulation could have a positive impact on radionuclide mobility. This 

is a matter for consideration in future experiments and modeling efforts.  

The THC models presented in this report are limited with respect to the range of 

phenomena considered, particularly gas-phase transport of reactive components and 

reactions involving boiling. These limitations are common to all TC and reactive-transport 
models surveyed for this report and to other models for which detailed descriptions were 

available. Incorporation of more chemical components, gas-phase transport, boiling reactions, 

etc., into an integrated model that will also simulate thermohydrology and may include 

coupled mechanical or TM effects is an active area of geochemical research.  
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1. Introduction 

t . Introduction 

The U.S. Department of Energy is studying Yucca Mountain as the possible site for the 

first underground repository for permanent disposal of spent fuel from commercial nuclear 
reactors as well as for other types high-level nuclear waste. Emplacement of high-level 

radioactive waste, especially commercial spent nuclear fuel (CSNF), in Yucca Mountain will 

release a large amount of heat into the rock above and below the repository. The heating rate 

will decrease with time, creating a thermal pulse. Over a period of several thousand years; 

the rock temperature will rise initially, then drop when the production of decay heat falls 

below the rate at which heat escapes from the hot zone. Besides raising the rock temperature, 

much of this heat will vaporize water, which will then condense in cooler regions. The 

condensate is likely to form a gravity-driven heat pipe above the repository, creating the 

possibility that water may drain back onto the waste packages (WPs) or that it may "shed" 

through the pillars between emplacement drifts.  
The long-term importance of these effects has been investigated through the 

development, testing, and application of thermohydrologic (TH) models. Other effects, such 

coupled chemical and mechanical processes, may also influence the movement of water 

above, within, and below the emplacement drifts. A recent report on thermally driven 

coupled processes (Hardin and Chesnut, 1997) provides a qualitative assessment of the 

probable significance of these processes for the Yucca Mountain Site Characterization Project 

(YMSCP) and is the phenomenological framework for the present report. This report 

describes the conceptual and numerical models that have been developed to predict the 

thermal, mechanical, hydrologic, and chemical responses to the cumulative heat production 

, of the potential host rock at Yucca Mountain. (An introduction to the topic of coupled 

processes is provided in Chapter 2.) 
As proposed, the repository horizon will be situated within the Topopah Spring tuff, in 

the adjacent middle nonlithophysal and lower lithophysal units. These units are made up of 

moderately to densely welded, devitrified, fractured tuff. The rock's chemical composition is 

comparable to that of typical granite, but has textural features and mineralogical character

istics of large-scale, silicic volcanism. Because the repository horizon will be approximately 

300 m below the ground surface and 200 m above the water table, the repository will be 

partially saturated. The welded tuff matrix in the host units is highly impermeable, but water 

and gas flow readily through fractures. The degree of fracturing in these units is highly 

variable, and the hydrologic significiance of fracturing is an important aspect of sith 

investigation.  
This report describes the characterization and modeling of a region around the potential 

repository-the altered zone-a region in which the temperature will be increased 

significantly by waste-generated heat. Numerical simulation has shown that, depending on 

the boundary conditions, rock properties, and repository design features incorporated in the 

models, the altered zone (AZ) may extend from the water table to the ground. surface. This 

report also describes models of the near field, the region comprising the repository 

emplacement drifts and the surrounding rock, which are critical to the performance of 

engineered components.  
Investigations of near-field and altered-zone (NF/ AZ) processes support the design of 

underground repository facilities and engineered barriers and also provide constraint data 

for probabilistic calculations of waste-isolation performance (i.e., performance assessment).  

The approach to investigation, which is an iterative process involving hypothesis testing and 

experimentation, has relied on conceptualizing engineered barriers and on performance 
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1. Introduction 

analysis. This report is a collection, emphasizing conceptual and numerical models, of the 

recent results contributed from studies of NF / AZ processes and of quantitative measures of 

NF/ AZ performance. The selection and presentation of contributions are intended to show 

the iterative development of understanding in this area.  

1.1 Terms Used in this Report 

Regulations promulgated by the U.S. Nuclear Regulatory Commission (NRC) for 

licensing of a geologic repository (10 CFR Part 60) place performance requirements on the 

WP and other components of the engineered barrier system (EBS). This system is required to.  

provide "substantially complete containment" of radionuclides for a specified time period 

after repository closure and thereafter to provide "controlled release" of radionuclides at an 

annual rate not to exceed a specified fraction of the inventory remaining at the end of the 

time period. The EBS is thus seen to play a vital role in the ability of a potential repository to 

successfully contain radioactive waste. Its performance will be strongly coupled with 

physical and chemical conditions in the near-field region of host rock within a few meters of 

the underground openings.  
The near field is the region in which response to repository-induced conditions is critical 

to EBS performance. The following features of the near field are favorable to demonstration 
of repository performance

"* The near field can be characterized in greater detail than can any other volume of rock 

associated with the potential repository. Spatial variability can be characterized with 
relative accuracy, provided that near-field phenomena can be adequately understood 
and modeled.  

"* Prior to repository closure, the temperature, liquid water and vapor fluxes, and 
chemical processes can be readily observed within the near field and compared with 
predictions.  

"* The near field can be engineered to enhance waste isolation. For example, decay heat 
can be used to dry out the host rock and delay the onset of water contacting WPs 
(Buscheck and Nitao, 1992). In the immediate vicinity of the WPs and mined 
openings, multiple engineered barriers to flow can be developed, and materials can be 
added to chemically inhibit radionuclide transport.  

Within the altered zone, temperature is increased significantly by radioactive decay 
heating. The AZ extends beyond the near field and may extend throughout the unsaturated 
zone (UZ) above and below the repository horizon. The term "altered zone" is not used in the 
NRC performance criteria.  

The near field and altered zone can be defined as regions in which flow and transport 
processes will be changed significantly, and for a long time, by repository construction, 
ventilation during preclosure operations, and the thermal effects of waste emplacement. In 
contrast to what occurs in the near field and the AZ, flow and transport processes in the far 
field are, by definition, unaffected by the repository. Portions of the AZ that recover to pre
repository conditions may be included in the far field after sufficient time has elapsed.  

The source term is defined as the time of initiation and the subsequent rate of release of 
radionuclides from the EBS to the unexcavated host rock. The source term may include the 
effects of interaction with the host rock in the near field, to the extent that this interaction 
affects EBS performance.  

1-2 Near-Field/Altered-Zone Models Report 
UCRL-ID- 129179



1. Introduction 

12 Relevance of Near-FieldIAltered-Zone Models to-the Yucca Mountain Site 

Characterization Project 

Demonstration of repository safety will-involve predictions of EBS performance and 

radiohuclide transport over periods of 40 kyr or more; the NF/ AZ models will provide 

important supporting information for these predictions. The drift, or near-field, environment 

evolves over time during the excavation, emplacement, monitoring, and post-closure phases 

of repository operation. Its evolution can be controlled to some degree by understanding how 

the natural system responds to different design and operating options such as drift layout 

and thermal-management strategy. Predicting this response is a principal reason for 

developing and using models.  
The near-field environment (NFE) controls the radionuclide source term. Liquid water is 

the agent most likely to cause containment failure and release of radionuclides. Although 

minor releases of gaseous radionuclides may occur as soon as a WI' is breached, major 

releases will occur only if liquid water does the following: 

1. Enters the emplacement drifts 
2. Penetrates failed WPs 
3. Contacts the waste form 
4. Mobilizes radionuclides in aqueous solution or in suspension as water-borne colloids 

5. Carries its radionuclide load from the WP through degraded EBS components from 

the drift into the surrounding rock, where it may ultimately be 'transported by 

groundwater flowing through the unsaturated and saturated zones to the accessible 

environment 
During the thermal period (see Chapter 2), the main cause of water (or moisture) entering 

the repository Will be TH processes; natural percolation will be insignificant. However, after a 

few thousand years, natural percolation will be the principal cause for water entering 

emplacement drifts. Water flow from the host rock into the repository will vary with location 

and is expected to significantly increase the failure rate of a few WPs (compared to the failure 

rate of most packages, which will be exposed to water vapor and minor amounts of liquid 

water on an intermittent basis). The flow of natural percolation is likely to be altered by 

durable hydrologic, mechanical, and chemical changes in the host rock, which are caused by 

heating.  
Within the emplacement drifts, the most important time-dependent NFE conditions will 

be the humidity and temperature at the WP surfaces and the amount of liquid water (and its 

chemical composition) contacting the WPs and waste forms. These depend primarily on 

design choices (e.g., the thermal-loading density, the choice of drift-liner materials, and the 

presence or absence of backfill) and secondarily on far-field boundary conditions (e.g., 

surface topography and infiltration flux and the pre-emplacement state of the mountain).  
WPs will eventually fail from aqueous corrosion activated by the occurrence of specific 

NFE conditions. Corrosion will occur at a significant rate when a thin film of water covers 

WPs. Water film formation and its effect on corrosion rate depend on temperature, relative 

humidity, and the nature of salts deposited on the WP surface. Liquid water actually 

dripping or flowing onto the WP may be either more or less corrosive than humid air. The 

actual time to failure (breach of WPs) after the onset of these conditions depends on the 

choice of materials, the WP design, temperature, and the water chemistry at the WP surface.  

Note that WPs can fail even if no liquid water is present, but no significant release can occur 

until water contacts waste.  
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Advective transport will be the principal mechanism for radionuclide release at the 

repository. Molecular diffusion may also contribute to release, but will be strongly rate

limited. Accordingly, movement of water through the NF/ AZ-and coupled processes that 

affect hydrologic behavior-are important to predictions of long-term repository 

performance.  
Properties of the natural system will be changed by decay-heat-driven coupled processes 

within the AZ extending tens to hundreds of meters above and below the repository.  

Thermomechanical (TM) effects (e.g., the opening and closing of fractures in response. to 

stress changes caused by heating and cooling) will produce some alteration within a few tens 

of meters of the drifts. However, the changes will result from geochemical alteration, 

dissolution, and precipitation of minerals within the AZ. UZ groundwater flow pathways 

and fluxes will be permanently changed within this large volume of rock, and the chemistry 

and amount of water entering the drift will be dominated for tens of thousands of years by 

AZ processes.  
Chemical interaction of water with altered minerals or with human-introduced materials 

in the NF/ AZ may also significantly affect radionuclide transport. Concrete leachate will 

have a composition that is significantly different than that of background-formation waters.  

The leachate composition may adversely affect WP corrosion rates and produce a chemically 

altered plume along flowpaths downgradient from the repository. Distal parts of the AZ may 

be associated with accelerated alteration in vitric tuff units, or where perched water below 

the repository horizon interacts with rock at elevated temperatures.  
Consequently, the AZ will control the NFE for most, if not all, of the postclosure period. It 

may also enhance or degrade radionuclide retardation in the UZ because mineral dissolution 

and precipitation will increase sorptive capacity in some regions and decrease it in others. The 

system will not return to its pre-emplacement state even if climatic conditions remain constant. Even 

though purely TH] responses (redistribution of moisture by evaporation and condensation) 

will eventually vanish after a few thousands to a few tens of thousands of years, flow and 

transport calculations for long-term performance must include AZ effects if they are to have 
any credibility.  

Ultimately, the purpose of near-field process models is to predict the evolution of the 
environmental variables affecting the integrity of the WPs and the mobilization and transport 
of radionuclides within and near the drifts.  

1.3 Regulatory Significance 

The concept of a disturbed zone surrounding the mined openings of a potential geologic 
repository for high-level radioactive waste was introduced by the NRC as a region to be 
excluded for determining groundwater travel time to the accessible environment. However, 
the disturbed zone was to be included for determining, for total system performance 
assessment (TSPA), the impact of underground construction and radioactive-decay heat on 
radionuclide transport.  

The terms "near field" and "altered zone" are not used in 10 CFR Part 60, although the 
boundary of the disturbed zone is defined as the starting point for calculating groundwater 
travel time (GWTT) to the accessible environment. The regulation indicates that the highest 

overall objective for the postclosure period is waste-isolation performance by the total 
repository system (e.g., dose limitation at the accessible environment). To demonstrate that 

the repository will comply with the regulatory performance objectives, the Department of 
Energy must provide a technical justification that defines the interaction of the natural 
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system with the repository. This will require definition and detailed analysis of both the 

disturbed zone and the thermally altered region beyond (i.e., the AZ) toaccount for the 

impact of altered conditions on the flow of water and on the transport of radionuclides.  

The total system-release standard in 40 CFR 191 was remanded in 1987, and the U.S.  

Environmental Protection Agency (EPA) was directed to implement a dose-based standard.  

Subsequent changes in compliance strategy have significantly increased the importance 

ascribed to NF / AZ processes in the design and performance of a Yucca Mountain repository.  

It is currently assumed that compliance will be based on the calculated probabilistic peak 

dose to a member of the public exposed to groundwater at some location downgradient from 

the repository. The postclosure performance period is extended from 10 kyr to an indefinite 

term, with the peak dose calculated to occur at approximately 30 to 100 kyr. Additional 

waste-isolation performance is required to demonstrate compliance over the longer term, and 

the increment will greatly exceed that which can be provided by far-field natural barriers.  

Accordingly, more performance is required from the engineered barriers, and added 

emphasis is placed on NF/ AZ models.  
Significant changes in compliance strategy have also resulted from acceptance of recently 

published data on percolation flux at Yucca Mountain. Average flux was previously 

estimated to be on the order of 1 mm/yr at Yucca Mountain; several independent lines of 

evidence indicate that a range from 5 to 10 mm/ yr is more appropriate (Flint et al., 1996).  

Whereas 1 mm/yr allows much of the downward flux to be transmitted as porous flow in the 

tuff matrix, significantly greater values require predominantly fracture flow. This further 

reduces the contribution to waste-isolation performance that can be ascribed to natural 

barriers in the UZ. In addition, greater flux accelerates degradation of engineered barriers.  

Hence, added emphasis is placed on models of the NF/ AZ, which must now include 

K,' response to significantly greater percolation flux than previously recognized.  

1.4 General Model Concepts 

Within the AZ, signification changes will take place in thermodynamic-state variables, 

primarily temperature (e.g., within the 600C isotherm). Permanent changes to rock 

characteristics may occur within the AZ. The innermost part of the AZ is the near field; while 

physically composed predominantly of geologic materials, the near field is conceptually part of a 

system of natural and engineered barriers.  
The entire AZ, including the near field, combines some aspects of both the engineered 

components and the natural components of a multiple barrier system. AZ characteristics will 

depend on repository effects, which can be controlled through design. The geologic system 

can therefore be divided into a natural geologic barrier system, corresponding to the far field, 

and an altered geologic barrier system.  
Coupled processes refers to thermal-hydrologic-chemical-mec-anicaI (THCM) processes, in" 

any combination, that have the potential to significantly degrade natural or engineered 

barriers. This concept is discussed in detail in Chapter 2.  

1.4.1 Spatial Heterogeneity 
A significant uncertainty in describing the NF/ AZ environment is the spatial distribution 

of liquid water flux entering from above and its variation, with time, throughout the history of 

the repository. This flux will strongly influence both the rate of rewetting of the host rock after 

the thermal period and the quantity of percolating water that reaches the engineered barriers.  

The distribution of. percolation flux in fractured silicate rocks is strongly heterogeneous: most 

& of the flow occurs in a small proportion of the fractures. This has been demonstrated by field 

experiments such as the Drift-Scale Test at Stripa (Neretnieks et al., 1987).  
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The Stripa experiment produced direct experimental observations of the spatial and 

temporal variability of percolation flux crossing a plane parallel to the ground surface. Water 

inflow was collected in 375 plastic rectangles, each of which covered 2 m: and was monitored 

for 3 yr. Approximately 70% of the collectors produced 1% of the total flow, while the 

remaining 30% exhibited a large coefficient of variation (C, - 10). Figure 1-1 shows that the 

water accumulation data from the latter group are log-normal (Chesnut, 1992).  

Figure 1-1 Distribution of inflow rates per each 2-ni 2 collector in the Stripa experiment 

(after Chesnut [19921- data from Neretnieks et al. [19871) 

The Stripa experiment showed that strongly heterogeneous distribution of percolation is 

probably typical for rocks in which flow is principally in fractures. Much of the rock mass 

apparently has little effect on hydraulic transport under partially saturated conditions, and 

similar behavior may be inferred for chemical transport. Whereas the effects of heterogeneity 

of hydrologic properties on seepage into drifts have been investigated for a Yucca Mountain 

repository (Nitao, 1997b; Tsang et al., 1997), the effects of chemical heterogeneity on the 

magnitude and chemistry of seepage have not. For coupled thermohydrochemical (THC) 

modeling, the effects of hydrologic and chemical heterogeneity are the focus of ongoing 

research.  

1.4.2 Heterogeneity vs. Uncertainty 
Heterogeneity is an intrinsic characteristic of geologic media. For example, the width of a 

concentration front as it reaches the outflow boundary of a flow system arises from 

variability in flow and transport properties, connectivity among possible flow paths, 

dispersion, diffusion, etc. The effects of heterogeneity on flow and transport cannot be 

removed by gathering more data on formation properties, although the accuracy with which 

these effects can be calculated may be improved.  
Uncertainty arises from imperfect knowledge of the variables and parameters, and of the 

mathematical relations among them, that allow one to predict the value of any measurable 

property or the measurable response of a system. If the applicable conceptual and 

mathematical models are known explicitly for a particular system, the uncertainty lies 

entirely in the accuracy and precision with which the parameters or system behavior are 

known or measured. This is parametric uncertainty, and it can be reduced with additional data 

or better methods of interpolating between measured data.  

However, all models are approximations in which some processes are neglected or 

approximated, generally for convenience in generating predictions. Model validation is h 

matter of determining whether the approximations are consistent with the intended use of 

model predictions. Until the approximations are shown to be adequate, there is conceptual 

uncertainty. Additional experiments must be designed to challenge models (i.e., test 

hypotheses) until the resulting conceptual models adequately represent the significant 

processes.  

1.4.3 Modeling, Characterization, and Dampening 

The state of the art of reactive-transport modeling is limited by the difficulty of coupling 

chemical and TH processes. Flow and transport calculations typically use approximations 

(e.g., local equilibrium) that tend to dampen the temporal and spatial system responses.  

These approximations are thought to be inadequate for modeling the EBS hydrochemical 

environment. For this environment, models must treat not only coupled fluid-flow, heat

transfer, and chemical processes, but must also accommodate spatial heterogeneity and 

transient hydraulic and chemical interactions between fractures and the porous tuff matrix.  
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Determining the temporal and spatial distribution of water contacting the EBS is the first 

step in understanding NF/ AZ processes. Models of drift seepage should account for the 

heterogeneity of hydrologic properties representing fractures and also account for fluctuating 

boundary conditions. Numerical simulations using nonequilibrium (dual-permeability) 

models have shown that drift seepage in response to episodic percolation boundary 

conditions, for random spatially heterogeneous media, is enhanced relative to steady-state 

conditions (Nitao, 1997b; Tsang et al., 1997). These studies also showed that model 

dimensionality (two-dimensional vs. three-dimensional) is important for simulating drift 

seepage.  
Developing models to determine the effects of heterogeneity on flow and transport, and 

developing the methods for characterizing the geologic systems to which they are applied, 

are important research topics in hydrology and petroleum engineering. Characterization refers 

to estimating values for model parameters, and the values of the parameters cannot be 

separated from model selection and formulation.  
A traditional approach to modeling the effects of spatial heterogeneity on flow and 

transport is to determine values of formation properties at several locations and interpolate at 

intermediate points to construct a discrete array. Conceptual models are selected for the 

coupling relations between interacting forces and fluxes. Boundary and initial conditions are 

defined, and a computer is used to solve systems of interdependent equations. As complexity 

and nonlinearity increase, solving the system of equations can become dramatically more 

difficult; thus dampening in the solution method is needed to achieve convergence.  

Dampening produces artificial smoothing in the spatial and temporal variability of the 

calculated fields. Selection of conceptual models may also contribute to dampening by 

smoothing the variability of coupling coefficients (e.g., continuum approximation) and state 

variables (effective continuum method). Dampening is common to all coupled models, 

including the coupled process models described in this report, for which solutions are readily 

obtainable.  

1.5 Building Confidence In Models 

Assessing compliance with regulatory performance objectives for the Yucca Mountain 

potential repository site requires scientifically credible predictions of the movement of liquid 

water, solutes, gases, and colloids through the AZ to the EBS, and then from the EBS through 

the AZ to its outer boundary. The piedictions should apply to a reasonable range of designs 

and operating variables and for a reasonable range of uncertainty in hydrologic conditions.  

Confidence in model results, expressed by the scientific community at large, can be 

ensured through parallel achievements in several areas:.  
"* Incorporating spatial heterogeneity and realistic boundary conditions 

"• Comparing alternative conceptual models of coupled processes 
"* Comparing alternative numerical formulations, model grids, and numerical solution 

methods 
" Employing effective methods for model visualization and analysis of results 

* Performing sensitivity studies to establish the range of applicability to prediction of 

repository performance 
Presenting documentation that traces the progression of model development and 

application to repository performance assessment 

* Designing experimentation to test model-generated hypotheses 
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These principles were applied in developing the models presented in this report to the 

extent practicable, given the computationally intensive nature of nonisothermal, dual

permeability, multiply coupled model calculations. Experiments designed to test TH and 

hydrochemical models are currently in progress in the Exploratory Studies Facility (ESF) at 

Yucca Mountain.  

1.6 Relation to Licensing Issues 

A repository safety strategy identified by the Department of Energy (DOE, 1996) lists the 

following as required attributes of the geologic disposal system:.  
" Limited water contacting WPs 
"* Long duration of WP containment 
"* Slow rate of radionuclide release from breached WPs 
"* Concentration reduction for released radionuclides during transport through 

engineered and natural barriers 
Each of these required attributes depends to some extent on conditions in the NFE and in 

the AZ and is addressed by this report All but one pertain specifically to the NFE, indicating 

that NF / AZ models will form an important part of the safety case to be evaluated in 

licensing.  
The following discussion is based on two issue-resolution status reports published by the 

NRC technical staff (NRC, 1997, 1997b). The issues in Key. Technical Issues: Evolution of the Near 

Field Environment and Thwnnal Effects on Flow were defined by the NRC staff. The status 

reports are organized around subissues, with discussion of technical background and 

importance to repository performance as well as proposed acceptance criteria for resolution 

at the subissue level; 

1.6.1 Evolution of the Near-Field Environment 

The NRC defined evolution of the near-field environment (ENFE) subissues in terms of 

coupled processes. This terminology is useful; it is noted, however, that, whereas every 

physical or chemical process can be considered coupled to some extent, the effects of elevated 

temperature on a particular physical or chemical process may be insignificant. The subissues 

for ENFE were defined as follows: 
* The effects of coupled processes on the rate of seepage into the repository 

* The effects of coupled processes on the WP lifetime 
* The effects of coupled processes on the rate of release of radionuclides from breached 

WPs 
* The effects of coupled processes on radionuclide transport through engineered and 

natural barriers 
For repository licensing purposes, it has been proposed that each of these subissues be 

evaluated with respect to four aspects of coupled processes: 
1. Potential effects must be identified.  
2. Interaction of coupled processes with the natural system must be addressed.  

3. Interaction of coupled processes with engineered materials must be evaluated.  

4. The adequacy of the representation of coupled processes in TSPA must be evaluated.  

The first aspect is reported to have been resolved for the four subissues (Table 1-1).  
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Table 1-1 Issue resolution for Key Technical Issue. Evolution of the Near-Field 

Environment* 

Subissues: Effects of Coupled Processes 

Aspect of Resolution A. Seepage B. WP Lifetime I C. Release Rate D. Transport 

1. Identify Effects Resolved (NRC, 1997a) 

2. Natural System 

3. Engineered Materials 4. TSPA Represntation 
" 

"Shaded portions of table are discussed in this reporL 

1.6.1.1 Seepage 
The effects of coupled processes on the rate of seepage are being investigated through TH 

and THC simulations of AZ processes that affect the hydrology of the host rock. This report 

describes the simulation approaches adopted for predicting repository performance and the 

experimental data that provide important support for numerical models.  

One determinant of the nature of seepage into emplacement drifts is the relative 

importance, as the driving force for TH reflux, of gravity over capillarity. This report includes 

a current discussion of this question, which is based on results from the Large-Block Test 

(LBT) and the Single-Heater Test (SHT) in the ESF.  

Numerical simulations of seepage at ambient temperatures and elevated temperatures 

(Nitao, 1997a, 1997b; Tsang et al., 1997) have shown that seepage is significantly enhanced in 

the presence of spatial heterogeneity of hydrologic properties, particularly fracture 

permeability. In addition, simulations based on nonequilibrium models of fracture-matrix 

interaction have shown that seepage is enhanced when percolation is episodic. These 

analyses are discussed in this report.  
The reference repository design calls for a concrete liner, which will tend to promote 

shedding of reflux and ambient percolation flux for as long as the liner remains substantially 

-intact. However, the liner will not be designed for mechanical stability after repository 

closure, and the liner is not considered for seepage calculations described in this report To 

the extent that ambient percolation and TH reflux are driven primarily by gravity, the effects 

of coupled processes on seepage will be limited to changes in the AZ above the repository 

(i.e., dcanges in the natural system).  

1.6.1.2 WP Lifetime 

Two major determinants of WP lifetime are the projected TH conditions in the 

emplacement drifts and the chemical composition of water contacting the WP wall. These 

factors influence the timing and the rate of corrosion.  

Low relative humidity in proximity to WPs can delay corrosion, and the duration of low

humidity conditions is closely related to the extent of rock dryout around repository drifts.  

The extent and duration of dryout depend on rock properties and on the magnitude of the 

ambient percolation flux. Conceptual and numerical models of these effects and their 

variation throughout the repository are considered in detail in this report. Discussion also 

includes the amount of water evolved by heating concrete and zeolites in the NFE.  
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When water contacts WPs at elevated temperatures, a residue of salts is expected to 

occur. In addition, particles of rock or concrete that fall on the WPs may contribute corrosive 

halides and other solutes. Models for the chemical composition of water in the AZ, and for 

the effects of evaporation, are presented in this report and are combined with projected 

seepage to estimate solute deposition in the near-field environment.  
Eventually the support pedestals will fail, and the WPs will settle onto accumulated rock, 

degraded concrete, and corrosion products. Packages will be buried to some extent by rock 

fall. This report presents a bounding approach, based on a conceptual model for the 

composition of water in contact with natural and engineered materials, to estimate WP 

lifetime.  

1.6.1.3 Release Rate 
The rate of radionuclide release from WPs will depend on the flux of water entering (and 

leaving), the composition of the water, and the waste-form degradation processes occurring 

inside each package. The flux of water entering each WP will depend on the magnitude and 

distribution of the incident flux. A conceptual bounding model for water entering the WIP is 

presented in this report.  
Composition of water in the NFE, before entry into a WP, is determined by chemical 

interaction with natural and engineered materials. As discussed previously, a conceptual 

model for the composition of water in contact with natural and engineered materials is 

presented in this report.  
With respect to the issue of concentrations of radionuclides as dissolved species, colloids, 

and secondary precipitates inside the WI, parts of this complex issue are beyond the scope of 

this report. Conceptual models for these processes typically mix the influent water, using the 

composition discussed previously, with a prescribed total flux of radionuclides derived from 

waste-form degradation. Precipitation of stoichiometric minerals is then calculated using 

available laboratory solubility data, which are summarized in this report.  

Where the flux of water into a WP is insignificant, the principal release mode will be 

diffusion through perforations in the package wall. Where this condition is associated with 

low flux in the adjacent NFE, the diffusive transport may also be operative in the 

accumulated layer of rock, degraded concrete, and corrosion products on the drift floor.  

1.6.1.4 Radionuclide Transport 

Eventually, radionucides will be released to the NFE, either by diffusion or advection.  

Discussed in this report are conceptual models for interaction of key radionuclides (e.g.,2`Np 

and 0) with altered cementitious materials and iron corrosion products. Supporting 

experimental data are presented for interaction of U and I with engineered materials. WP 

effluent water mixing with other water in the near field is addressed in these models.  

1.62. Thermal Effects on Flow 
The thermal-effects-on-flow (TEF) subissues were defined by the NRC in terms of 

technical emphasis on conceptual and mathematical models, on model parameters, and on 

the adequacy of field testing. The subissues for TEF were defined as follows: 
"* Determination that the TH testing program, including performance confirmation, is 

sufficient to assess the potential for thermal reflux to occur in the near field 
"* Determination that the TH modeling approach is sufficient to predict the nature and 

bounds of thermal effects on flow in the near field 
"* Representation of TEF in TSPA 
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Discussion of TH principles, conceptual models, parameter values, and other aspects of 

the modeling approach subissue (Table 1-2) is included in this report.

Table 1-2 Issue resolution for Key Technical Issue: Thermal Effects On Flow* 

A. Testing Program _ B.:Modeling Approach C. Representation by TSPA

Test Design ' 

(Hypothesis-testing. scale, 
spatial heterogeneity. THC 

coupling; the effects of thermal 
.,1, ,- - U Del

I DataSufficiencyo
modets,:erwadueirCofnscyPtUh 
models, aid consistency with

Process Model Description 

(4Principles, design features, arid 
site ofracteristicslUcding 
hfiltrati.ON, conceptual.  
uncertainties, and model 
redundny 
coupled Processes 
D.inensionalilty:

.Verficaon by comparison to 
"Ie aresus t 

--wIt-ems in the shaded areas of this table are discussed in this report.

.Modeling Approach Bemients, 
":(Data sufficiency, process-model 
•escr oon, coupled processes, 
and dimensionalt)

Model Completeness 

(Thermal 1011W4 THO effects..design' 
featuressite characteristics, 
conceptual uncertainties, and
altemrave models) 

Bounding Abstractions

I . . . . --

Versifctiot TfCostistncgwt
verification of Consistency with 
Process Models

1.7 Relation to Guidance From Peer Review and Oversight Groups 

1.7.1 Performance Assessment Peer Review 
A peer review of performance assessment strategy and calculations for the Yucca 

Mountain site characterization was recently convened and has produced two status reports 

(Witherspoon et al., 1997a, 1997b). The initial findings included the following statement: 

"There is at present no general conceptual description of the physical and chemical state of 

the near-field environment over time as a function of repository parameters (e.g., flow rate, 

physical and chemical effects of backfill, thermal regime, etc.)." This report includes a 

conceptual discussion of the evolution of the NFE and of the dependence on repository 

parameters.  
In a related observation, the peer review panel indicated that evaluation of the THCM 

behavior of the repository is needed to correctly plan and interpret in situ tests and that the 

mechanical and chemical aspects were particularly underdeveloped. This report presents a 

series of model results based on TH cases, further analyzed for TM, thermohydromechanical 

(THM), and THC effects. The panel emphasized a need for process models that are amenable 

to probabilistic modeling.  
The first interim report (Witherspoon et al., 1997a) also specified processes represented by 

TSPA, for.which technical basis information is lacking either as experimental data or as 

conceptual and numerical models. Some of the processes identified include transport of 

radionuclides from partially failed WPs, microbially induced corrosion, and radionuclide 

precipitation. These topical areas are addressed in this report. In addition, the panel stated 

that tradeoffs are unclear between the increased duration of dry conditions associated with 

greater thermal loading and the greater uncertainty associated with NF/ AZ processes at 
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higher temperature. These tradeoffs are incorporated in the five cases that are discussed in 
Chapter 3, Chapter 4, Chapter 5, and Chapter 8 for comparative analysis of coupled 
processes.  

The second interim report (Witherspoon et al., 1997b) identified technical issues, many of 

which pertain to modeling of repository effects in the NF/AZ environment. The authors of 
the report observed that modeling and experimental studies have shown that significant 
changes in hydrologic properties are possible as a result of dissolution in the condensate 
zone, formation of secondary minerals, and fracture-matrix chemical interaction. They state 

*that the extent of such changes is a major uncertainty in TSPA at present and has 
consequences that include great uncertainty in the nature of seepage that would flow into 
repository drifts. This report takes significant steps in specifying the causes and in evaluating 
the potential significance of these changes.  

The second interim report also identified uncertainties in the extent and distribution of 
dryout caused by waste-heat generation and indicated that a conceptual description is 
needed for the effects of variations in WPs and their placement, repository edge effects, and 
unused areas in the repository vicinity. This report addresses variations in WP heat output 
and placement and variations in edge effects. Evaluation of repository-loading sequence and 
unused areas is beyond the scope of the modeling reported here.  

Water chemistry in the NF/ AZ is identified as a key area of uncertainty and one for 
which the response estimates generated using current models do not correlate well with 
limited available experimental data. Accordingly, there is significant uncertainty in current 
estimates of water composition in the NFE. This report summarizes the current status of 
conceptual and predictive modeling in this area and provides comparison to observations 
from the SHT in the ESF.  

Further, the second interim report states that models for transport of radionuclides from 
the EBS are underdeveloped, particularly with respect to the nature and distribution of WP 
perforations, the form and distribution of degraded waste-form materials inside the WP, and 
the form and distribution of corrosion products or degraded cementitious materials outside 
the WP. This report pertains to the NFE and does not discuss WP nor waste-form 
degradation, except insofar as the degradation products of steel and common concrete are 
found to have potential to strongly retard U, I, and possibly Np.  

1.7.2 Thermohydrology Peer Review 

An independent peer review of TH investigations for the YMSCP produced specific 
recommendations for investigation of NF/ AZ processes (TRW Environmental Safety Systems 
Inc., 1996). Following are the recommendations that pertained to modeling compared with 
the contents of this report.  

The peer review panel stated that enhancements are needed in existing TH codes to 
improve representation of the fundamental physics with respect to anisotropy in fracture
matrix flow systems, two-phase flow in fracture-matrix systems, and channeling of flow due 
to heterogeneities in the fracture network. These enhancements are incorporated in the 
models described by this report. Base-case, dual-permeability TH simulations discussed in 
this report have incorporated transverse anisotropy of the continuum representing the 
fracture network. These simulations also use finite-matrix block approximations to 
incorporate two-phase nonequilibrium heat flow. This report also presents discussion of 
flow-channeling, which has been investigated using stochastic representations of fracture 
permeability (Nitao, 1997a, 1997b; Tsang et aL, 1997).  
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The peer reviewers recommended identifying conditions for which the equivalent 

continuum method (ECM) is valid and invalid and developing alternative approaches. This 

recommendation has been addressed in this report by comparison of base-case, dual

permeability models with ECM results and through general emphasis on dual-permeability 

models. The panel also recommended improvements in representation, in TH models, of 

infiltration and of the water table. This recommendation has been addressed through Use of a 

surface-infiltration map based on analysis of field data and through sensitivity cases that 

explore the use of alternative water table boundary conditions.  

The peer review panel indicated that 3-D TH simulations will be needed at the scale of.in 

situ testing, but will not be feasible at the mountain scale, where 2-D simulations should' 

suffice. The panel indicated that quasi-3-D and other hybrid modeling approaches should be 

evaluated. This recommendation has been implemented in the model abstraction process for 

drift-scale TH predictions, which is also discussed in this report.  

The panel also stated that improved validation of TH models can be achieved using 

rigorous comparison of observations with prior predictions. Further, the panel said that 

uncertainty analysis of TH behavior using customary geostatistical methods to analyze 

parameter uncertainty is unfeasible and unwarranted and that reducing process uncertainty 

should have the highest priority; second priority should be given to geologic uncertainty and 

last priority given to parameter uncertainty. These recommendations have generally been 

adopted for the models and in situ thermal tests discussed in this report.  

In addition, the TH peer review panel made other recommendations concerning the 

testing program and funding priorities. Some of these recommendations that are addressed 

in this report concern the LBT and modeling of in situ thermal tests.  

1.7.3 Nuclear Waste Technical Review Board 

The Nuclear Waste Technical Review Board (NWTRB) submits semiannual reports to the 

US. Congress and to the Secretary of Energy. These reports contain technical 

recommendations, many of which pertain to the investigation of conditions contributing to 

repository performance.  
The most recent report (NWTRB, 1996) recommended designing precast or cast-in-place 

concrete liner and evaluation of its effects on waste isolation. This report presents recent 

information on chemical and mechanical testing of concrete samples and on the potential for 

significant sorption of radionuclides on degraded concrete.  

The NWTRB also recommended comprehensive analyses, using a systematic approach to 

ensure accurate representation of costs and benefits, of additional engineered barriers in 

support of a defense-in-depth strategy. This recommendation implies that the NF/ AZ 

environment will be understood well enough that performance benefits from additional 

barriers can be evaluated unequivocally.  
The previous semiannual report (NWTRB, 1995) recommended that stronger emphasis be 

placed on predicting or bounding the release of important radionuclides from the EBS. In 

particular, it recommended that alternative models be evaluated for the rate and distribution 

of seepage flux in the NFE and for the concentration of radionuclides such as Np in the water 

leaving the EBS. This report includes current aitalysis of drift-scale seepage and discussion of 

recent experimental data on the potential for sorption of U (as an analog for Np and similar 

actinides) in degraded EBS materials.  
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1.8 Scope and Organization of the Near-Field/Altered-Zone Models Report 

This report presents the status of conceptual and numerical models of NF/ AZ processes 

in a Yucca Mountain repository. Some models require intensive numerical calculation, 

whereas others are based on experimental results and do not include intensive calculations, 

The chapters of this report address many of the issues raised by the NRC staff in its issue 

resolution status reports, issues raised by TH and TSPA peer review panels, and those raised 

by the NWTRB. The Near-Field/Altered-Zone Models Report is intended to describe and defend 

the development of NF/AZ models and their application in TSPA and design of a potential 

geologic repository at Yucca Mountain.  
Timing of this report Will allow its publication prior to completing the final TSPA for the 

viability assessment (VA) in 1998. It is anticipated that this report will be updated and 

revised accordingly in late 1999, prior to preparation of the repository license application.  

This report is structured around the major topics for analysis of coupled effects: 
"* Thermohydrology 
"* Thermomechanics 
* Thermohydromechanical coupling 
* Thermohydrochemical coupling 
A conceptual framework for evaluating these effects is presented in Chapter 2 and 

includes a conceptual sequence of significant processes affecting NF/AZ performance.  

Chapter 3, Chapter 4, and Chapter 5 summarize advances in the investigation and identify 

the major uncertainties in current understanding for each of these topics. Discussion in these 

chapters includes results from simulations representing partly coupled processes and 

comparisons with experimental observations.  
Chapter 6 describes models pertaining to the chemical evolution of water that enters the 

NFE, its interaction with introduced materials, and transport of released radionuclides within 

these materials. The organizing principle for transport calculations is to follow the movement 

of liquid water from the AZ into the near field and back through the AZ. This chapter also 

identifies uncertainties in the chemical and hydrologic characterization of the NFE.  

In Chapter 7, the fate of introduced materials-especially cementitious materials, which.  

predominate in the reference repository design-is discussed. That discussion is based on a 

thorough inventory of artificial materials that will be introduced to the repository.  

Conceptual models and supporting experimental data are presented for alteration of cement, 

interaction of cement with the host rock, effects of introduced organic materials, and 
microbial effects, including induced corrosion.  

The nature and significance of multiply coupled processes are key uncertainties in 

predicting NFE conditions. The approach, described in this report, for evaluating THCM 

coupled processes represents the current state of the art in modeling multiply coupled 

processes, given limitations imposed by computationally intensive simulation. Five basic TH 

cases are selected, analyzed, and discussed in Chapter 3. These are drift-scale TH simulations 

for a representative location near the center of the reference repository layout The TSPA-VA 

"base case" hydrologic properties are used in some of these cases. TM and THM analyses of 

these cases are presented in Chapter 4. THC simulations of the cases, based on experience 
gained from previous THC simulations and supporting laboratory experiments, are 
presented in Chapter 5. In Chapter 8, the calculated results are compared, and the 
implications for repository performance are discussed.  
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Reference cases for investigation of coupled processes that are discussed in Chapters 3,4, 

and 5 are also visually depicted and linked in the "References Cases Presentation" on the 

accompanying CD-ROM. For review of laboratory and field data on thermally driven 

coupled processes that are likely to occur in the repository, the reader is referred to a recent 

synthesis report (Hardin and Chesnut, 1997).  
Models of WP corrosion and waste-form release are not included in this report, but are 

discussed in other reports (McCright, 1997; Stout, 1996) Links between NF/ AZ studies and 

performance predictions for the waste form and WP are provided in this report by predicted 

performance measures, including WP temperature and relative humidity, drift air mass 

fraction, and drift seepage.  
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1A. Figure for Chapter I
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Figure 1-1. Distribution of inflow rates per each 2-M2 collector in the Stripa experiment (after Chesnut 119921 

data from Neretnieks et al. [19871. Circles represent measured data, and the dashed line is a least-squares fit 

to a log-normal distribution. Collectors with no reported flow were not included.
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2. Conceptual Model for Evolution of Coupled Processes 
in the Near Field and Altered Zone 

Coupled processes may have beneficial or adverse effects on the performance of a 

repository at Yucca Mountain. Because large amounts of water will be redistributed by the 

heat of radioactive decay, it is believed that coupled effects will very likely occur. The 

redistributed water will dominate seepage into emplacement drifts for hundreds or 

thousands of years-and will affect the temperature, humidity, and other measures that 

control performance of engineered barriers.  
Based on the current repository safety strategy (DOE, 1998), the lifetime of the waste 

package (VP) is a key attribute of repository system performance. For WP lifetime to 

contribute significantly to isolation of long-lived, relatively mobile radionuclides, 

containment must continue to be effective many thousands of years after cool-down. The WP 

is one part of an engineered barrier system (EBS) that will perform during the thermal 

period, and in a post-thermal environment that will resemble present conditions at Yucca 

Mountain. The importance of coupled processes pertains to the potential for accelerated 

degradation of the EBS during the thermal period, which could significantly affect 

performance both during and after the thermal period.  

Discussion of near-field and altered-zone (NF/AZ) performance in terms of coupled 

processes emphasizes differences between ambient conditions prior to waste emplacement, 

and an environment affected by excavation, heating, and introduced materials. For this 

report, "coupled processes" refers to thermal-hydrologic-chemical-mecharicaI (TMCM) 

processes (in any combination) having the potential to significantly degrade natural or 

engineered barriers; this encompasses all modes of potentially significant degradation of 

engineered barriers, even for those of the so-called "cold repository" (Halsey, 1994).  
Coupled processes figure prominently in current discussion of repository performance 

(NRC, 1997). The topic receives close attention because of uncertainty associated with the 

long-term changes in the host rock resulting from artificially imposed conditions, and the 

behavior of introduced materials. These uncertainties are poorly constrained by human 

experience or by the geologic record, so predictive models are relied upon to judge the 

effects. This Near-Field and Altered-Zone Environment Models Report is intended to 

summarize conceptual and numerical models that have been developed for predicting the 

effects of coupled processes in the NF/AZ surrounding a Yucca Mountain repository.  

In the consideration of repository performance, coupled processes can be classified in two 

general categories: 
0 Onsager-type processes driven by gradients of thermodynamic state variables 

* Another type in which processes are affected indirectly by the magnitudes of state 

variables (Carnahan, 1987; Hardin and Chesnut, 1997) .  
The Onsager processes are fundamental and occur in response to thermodynamic 

potential gradients, even if the associated physical or chemical properties do not vary. Many 

of the indirect Onsager processes such as thermal osmosis, the Soret effect, chemical osmosis, 

the Seebeck effect, and electro-osmosis are probably insignificant because of overwhelming 

competition from direct Onsager processes such as Fourier heat flow, electrical conduction, 

Fickian diffusion, and Darcy flow (Hardin and Chesnut, 1997). Thus the off-diagonal 

(unshaded), indirect Onsager processes in Table 2-1 tend to be insignificant, compared with 

the direct Onsager processes on the main diagonal. It should be noted that none of the 

phenomenological coefficients for the indirect Onsager coupled processes (unshaded) have 

been measured or investigated in the repository host rogk.  
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Table 2-1 Direct and indirect Onsager-type coupled processes (after Carnahan, 1987) 

Fluxes are driven by gradients of temperature (7), pressure (P), 
chemical potential (g), and electrical potential (W).  

Flux4- Force-+ VT VP V[_ W 

Heat Fouier's Law, Thermal filtration Dufour effect Peltier effect 

Volume Thermal osmosis Darcy'sLaw ;. Chemical osmosis Electro-osmosis 

Mass diffusion Soret effect Reverse osmosis Flckcs Law Electrophoresis

Electrical current Seebeck effect Streaming current Sedimentation current Ohm's Law 

Processes in the latter category, affected by the magnitudes of thermodynamic potentials, 

are of principal concern for repository performance. These processes generally occur because 

of changes in medium, fluid, or reactive properties. For example, the phenomenological 

coefficients for direct Onsager processes (shaded region in Table 2-1) may be changed 

through the effects of chemical potentials, mechanical state, or temperature, on liquid or solid 
medium properties.  

Thermally driven coupled processes at a Yucca Mountain repository can also be 

categorized by longevity of the transient and residual effects: 
"* Transient effects are processes that produce reversible changes (e.g., drying and 

rewetting) that eventually return to pre-emplacement conditions, possibly altered by 

hysteresis or by changing boundary conditions such as the climate.  
"* Residual effects are processes that result in permanent changes to flow and transport 

pathways, changes that remain after cooling of the host rock. Important examples 
include thermohydrochemical (THC) coupling associated with the dissolution and 

precipitation of minerals, especially along fractures, and with microbial activity.  
Both transient and residual effects are potentially important to EBS performance.  

Transient effects can expose the EBS to aggressive chemical conditions during the thermal 

period, whereas residual effects have the potential to act over the entire lifetime of EBS 
performance.  

Every physical or chemical process that is likely to occur in the repository can be 
considered as thermally coupled in some way. However, all thermally coupled processes are 

not relevant to performance, and the occurrence of thermally coupled processes does not 
generally imply conditions adverse to waste isolation. Depending on repository thermal 
loading, the NF/AZ may not reach temperatures sufficient to drive thermally coupled 
processes to produce significant effects. However, other types of coupled processes, such as 
the ambient temperature effects of alkaline leachate from Portland cement, are likely to be 
significant.  

This chapter presents a discussion, using coupled-process terminology, of conceptual 
models for EBS performance. The discussion focuses on the NF/AZ processes likely to be 
important with a reference repository design that consists of in-drift emplacement of a 

bimetallic WP in a "point-loaded" repository layout without backfill (CRWMS M&O, 1997T).  

Section 2.1 briefly describes how conceptual and numerical models for coupled processes will 

be used in performance assessment, and Section 2.2 provides a detailed discussion of the 
temporal evolution of coupled processes in the NF/AZ.  
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2.1 Application of Near-Field and Altered-Zone Models 

Thermohydrologic (TH) models have been used extensively to predict EBS performance 

measures, including WP surface temperature, relative humidity (RH) at the WP surface, and 

air-mass fraction in the emplacement drifts. Corrosion of WP materials will occur in humid 

air as the thermal period declines, and the onset timing for humid-air corrosion can be 

estimated from calculated temperature and RH. Condensate reflux into emplacement drifts 

during the thermal period is of interest because aqueous chemical interactions with 

introduced materials are generally acceleratid at elevated temperature (NRC,.1997). The 

average rate of reflux to the drifts can be predicted using available simulators. Calculations of 

reflux activity and drift-air humidity depend on properties and boundary conditions that 

have been shown to vary significantly throughout the repository (Bodvarsson et al., 1997).  

Models and parameter-estimation strategies used to predict TH conditions over the 

repository area are described in Chapter 3.  

The available water for degradation of engineered barriers, and release and transport of 

radio6nuclides, depends on seepage into emplacement drifts. The occurrence of seepage as 

thermally driven reflux or natural ambient percolation, is sensitive to nonequilibrium 

fracture-matrix interaction, spatial heterogeneity of hydrologic properties, flow-field 

dimensionality, and episodic variation of boundary conditions (Nitao, 1997T; Tsang et al., 

1997). Drift-seepage simulations based on assumed spatial heterogeneity and episodic 

boundary conditions are discussed in Section 3.8 of Chapter 3. Threshold values for incident 

flux, at or above which seepage into drifts is predicted by these models, are available for use 

in total system performance assessment (TSPA).  
Coupled processes during the thermal period may significantly alter hydrologic 

properties that influence reflux activity and seepage. Thermomechanical (TM) effects will 

produce stress conditions in the host-rock mass that changefracture porosity and 

permeability. Thermal stresses, and the resulting changes in hydrologic properties based on 

alternative models of thermohydromechanical (TMM) behavior during and after the thermal 

period, are discussed in Chapter 4. Results include predictions of thermal-stress magnitude 

and changes in fracture permeability during and after the thermal period.  

Because of mineral dissolution and precipitation reactions, and precipitation in response 

to boiling or evaporation, THC effects will cause alteration of flowpaths above and below the 

repository emplacement drifts. Consequent changes in fracture hydraulic properties for the.  

host rock have never been measured under controlled conditions and must be inferred from 

model results. Example calculations of THC effects, based on the.TH predictions described 

previously are discussed in Chapter 5.  
A flowpath paradigm is used in TSPA to represent processes controlling engineered 

barrier degradation and radionuclide transport in the altered zone (AZ) and the near-field 

environment (NFE). In this approach (CRWMS M&O, 1996), percolation flux interacts 

chemically with the host rock in the AZ, then water with altered composition enters the 

emplacement drifts (if hydrologic conditions are sufficient to cause seepage). The seepage 

interacts chemically with introduced materials such as cement and makes up the chemical 

boundary condition for modeling WP corrosion and waste-form degradation. Advective 

release of radionuclides from WPs mixes with drift seepage, interacts with introduced 

materials (including degraded cement and steel), and flows downgradient into the host rock.  

Each of these steps is abstracted for TSPA as a reaction cell (Figure 2-1). The initial 

composition of fracture water in the host rock is probably similar to that from well J-13 

(Harar et al., 1990). Changes in water composition resulting from heating and partial 

evaporation of that water are discussed in Chapter 6. As condensate is produced during the 

thermal period, distilled water accumulates and interacts with the host rock. The condensate 
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composition has been modeled and compared with water collected from the Single-Heater 
Test at Yucca Mountain (Section 6.2). As discussed previously, seepage of fracture water into 
the drifts will be controlled by capillary behavior (Richards barrier effect), and by the spatial 
variability of hydraulic properties in the host rock. Chemical interaction of seepage with 

introduced materials, and the effects of microbial activity, will influence the chemistry of 
water in contact with WPs (Sections 6.3 and 6.4). Released radionuclides will be retarded to 

some extent by introduced materials in the NFE (Section 6.5), and mineral alteration along 
flow pathways below the emplacement drifts wilinfluence radionuclide mobility by means 
of changes in mineral composition, reactive surface area, and fracture-matrix hydraulic 
interaction (Section 6.6).  

Figure 2-1 Schematic of NFE and AZ showing TSPA reaction cells, annotated with 
section numbers from this report 

Evolution of the near-field geochemical environment (NFGE) is particularly important for 
predicting WP lifetime, but reliability of model predictions is limited by the experimental 
data available to represent important chemical reactions. The nature and extent of 
microbially mediated reactions are not well known. Experimental studies are the key to 
reducing uncertainty in predictive models for the NFGE. Laboratory studies to evaluate the 
fate of cement and other introduced materials, and to assess microbial effects, are described 
in detail in Chapter 7.  

22 Evolution of the Near-Field Environment and Altered Zone 

The following description of coupled processes is simplified from a sequence created for 
the Design-Basis Models effort, part of the Yucca Mountain Viability Assessment (VA; 
CRWMS M&O, 1997a). The discussion is based on the reference design, which consists of the 
following

"* Point-load WP layout with areal mass loading of 85 MTU/acre 
"* Drifts spaced 28 m apart 
"* Reinforced-concrete invert and pre-cast concrete liner 
"* Bimetallic WPs 
"* In-drift disposal 
In the following sections, approximate time periods are given; more detailed predictions 

can be obtained using TH properties and boundary conditions appropriate for a particular 
location. Time ranges bracket the time at which the indicated events are predicted to occur in 
TH simulations using TSPA-VA base-case properties (Chapter 3). Typical conditions 
expected in the repository block are defined for this report as base-case TH properties and 
unit thicknesses and ambient percolation conditions near the center of the proposed 
repository area, based on the same stratigraphic model and surface infiltration model used 
for the TSPA-VA.  

2.2.1 Time Period A: Drift Closure to Repository Closure 
The repository's engineered systems will be actively maintained during this period, and 

the drift wall and liner will remain substantially intact through permanent closure 
(Figure 2-2). Waste package temperature will increase from 70° to 200°C, depending on local 
thermal output of WPs and on TH conditions, which will vary throughout the repository 
block. RH of the drift air at the WP wall will decrease to approximately 20%. The drifts will 
receive slight ventilation to facilitate monitoring of possible leaks from WPs. The RH will be 
limited by the total pressure in the gas phase, which will not significantly exceed one 
atmosphere in the drifts and in the fracture system although the temperature will exceed 
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boiling. When drift maintenance or other service activities are required, ventilation will be 

increased for temperature control, dropping the partial pressure of water vapor so that the 

RH will approach 5%.  

Figure 2-2 Schematic of emplacement drift conditions at repository closure 

During the first few years after waste emplacement; before the drift-wall temperature 

exceeds boiling, moisture may condense at cooler locations on the inside surface of the liner 

and drip onto WPs (see Section 3.10). Without use of backfill, radiative thermal coupling 

between the WP, the liner, and other exposed surfaces is expected to limit temperature 

differences to a few degrees. However, in-drift condensation could result from temperature 

differences associated with unheated intervals of the emplacement drifts or from adjacent, 

separated WPs with different power output. The relatively small quantity of water mobilized 

in this way will tend to be imbibed into the liner and removed by ventilation..  

Vapor generated from evaporation of matrix pore water will move outward along 

fractures and condense, increasing fracture and matrix saturation in a surrounding zone.  

When matrix imbibition is satiated in regions of condensation, fracture flow will drain 

condensate downward under the influence of gravity. Reflux activity will result from 

ambient percolation and condensate drainage above the drifts, while drainage below the 

drifts will conduct condensate to cooler regions.  

The rate of heat production will be maximal during this period. Temperature gradients in 
the NFE will be at their highest, and the local heat flux in the NFE may be much greater than 

the average repository thermal loading because of geometric concentration near WPs. The 

dryout zone will expand as long as the local total heat flux (conduction plus convection) 

exceeds the heat flux corresponding to the combined rates of reflux and ambient percolation.  

During this period, the thermal regime will be in an-early state of development, and 

reflux of condensate may penetrate episodically into the boiling zone, as shown from 

physical models of gravity-driven reflux (Hardin and Chesnut, 1997; Kneafsey and Pruess, 

1997) and implied by nonisothermal dual-permeability models of reflux behavior in spatially 

heterogeneous media (Nitao, 1997a). Some reflux may contact the concrete drift liner, but 

there will be no significant penetration through the liner. Simulations show that matrix 

saturation in the NFE will decline from the ambient value of about 90% to 50% or less, 

depending on the extent to which evaporated water is replaced by capillarity (capillary 

reflux). During this period, a precipitation cap will begin to form in the host rock above the 

emplacement drifts.  
During this period, the WP outer layer, which will be constructed of mild-steel corrosion

allowance material (CAM), will be subject to minor oxidation because a small fraction of air 

will be introduced to the emplacement drifts by forced ventilation. Waste-emplacement areas 

will be maintained at lower absolute pressures than will occupied working areas, so air will 

migrate into the emplacement drifts through fractures. Radiolysis of nitrogen is expected to 

produce small amounts of oxidizing compounds.  

The WP, and possibly the pedestal, invert, rails, and other components of the waste

handling system will remain structurally intact. Water movement may be complicated by the 

effects of thermal-load sequencing (i.e., the order in which drifts are constructed and loaded 

with WPs). Drift ventilation has the potential to remove substantial amounts of water, but 

ventilating a significant fraction of the emplacement drifts for this purpose would require 

greater ventilation capacity than that provided in the reference design.  

For high values of average ambient percolation flux, such as may exist in some parts of 

the repository area (Flint et al., 1996), a dryout zone may not form without the removal of 

vapor by active drift ventilation. Contributing causes include low areal thermal loading and 
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capillary reflux produced by significant wicking behavior in the matrix or fractures. It is 
important to note that, prior to permanent repository closure, emplacement drift conditions 
can be evaluated, until heat output has substantially decreased, to determine that dryout will 

prevail after closure.  

2.2.2 Time Period B: Development of the Superheated Dryout Zone (Repository 
Closure to a Few Hundred Years) 

Throughout much of the repository, the dryout zone will continue to expand, and in-most 

areas of the repository this will lead to coalescence of the boiling isotherms projected from 

adjacent drifts (which are 28 m apart in the reference design). As the boiling isotherm 
expands, the rock temperature within the enclosed region will exceed the boiling 
temperature (i.e., the rock will be "superheated").  

The occurrence and duration of coalescence will depend on areal thermal loading, local 

TH properties, and the ambient percolation flux (see Chapter 3). If the ambient flux is high or 

if reflux is predominantly caused by capillarity, the spatial extent of boiling will be limited, 
and coalescence may not occur. During this period, the repository heat output will decline, 
but the dryout zone will continue to expand.  

Condensate will reflux in developing heat pipes, and some will drain through the pillars 
between drifts or through cooler regions of the repository, such as the gaps between widely 
spaced WPs (cold-trap effect). The concrete liner will provide protection against water 
contacting WPs for tens or hundreds of years after closure. Corrosion of the CAM will be 
minimal during this period because the NFE will be at super-boiling temperatures and will 
remain mostly dry.  

For high ambient percolation flux such as may exist in some parts of the repository area 
(Flint et al., 1996), a dryout zone may not form or may persist for only a short time. Other 
contributing causes include low areal thermal loading and capillary reflux produced by 
significant wicking behavior in the matrix or fractures. Abundance of moisture at elevated 
temperature will have important consequences for EBS performance (e.g., early onset of 
humid-air corrosion of the WP).  

In the reference repository design, there is no ventilation of emplacement drifts after 
permanent closure, and there is no backfill (Figure 2-3). Without ventilation, the drift 
atmosphere will consist of nearly pure water vapor during this period. The temperature at 
the WP surface will decrease to approximately 150*C, and the RH will be approximately 25%.  
As the host rock is heated, the CO2 contained in the pore water, or complexed at the rock
water interface, will be released to the gas phase. The CO2 fugacity in condensing regions of 
the NF/AZ will be elevated, which will lower the condensate pH and increase calcite 
dissolution.  

Figure 2-3 Schematic of emplacement drift conditions at a few hundred years after 
repository closure (after dryout zone development) 

Natural fracture-lining calcite, along with primary and secondary silicate minerals, will 
be dissolved in the expanding condensate zone (see Chapter 5). Cristobalite and feldspars 
will be dissolved from the tuff matrix adjacent to fractures. The constituents will be 
transported into the boiling zone by reflux or will drain around the emplacement drifts into 
cooler regions. In the boiling zone, evaporation or boiling will cause precipitation; in cooler 
parts of the rock mass, cooling will cause precipitation. The precipitation cap will continue to 
develop during this period.  
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Within a few hundred years after repository closure, the temperature of the waste form 

inside the WPs will decline because of decreasing heat output and will cool safely through 

the threshold temperature value for "unzip" behavior of spent-fuel cladding. With the 

addition of backfill to the reference design, the WP and waste form peak temperatures will be 

considerably higher, delaying this stage of cool-down.  

TM loading of the rock mass will approach maximum intensity as the temperature 

increases throughout an increasingly larger volume (see Chapter 4). Thermal loading will 

cause rotation of the principal normal stress-from vertical to horizontal, with a magnitude of 

approximately twice the overburden stress. Stress concentration at the drift crown will 

produce average compressive stresses of four to six times the overburden stress, but the 

intact rock strength will not be exceeded. Displacement of rock joints will be significant and 

will contribute to collapse of the concrete liner.  
Thermal alteration reactions in the concrete liner will proceed to completion during this 

period (see Chapter 7). Portland-type cements will recrystallize, forming more highly 

ordered, less hydrated crystalline forms. Inhomogeneous alteration will promote spalling of 

the liner. Where concrete is contacted by reflux water at elevated temperature, leaching may 

also contribute to strength degradation. Loading of the liner associated with joint 

displacement will eventually lead to collapse of the liner into the opening. With liner 

collapse, there will be potential for increased incidence of reflux water dripping onto WPs.  

By the end of this period, the liner will collapse completely, and the reinforced concrete 

invert will crack. There will be some rock fall into the drifts and resulting minor impact 

damage to WPs (CRWMS M&O, 1997b).  

22.3 Time Period C: Quasi-Stable Reflux Zone (500 to 1500 yr) 

In this period, several effects will tend to stabilize the position of the boiling isotherm; as 

shown by TH simulations: 
* Geometrical spreading of the boiling isotherm will decrease the heat flux at the 

boiling isotherm.  
* The rate of change of heat production wil decrease significantly as fission products 

decay.  
The average heat flux at the boiling isotherm will approach the ambient percolation 

flux (expressed as latent heat).  
The relation between heat production and ambient percolation flux can be shown by a 

simple calculation. Repository areal thermal loading will decrease by an order of magnitude 

during the first 1000 yr, depending on the type of waste considered. For pressurized water 

reactor (PWR) spent fuel that is 10 yr old at emplacement, heat production at 1,000 yr will 

have declined by a factor of approximately 15. For areal mass loading of 85 metric tons 

uranium (MTU)/acre, the initial heat output will correspond to the enthalpy of vaporization 

associated with a moisture flux of 275 mm/yr (considering only heat of vaporization). At 

1000 yr, moisture flux will decay to approximately 20 mm/yr. Simulations show that during 

this period, up to half the repository heat output will be transported by conduction 

(especially downward), while the remainder will be transported by vapor-liquid movement 

in the heat pipe. Thus, the moisture reflux in a heat-pipe zone in this example will have a 

magnitude of 10 to 15 mm/yr. This is comparable to infiltration values reported for Yucca 

Mountain (Flint et al., 1996). As the rate of heat production declines further, or the ambient 

flux increases (e.g., climate change), the heat-pipe zone will begin to collapse.  

During this period, the thickness of the dryout zone above each emplacement drift will be 

directly related to thermal loading, and inversely related to the ambient percolation flux. The 

coalescence of dryout zones from adjacent drifts will change the dependence of system 
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behavior on ambient flux, by limiting condensate drainage between drifts. The geometry of 

the heat-pipe zone will also be influenced by the spatial variability of TH properties and of 

the ambient percolation flux.  
Temporal fluctuations in heat-pipe geometry will occur because of variations in ambient 

flux, but the average position of the boiling isotherm at the lower limit of the heat-pipe zone 

will tend to stabilize during this period. This is important for evaluation of THC processes for 

two reasons: 
" The position of the condensate zone at the-upper limit of the heat-pipe zone will also 

stabilize, concentrating the effects from aqueous dissolution and precipitation 
reactions at 96°C.  

"* The zone of evaporation and boiling will tend to stabilize, concentrating the effects 

from solute precipitation.  
Precipitated minerals will accumulate in fractures and could serve to divert future 

percolation from entering emplacement drifts (see Chapter 5). Condensate will dissolve 

natural fracture-filling minerals and primary minerals from the adjacent matrix and will flow 

downward under the influence of gravity. The precipitation cap will become fully developed 

during this period. The significance of THC effects on permeability depends on the 

abundance of readily dissolved fracture-lining minerals, relative to fracture porosity, the 

dissolution rates for feldspars and silica polymorphs, and the precipitation rates for 

secondary minerals such as clays and zeolites.  
When condensate penetrates the boiling isotherm in fractures, it will tend to be imbibed 

into the adjacent tuff matrix. Because the sensible heat entering this zone is conducted 

through the matrix, the matrix will be hotter than the fractures, and the imbibed water will 

evaporate. The associated solute will be deposited in the matrix, thus decreasing matrix 

permeability. The cumulative effects of this process will inhibit fracture-matrix hydrologic 
interaction both above and below the emplacement drifts so that subsequent THC effects will 

tend to be limited to fractures.  
During time periods A and B, the boiling isotherm will have expanded outward, leaving 

precipitates in the fractures and matrix of the dryout zone (Figure 2-4). Throughout the 

dryout zone, the potential for fracture-matrix interaction will decrease, and fracture 

permeability will be reduced. Within the quasi-stable boiling zone, these changes will be 

accentuated.  

Figure 2-4 Schematic of emplacement drift conditions during the period of a 
quasi-stable reflux zone (for typical conditions expected in the repository 
block) 

Temperatures at the WP surface and the drift wall will begin to decline, but will remain 

well above boiling throughout time period C (see Chapter 3). As the temperature falls, RH at* 

the WP will start to rise, approaching values of 50% to 90%, depending on thermal loading 
and TH conditions. The CAM will be 20% to 50% oxidized by the end of this period. The steel 

pedestals supporting the WPs will begin to collapse, which will cause the WPs to settle onto 

the invert materials. Matrix saturation in the NFE will remain near the residual value for the 

tuff matrix in the dryout zone (15% to 50%, depending on the rock temperature).  
The preceding discussion pertains to typical conditionsin the repository. For high 

ambient percolation flux, direct reflux onto WPs at elevated temperature may commence 

during this period. Simulations show that buoyant gas-phase convection may transport water 

vapor upward from below the repository, whereupon it will condense above the repository, 
and become available for reflux and drainage (see Chapter 3). This may occur even if the NFE 
remains at sub-boiling temperatures.  
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The maximum TM stresses will occur during this period, and fracture deformation will 

be at maximum in the NF/AZ (see Chapter 4). This is likely to dose radial fractures around 

the emplacement drifts and may cause fractures with certain orientations to open. Therefore, 

some effects of THC processes that redistribute soluble minerals in the condensate and 

boiling zones will be manifested in fractures that will be partly closed by TM stress. To the 

extent that the fractures reopen on cooling, THC effects on fracture permeability will be 

reversed.  

2.2.4 Time Period D: Collapse of the Superheated Dryout Zone (1000 to 3000 yr) 

During this period, the dryout zone will no longer be supported by the repository heat 

output and will start to collapse. Eventually, the boiling isotherm will converge on the drift 

wall, demarking collapse of the superheated dryout zone. For TSPA-VA base-case TH 

properties, the drift wall temperature cools to boiling at about 2000 to 5000 yr, depending on 

the ambient flux (see Chapter 3). For greater ambient percolation, or at the edge of the 

repository, this happens sooner (e.g., 1000 yr). For smaller values of percolation flux, collapse 

will occur later (e.g., 3000 yr or beyond). Whereas expansion of the dryout zone will occur 

within a few tens or hundreds of years, collapse of the dryout will occur over a longer time 

period because the rate of change of heat production will have declined by an order of 

magnitude.  
Simulations show that, with sufficient matrix imbibition and fracture-matrix interaction 

and with limited ambient percolation flux, the host rock can cool to temperatures less than 

boiling before liquid water penetrates to the emplacement drifts (Chapter 3). This 

performance will depend on fracture-matrix interaction, which will be irreversibly inhibited 

by the cumulative effects of THC activity. Because collapse of the dryout zone will occur 

relatively slowly, more time will be available for fracture-matrix interaction than during 

expansion of the dryout zone. The effects of THC activity on fracture-matrix interaction will 

be important during this period, even if other THC effects, such as reduction of fracture 

permeability, are minor. Because boiling is still going on, the precipitation cap continues to 

accumulate during this period.  
The duration of the dryout zone will be prolonged at locations within the repository 

where the ambient percolation flux is sufficiently small. This will occur for several reasons: 

* The extent of dryout will be greater in low-flux areas.  

a The availability of water for rewetting will be smaller in low-flux areas.  

* Significant amounts of water vapor may continue to be transported upward, through 

the waste emplacement areas, by buoyant gas-phase convection.  

The geometry of rewetting will depend on spatial heterogeneity of fracture hydraulic 

properties. This dependence has been shown from simulation of isothermal and 

nonisothermal drift seepage (see Section 3.10). If coalescence of dryout zones occurs, the 

dryout zone thickness will be on the order of the drift spacing or greater, so that drainage 

will tend to occur at larger-scale heterogeneities (e.g., fracture zones) as well as near the 

repository edge.  
S. Condensate drainage through fractures into the superheated dryout zone will cool the 

surrounding rock and depress the boiling isotherm. Eventually, the boiling isotherm will 

penetrate to the emplacement drifts at a few locations, and, at some locations, there may be 

liquid water in contact with engineered barriers at elevated temperatures approaching 960C.  

The collapsed concrete liner will not be a barrier to incursion of reflux during this period.  

RH will approach 100% at the emplacement drift wall asthe rock cools to the boiling 

point, but RH will be lower (-95%) at the WP surface (see Chapter 3). MKtrix saturation in the 

NFE will increase to 80% or more from rewetting by permeating water. The CAM will 
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develop moderate corrosion (20% or more of CAM mass will be affected), and corrosion will 

cause pedestals made from mild steel to collapse as depicted in Figure 2-5 (CRWMS M&O, 
1997b).  

Figure 2-5 Schematic of emplacement drift conditions during collapse of the 

superheated dryout zone (for typical conditions expected in the repository 

block) 

Significant incursion of liquid water into the NFE will occur at a few isolated locations, 
for the first time since repository closure. The water entering the NFE will have composition 

similar to that of water from the water table in well J-13. Minor changes in composition are 

calculated for water in contact with Topopah Spring welded tuff at elevated temperatures 
(see Section 62). This water will interact with the CAM and degraded cementitious materials 

in the NFE. With increased RH, humid-air corrosion will cause progressive degradation of 

the CAM. Pedestal failure will be complete during this period, and the WPs will rest directly 

on cementitious materials from the invert and cpllapsed liner. Depending on the concrete 
formulation, the presence of alkaline materials will determine the nature and rate of 

corrosion processes affecting the parts of the WPs exposed to detrital material. If drift backfill 

is used, chemical interaction of liquid water with the degraded concrete liner will affect 
corrosion processes over the upper, as well as the lower, parts of the WPs.  

When the dryout zone collapses, heat-pipe activity will continue even as the boiling 
isotherm contracts around each emplacement drift. Minerals precipitated in fractures during 

expansion of the dryout zone will be reworked during collapse. Gradual collapse of the 
reflux zone will produce concentrative THC activity. Labile precipitates such as calcite and 
amorphous silica, which are precipitated during dryout zone expansion, will be readily 
redissolved by condensate and cycled back toward the drift. Consequently, the solute 
inventory available for deposition by THC coupled processes will increase closer to the drift.  

Concentrative activity will be limited by mineral solubility and by drainage of condensate 
around the emplacement drifts. The most soluble species, such as halides, will be most highly 

concentrated, which may be significant if they are deposited onto the WPs.  
Maximum TM stresses will be extant at the start of time period D. As the superheated 

dryout zone collapses, the temperature in the NF/AZ will decrease, and thermal stresses will 
partially relax. Fractures that were closed by thermal stresses during earlier expansion of the 
dryout zone will reopen and will become available to participate in coupled THC processes.  
The temperature change during this period will be only a portion of the total change relative 
to pre-emplacement conditions, so relaxation will be incomplete, and further reopening*of 
fractures can be expected to occur at a later time. Rock fall will occur in response to relaxation 
of thermal stress and liner collapse.  

2.2-5 Time Period E: Cool-Down (3000 to 10,000 yr) 

Thermally driven reflux will become much less important during this time period 
because the maximum temperature in the NFE will be less than boiling. The rate of seepage.  
into drifts will decline as temperatures decrease, whereupon seepage will depend principally 
on ambient percolation.  

Simulations show that capillary effects in the host rock may promote some diversion of 
ambient percolation around drift openings. The matrix hydraulic conductivity in the host 
rock is limited, so significant diversion will depend on permeability and capillary behavior in 

fractures. The durable effects. of THCM coupled processes on fracture-lining minerals will 
determine the extent to which seepage conditions will be modified from pre-emplacement 
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conditions. Slight dissolution of the precipitation cap will occur during this period, but will 

K..!' be limited by diminished solubility at lower temperatures and by prior equilibration of 

percolation flux with silicate minerals above the repository.  
Simulations also show that seepage in response to episodic infiltration could be more 

than an order of magnitude greater than the response to steady-state percolation. As 

discussed previously, THC activity will irreversibly inhibit fracture-matrix interaction in the 

NF/AZ to some extent. Accordingly, the response to episodic percolation is likely to be 

modified by THCM coupled processes.  
WP temperature will decline to approximately 65°C, and RH at the WP surface will be 

approximately 95% (Figure 2-6). Matrix saturation in the NFE will approach pre

emplacement conditions (>80%).Fractures in the NFE will open further in response to 

relaxation of TM stress. Fracture-lining precipitates in the NF/AZ will interact with ambient 

percolation, and the system hydrologic response to THC effects will approach steady state.  

Figure 2-6 Schematic of emplacement drift conditions during the cool-down period 

(for typical conditions expected in the repository block) 

The CAM is likely to be at least half oxidized for WPs throughout the repository, and 

corrosion of the underlying corrosion-resistant material (CRM) will have begun under these 

conditions (CRWMS M&O, 1997b). Roughly half of the WPs will have at least one 

penetration through the CRM. These estimates are based on extrapolation of measured 

corrosion rates for these materials. Penetration of the CRM will be caused by humid-air 

pitting processes in the upper part of each WP and by related processes acting externally on 

the lower part or from the inside of penetrated packages. Within WPs with penetrations, 

partial failure of internal structural components made from mild steel will occur.  

K.> Waste radionuclides will be released to the NFE, where retardation will occur by 

precipitation, coprecipitation, surface complexation, or ion-exchange reactions. A fraction of 

released radionuclides will be transported advectively as dissolved or colloidal species.  

Mixing of the gas phase with atmospheric air will increase during this period, and CO2 will 

be transported into the NFE.  
Where there is little or no seepage into the NFE, advective transport of radionuclides will 

be minimal. The retardation capacity of materials in the NFE will be limited; thus, the 

fraction of released inventory that is transported advectively will increase with time.  

22.6 Time Period F: Post-Thermal Period (10,000 to 100,000 yr) 

Hydrologic conditions will be dominated by the magnitude and distribution of ambient 

percolation flux, as modified by the durable effects of THCM coupled processes. Important 

effects on the NF/AZ hydraulic structure will include fracture-matrix interaction and durable 

changes to fracture porosity and permeability.  
Temperatures at the surface of WPs will approach the ambient, pre-emplacement rock 

mass temperature (-260). The CAM is likely to be fully oxidized throughout the repository, 

and at least half of all WPs will have one or more penetrations through the CRM (CRWMS 

M&O, 1997b). The CRM will be substantially intact throughout the repository, and 

penetrations will be limited to those caused by pitting and crevice corrosion. Failed WPs will 

suffer complete failure of internal structural components.  

During this period, radionuclides released advectively from failed WPs will produce a 

plume that will travel to the accessible environment (Figure 2-7). Diffusive transport from 

within the WPs to the NFE, and within the NFE, will not contribute significantly to this 

plume.  
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Figure 2-7 Schematic of emplacement drift conditions during the post-thermal period 

(for typical conditions expected in the repository block) 

2.3 Uncertainties in the Conceptual Model for Near-Field/Altered-Zone 
Coupled Processes 

The foregoing discussion has identified a series of stages for the evolution of coupled 

processes in the NF/AZ. The discussion was referred to a typical set of properties and 

conditions expected for the repository block. Actual properties and conditions may differ 

from those described. In particular, the discussion covered the effects of variation in-TH 

properties, ambient percolation flux, local thermal output, repository ventilation, relative 

abundance of fracture-lining minerals, and repository edge effects. Key steps in the evolution 

of coupled processes (e.g., the occurrence of dryout) and the timing of these steps depend 

critically on combinations of these variables.  
In the discussion, several types of uncertainties were identified, including the following: 
"* Uncertain property values and spatial heterogeneity of properties 
"* Uncertain temporal variation in boundary conditions 
"* Uncertain conceptual basis for prediction 
In addition, elements of EBS design (e.g., the composition of concrete used in the liner 

and invert) may change relative to the current reference design. Questions of material 

property values, boundary conditions, spatial heterogeneity, and design changes are beyond 

the scope of this report. This report does describe the conceptual and numerical basis for 

prediction of NF/AZ coupled processes. Some of the fundamental process uncertainties 

identified in the foregoing discussion include fracture-system capillarity, buoyant convection, 

reworking of mineral precipitates during cool-down, fracture deformability and permeability 

coupling, and the nature of condensate drainage pathways.  
The conceptual model presented in time periods A through F can be used as the basis for 

discussion of coupled processes, with acknowledgment that predictions may vary for 

different parts of the repository, that significant changes in repository design and planned 

operation may be developed, and that conceptual uncertainties in predictive models exist.  
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2A. Figures for Chapter 2

Waste Package 
Temperature, 

Relative Humidity, 
and PCo,

Waste Package 
Internal 

Environment

I 'II, I I

Figure 2-1. Simplified schematic of the conceptual model used in TSPA-VA to represent engineered barrier 

system (EBS) degradation, radionuclide release, and transport in the near-field environment (annotated with 

section numbers from this report)
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2A. Figures for Chapter 2

Time Period A: Drift Closure to Repository Closure 

* WP temperature increases from 70c to 2000C 
* RH at WP decreases to -20%.  
* Matrix saturation decreases to -50% or less 
* EBS structures, including liner---intact 
* No reflux through liner 
"* CAM-minor oxidation 
"* Initial development of precipitation cap

AE z accessible environment 
CAM a corrosion-allowance 

material 
CRM = corrosion-resistant 

material 
EBS = engineered barrier 

system 
NFE = near-field environment 
RH = relative humidity 
RN z radionuclide 
TM = thermomechanical 
WF = waste frame 
WP = waste package

Figure 2-2. Schematic of emplacement drift conditions at repository closure
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2A. Figures for Chapter 2

Time Period B: Development of the Superheated Dryout Zone 
(Repository Closure to a Few Hundred Years) 

"* WP temperature decreases from 2000 to 1500C 
"* WF temperature cools through "unzip" threshold (no backfill) 

"* RH at WP -25% 
"* Matrix saturation -50% or less 
"* Concrete liner-complete mechanical failure by end of period 

"• Some rock fall 
"• CAM-minimal corrosion 
"* TM stress-loading-maximum intensity 

* Possible episodic reflux Into drifts after liner failure 

* Development of precipitation cap 

AE = accessible environment 
CAM = corrosion-allowance 

material 
CRM = corrosion-resistant 

material.  
EBS = engineered barrier 

system 
NFE = near-field environment 
RH = relative humidity 

RN radionuclide 
TM c thermomechanical 
WF = waste frame 
WP = waste package 

Figure 2-3. Schematic of emplacement drift conditions at a few hundred years after repository closure (after 

dryout zone development) 
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2A. Figures for Chapter 2

Time Period C: Quasi-Stable Reflux Zone 
(500 to 1500 yr) 

"* WP temperature >1000 C 
"* Drift-wall temperature >100°C 
"* RH at WP increases to -50% or more 
"* Matrix saturation -50% or less 
- Concrete liner--complete mechanical failure 
"* Invert-partial mechanical failure 
"* Pedestal-partial mechanical failure 
"* More rock fall; partly buries WPs 
"* CAM-20% to 50% oxidized 
"* TM stress-loading--maximum intensity 
"* Possible episodic reflux into drifts 
"* Precipitation cap fully developed 

AE = accessible environment 
CAM = corrosion-allowance.  

material 
CRM = corrosion-resistant 

material 
EBS = engineered barrier 

system 
NFE = near-field environment 
RH = relative humidity 
RN = radionuclide 
TM = thermomechanical 
WF = waste frame 
WP = waste package 

Figure 24. Schematic of emplacement drift conditions during the period of a quasi-stable reflux zone (for 

typical conditions expected in the repository block) 
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2A. Figures for Chapter 2

Time Period D: Collapse of the Superheated Dryout Zone 
(1000 to 3000 yr) 

.WP temperature >96°C 
* Drift-wall temperature -96°C after dryout zone collapse 

RH at WP -95% 
* Matrix saturation -80% or more 

I Invert-complete mechanical failure 
"* Pedestal-complete mechanical failure (WPs rest on cementitious material) 

"• CAM >20% oxidized 
"* TM stress-loading-decreases from maximum Intensity 
"* Solute-concentrative THC activity as dryout zone collapses 
"• Episodic. reflux Into drifts 
"* Precipitation cap stable 

AE c accessible environment 

CAM = corrosion-allowance 
imaterial 

CRM = corrosion-resistant 
*Eterial r 

EBS c engineered barrier 
system 

NFE c near-field environment 
RH z relative humidity 
RN = radionuclide 
TM = thermomechanical 

"WF = waste frame 
WP c waste package 

Figure 2-5. Schematic of emplacement drift conditions during collapse of the superheated dryout zone (for 

typical conditions expected in the repository block) 
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2A. Figure for Chapter 2

Time Period E: Cool-down 
(3000 to 10,000 yr) 

"* WP temperature -65-C 
"* Drift-wall temperature <65°C 
"* RH at WP -95% 
"* Matrix saturation >80% 
"• CAM -50% oxidized 
"* CRM corrosion begins, and -50% of WPs have a 1 CRM penetration 
"* Within failed WPs, partial failure of internal structural components occurs 
"* TM stress released-fractures reopen 
"* Episodic. ambient seepage into drifts 
"* Waste radionuclides are released to the NFE 
"* Slight dissolution of precipitation cap 

AE =accessible environment 
CAM , corrosion-allowance 

"material 
CRM = corrosion-resistant 

material 
EBS = engineered barrier 

system 
NFE = near-field environment 
RH = relative humidity 
RN = radionuclide 
TM = thermomechanical 
WF = waste frame 
WP = waste package 

Figure 2-6. Schematic of emplacement drift conditions during the cool-down period (for typical conditions 

expected in the repository block) 

2A-6 Near-F.eld/Altered-Zone Models Report 
UCRL-ID-129179



2A. Figures for Chapter 2

Time Period F: Post-Thermal Period 
(10,000 to 100,000 yr) 

a WP and drift wall approach ambient temperature 
& RH and matrix saturation approach pre-emplacement conditions 

* CAM -100% oxidized 
*CRM mostly Intact, with penetrations from pitting/crevice corrosion 

* Complete failure of WP Internal structural components 
* Episodic, ambient seepage Into drifts 
"* Waste RNs released to the NFE 
"• Advective releases produce plume to the AE 
"• Dose standard met at the AE 
"* Partial dissolution of precipitation cap 

AE - accessible environment 
CAM c corrosion-allowance 

material 
CRM c corrosion-resistant 

material 
EBS = engineered barrier 

system 
NFE = near-field environment 
RH = relative humidity 
RN , radionuclide 
TM = thermomechanical 
WF = waste frame 
WP c waste package 

Figure 2-7. Schematic of emplacement drift conditions during the post-thermal period (for typical conditions 

expected in the repository block) 
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3. Thermohydrologic Models 

by Thomas A. Buscheck 

Radioactive decay of high-level nuclear waste emplaced in a Yucca Mountain repository 

will produce an initial heat flux on the order of 50 times the heat flux in The Geysers 

geothermal reservoir in California. Even though the rate of heat production decreases rapidly 

with time after emplacement, thermal processes will dominate the distribution and 

movement of air, water vapor, and liquid water in the unsaturated zone (UZ) for hundreds to 

thousands of years after closure of the repository. The responses of the system to this heat 

load determine the near-field environment (NFE), or temperature, relative humidity (RH), 

and the quantity and quality of liquid water present at different locations within the 

engineered barrier system (EBS), and also will produce changes in a large altered zone (AZ) 

of unexcavated rock surrounding the repository. Prediction of these responses requires 

thermohydrologic (TH) models to analyze the simultaneous movement of heat and fluids in 

permeable media. TH models are inherently more complex than the conventional hydrologic 

models used for isothermal systems and require different kinds of experiments and data for 

their testing, development, and application.  
This chapter describes a large number of models developed to predict changes, as 

functions of time after emplacement, in environmental conditions near the waste packages 

(WPs) and in the surrounding host rock.  

3.1 Impact of Thermohydrology on the Proposed Yucca Mountain Repository 

Although minor amounts of radioactivity may be released and transported in the vapor 

phase, the bulk of the radionuclide dose will be borrne in aqueous solution or colloidal 

suspension. Hence, liquid water must contact waste before a breached package contributes 

any'significant quantity of radionuclides. Models are required to estimate the time of first 

water contact and the temporal and spatial distribution of liquid flux.  

. The movement of water, driven by thermal processes and ambient percolation, controls 

both the WP failure time distribution and the rate of radionuclide release from failed WPs.  

Accordingly, TH modeling is a key element in making a credible total system performance 

assessment (TSPA), for viability assessment (VA), and for license application.  

3.1.1 Effects of Design Alternatives 
The project has selected a reference design for the repository, specifying the number and 

types of spent-fuel assemblies contained in each type of WP, the layout of the emplacement 

drifts, and the spacing of WPs along drifts. These three design features, along with the 

characteristics of the waste (type of reactor, bum-up, time out of core, etc.), determine the 

amount of heat released into the repository after emplacement of waste. When combined 

with a strategy for local "tailoring" of the heat load by controlling the placement of packages 

with different initial thermal power output, these design and operating variables determine 

the spatial and temporal distribution of heat sources driving thermally coupled phenomena 

in the surrounding host rock. Currently, the reference design envisions a drift spacing of 28 m, 

and spacing along drifts between packages of comparable magnitude. This is called the 

"point-load" design. The spatially averaged time integral of heat output is closely related to 

the mass-loading density of commercial spent nuclear fuel, expressed as metric tons of 

uranium •M T per unit area (usually MTU per acre.of the repository footprint). The 

reference design is based on 85 MTU/ac. The reference design doesnot include backf-lling 

the drifts at closure, but this option is to be evaluated as one of several design alternatives.  
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The VA, including TSPA, will focus on the reference design. However, preliminary 

analyses of alternatives also will be conducted. One important option affecting the TH 

behavior of the system is the "line-load" design. In this design, packages are placed as close 

together within drifts as practical, with drift spacing adjusted to keep the mass-loading 

density constant. Also being considered is the addition of backfill, with either the point-load 

or the line-load design. Backfill will produce significant TH effects. Other design alternatives 

are actively being pursued by the project to select the most promising ones for possible use in 

the license application. Credible TH models will play a key role in performance assessment of 

design and operating alternatives and in the ultimate success or failure of licensing a 

repository at Yucca Mountain.  

3.1.2 Identification of Users for Thermohydrologic Models 

This chapter describes three types of TH models: 
1. The drift-scale TH model 
2. The drift-scale isothermal and nonisothermal seepage model 

3. The multi-scale TH abstraction methodology for estimating performance measures for 

performance assessment (PA) 
These models are listed in Appendix A (Table A-9) along with the other models that make up 

this report.  
The drift-scale TH model is a basic tool for repository performance analysis and is used 

for PA and design. A set of two-dimensional (2-D) drift-scale calculations is presented for 

illustrating and evaluating the effects of coupled processes in this report (Section 3.5). The 

model is readily extended to a three-dimensional (3-D) version using the equivalent

continuum or dual-permeability conceptual models. Temperature fields calculated from drift

scale TH models are used as the basis for simulating thermomechanical (TM) effects for both 

PA and EBS Design (see Chapter 4).  
The drift-scale isothermal and nonisothermal seepage model has been demonstrated in 

2-D and 3-D calculations (Section 3.6). This model is used for PA to estimate the proportion of 

the ambient percolation flux that enters drift openings as seepage. The model also forms the 

basis for seepage estimates that will be used to evaluate the function of engineered barriers 

under consideration in repository design.  
The multi-scale TH abstraction methodology is used by PA to estimate performance 

measures such as WP temperature and drift air RH as a function of location in the repository 

block, thermal loading, infiltration flux, and other factors. The methodology combines full 

TH simulations with heat conduction-only models to estimate results that would be obtained 

from very large, finely gridded, 3-D TH models for which the computational effort would 

be prohibitive.  

32 Qualitative Description of Unsaturated Zone Conditions, Processes, and 

Mechanisms 
The potential repository is located in the UZ, approximately midway between the ground 

surface and the water table. Both the saturated and unsaturated zones comprise a sequence of 

variably fractured, densely welded to nonwelded volcanic tufts (see Table 3-1 for a 

description of the major hydrostratigraphic units underlying Yucca Mountain). In general, 

the more densely welded units are the more highly fractured. Matrix porosity in the welded 

units typically ranges from about 10% to about 20%, whereas matrix porosity in some 

nonwelded units exceeds 40%. Fracture porosity is poorly known, but believed to be much 

less than 1%. Under existing conditions, matrix pores are partially filled with liquid water; 
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the rest of the matrix pore volume contains "rock gas" (predominantly air) and water vapor.  

The potential repository horizon is within the Topopah Springs welded unit, with about 10% 

matrix porosity and 90% water saturation.  
The welded tuffs at Yucca Mountain have characteristics similar to those of fractured 

petroleum and geothermal reservoirs, with high storage capacity and low permeability in the 

matrix and With very low storage capacity and high permeability in a network of connected 

fractures. Hence, most of the total fluid-storage capacity is contained in the matrix pores, but 

most of the bulk permeability is the result of fractures. A major problem in modeling such 

systems is to properly account for the properties of these interpenetrating continua, including 

the transfer of mass and eneigy between them, while retaining the ability.to perform 

simulations within the limitations of computing resources. This problem will be discussed 

more fully in a later sectionof this chapter. With the possible exception of the nonwelded 

units, which are more permeable and behave like classical porous media, little movement of 

water, air, and water vapor will occur in the absence of connected fractures. Fractures are the 

primary conduits for large-scale transport of water, air, and water vapor in the repository 

host-rock units.  

Table 3-1 Relations among model hydrogeologic units and geologic formations, 

Lawrence Berkeley National Laboratory (LBNLD geologic framework model 

Geological Unit Welding Model Layer Hydrogeologic 

Intensity/Formation Name Unit 
Name 

(Buesch et al., 1995) 

Paintbrush Group 

M,D' (Tpcpti) tcwl 1 

"Tiva Canyon Tuff MD' (Tpcpln) tcw12 Tiva Canyon (TCw) 

D-Basal vitrophyre (TpcV3) tcwl3 
M (Tpcpv2) 

N,P (Tpcpvl) 

Bedded TufO N (Tpbt4) ptn2l Palntbrush.(PTn) 

Yucca Mountain Tuff N,P.M (Tpy) ptn22 

Bedded TufO N (Tpbt3) ptn23 

Pah Canyon Tuff N.P,M (Tpp) ptn24 

N (Tpbt2) ptn25 

Bedded TufO N,P (Tptrv3) 

Topopah Spring Tuff M (Tptrv2) tsw31 Topopah Spring (TMw) 

D-Upper vitrophyre (Tptrvl) 

MD (Tptm) tsw32 

M,D,L! (Tptd) tsw33 

M,D,L (Totpul) 

D (Tptpmn) tsw34 

M,D.L (Tptpll) tsw35 

D (Tptpln) tsw36 

D-Basal vitrophyre (Tptpv3) tsw37
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Geological Unit Welding Model Layer Hydrogeologic 
Intensity/Formation Name Unit 

Name 

(Buesch tal., 1995) 

N,P,M; may be altered chl(vc or zc) Calico Hills (CHn) 

(Tptpvl, Tptpv2) 

Bedded Tuff N; may be altered (Tpbtl) 

Calico Hills Formation N; unaltered (Tac-vitric) ch2(vc or zc) 

N; altered (Tac-zeolitic) ch3(vc or zc) 

Bedded Tuff N; may be altered (Thtbt) ch4(vc or zc) 

Crater Flat Group 

Prow Pass Tuff N; may be altered (Tcp) Unit 
43 

P,M Unit 3 pp3vp 

N,P; generally altered Units pp2zp 

2,1 

Bedded Tuff N; generally altered (Tcpbt) 

Crater Flat Group 

Upper Bullfrog Tuff N,P; generally altered (Tcb) 

Middle Bullfrog Tuff PM bf3vp 

Lower Bullfrog Tuff N,P; generally altered Crater Flat 

Bedded Tuft N; generally altered (Tcbbt) bf2zp Undifferentiated (CFu) 

Upper Tram Tuff NP; generally altered (Tct) 

Older tufts and lavas Generally altered (Tct) tr3zp 

tr2zp 

'Welding Intensity N = Non P = Partially; M = Moderately; D = Densely 
2L = Lithophysal Zone 
31Units per Moyer and Geslin 

3.2.1 Ambient System 

Both liquid and gas phases flow in the UZ at Yucca Mountain. Depending on the 
conditions, both phases may flow through fractures and through rock matrix. As noted 

previously, liquid water saturation at the repository horizon is approximately 90%, and the 

gas phase, comprising 98.5% air and 1.5% water vapor (by mass), fills the remaining 10% 

of the matrix pore space. The repository host-rock units (Tptpmn, Tptpll, and Tptplnl in 

Table 3-1) are among the most highly fractured hydrostratigraphic units in the UZ at Yucca 

Mountain. Consequently, they have bulk permeability values, kb, on the order of 10' times the 

matrix permeability, k.. In this and subsequent discussion, bulk permeability means the 
permeability of a volume of rock large enough to contain a "representative" connected 

fracture network-at least a few meters in each dimension. Matrix permeability is typically 

measured on a small, unfractured sample and is generally much less than kb. This is 

significant because, without fractures, the rock throughout most of the UZ (including the 

repository horizon) would be nearly impermeable.
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Figure 3-la shows the depth of the repository horizon below the ground surface. The 

K.... summit of Yucca Mountain is parallel to (and approximately one-fourth of the way from) 

the western edge of the repository. Because the repository is close to being horizontal (with 

a northward dip of about 1.6%), the repository depth contours correspond to the surface 

topography. The approximate depth to the water table is about 350 m more than the depth 

to the repository. The ground surface slopes steeply downward to the west of the summit 

and less steeply to the east of the summit. The depression in the northeast corner of the 

repository corresponds to drill-hole wash. The repository depth plays an important role in 

the thermal evolution of Yucca Mountain after the emplacement of heat-producing high-level 

nuclear waste.  

Figure 3-1 Surface topography, shallow infiltration, repository footprint, and model 
domain for site-scale thermal modeling at Yucca Mountain 

As outlined previously, the amount of water contacting waste is the principal variable 

controlling the radionuclide source term. Under ambient conditions, water infiltrates at the 

ground surface and percolates more-or-less vertically downward to the water table, with 

some degree of lateral diversion and the occasional occurrence of perched or semi-perched 

aquifers. Infiltration occurs episodically, mostly during wetter winters associated with El 

Nifio events, based on interpretation of shallow neutron log data by Flint and Hevesi (1996a).  

According to their analysis, infiltration occurs only where the depth of alluvium is less than 

2 m on top of fractured bedrock.  
Figure 3-lb is a contour map of the infiltration-flux q, distribution over the repository 

area at Yucca Mountain based on the work of Flint and Hevesi (1996a). The boundary of the 

repository area shown in Figure 3-1b is approximated as a rectangle, which was used in the 

thermal and TH modeling described in later sections of this chapter. The actual repository 

area shown in Figure 3-1c deviates slightly from this idealized rectangle along the northern, 

western, and southern edges of the repository. This figure also shows an array of 5 dots E-W 

by 7 dots N-S, which represents the locations of 1-D and 2-D submodels described 

subsequently. These locations were chosen to sample the variability in depth to the repository 

from the ground surface and in the spatial variation in infiltration flux.  
Infiltration flux varies from 0 to 26 mm/yr over the repository area (Figure 3-1b). There is 

an apparent correlation between repository depth (directly related to ground-surface 

elevation) and q,, is higher when the depth is greater (i.e., at higher ground-surface 

elevation). The largest infiltration rates occur along the crest of Yucca Mountain, and the 

lowest rates occur along the flanks. in the absence of significant lateral diversion, percolation 

at the repository level would follow the same pattern. This distribution is governed more by 

the distribution of alluvium over the repository footprint than by the elevation itself. alluvial 

cover is generally thickest in washes and down the lower flanks of the mountain and thinnest 

near the crest. Areas of thicker alluvium, such as Drill-Hole Wash, receive little infiltration 

into the bedrock; areas with minimal alluvial cover and exposed fractured bedrock, such as 

the summit, receive more.  
Figure 3-1d is a histogram of the q., distribution over the repository area. The q, 

distribution is an important parameter in determining the TH response of the mountain.  

Nearly 25% of the repository area has qd <2 mmm/yr, whereas 25% of the area has a q,. >14 

mm/yr (Figure 3-1d). Over the entire repository area, the mean infiltration flux is 7.8 mm/yr.  

Note that this flux distribution is an average for the present-day climate conditions; large 

year-to-year fluctuations about this average are expected. A shift in the average value to 

much higher values is believed possible under some future climate scenarios.  
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Modeling and analytic studies have demonstrated the importance of nonequilibrium flow 

processes between the fractures and the matrix in the UZ (Buscheck et al., 1991; Nitao et al., 

1993; Pruess and Tsang, 1994; Pruess et al., 1990) Except within a perched water body or 

during periods of transient infiltration, capillary forces cause most fractures to be drained of 

liquid water in the UZ. Because the matrix permeability is extremely low, matrix flow is 

much less likely than fracture flow to seep into emplacement drifts and contact WPs. The 

shallow infiltration of rainfall and snowmelt not removed from the evapotranspiration zone 

by gas-phase advection and diffusion to the atmosphere determines the net infiltration flux, 

which is also called percolation or recharge flux. Liquid-phase flow occurs in fractures when 

the net infiltration (or percolation) flux results in a combination of the following conditions: 

" Steady-state percolation for which the liquid-phase drainage flux exceeds the 

hydraulic conductivity of the rock matrix, a condition not likely to occur at Yucca 

Mountain 
" Episodic percolation events during which liquid-phase flow in the fracture is not in 

capillary-pressure equilibrium with the adjoining rock matrix, as may happen during 

periods of intense precipitation 
"* Lateral flow in perched water bodies, a condition that probably results when either 

steady-state or episodic percolation in fractures intersects a flow barrier such as an 

unfractured, low-permeability medium 
The distribution of percolation flux in fractures is spatially heterogeneous as well as 

temporally variable.  
Capillary pressure (also called matric or suction potential) in the UZ varies with height 

above the water table and with the local recharge flux. Under static gravity-capillary 

equilibrium (i.e., zero recharge flux), the suction potential at any point is determined by its 

height above the water table. For example, the gravity-capillary equilibrium potential 500 m 

above the water table is -50 bars, approximately. It increases in magnitude (becomes more 

negative) by approximately 10 bars for each 100 m.  

Near-zero values of gas- and liquid-phase flux through the UZ cause the suction 

potential to deviate from gravity-capillary equilibrium. At zero liquid recharge flux, the 

net transport of water vapor out of the UZ (by gas-phase advection and diffusion) will 

reduce Su in the rock matrix, increasing the magnitude of suction potential. Under ambient 

conditions, advective drying may occur as a result of barometric pumping. Advective drying 

can also occur when decay heat from WPs drives a sufficiently large buoyant gas-phase 

convective flux.  
Incoming liquid-phase flux will decrease the magnitude of suction potential as a result of 

any combination of the following conditions: 
"* An increase in steady-state percolation increases the Sq and correspondingly 

decreases the suction potential. Higher liquid permeability is required to 

accommodate an increase in flux.  
"• Episodic nonequilibriumr fracture-flow percolation events cause imbibition in the 

adjoining rock matrix, increasing S and consequently decreasing the suction 

potential. The water in the matrix in excess of the gravity-capillary equilibrium level 

must eventually drain to the water table or be removed from the mountain by gas

phase advection and diffusion.  
* Perched water bodies decrease the effective height above the water table for overlying 

locations in the UZ.  
Recent measurements indicate higher values of S, in the repository host rock than 

previously estimated. Samples from the Single-Heater Test (SHT) in the Exploratory Studies 

Facility (ESF) indicate a Sq range of 80.5% to 99.0%, which compares with values of 
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"85% :t 12% for ihe same interval from surface boreholes (CRWMS M&O, 1996a). LLNL's 

version (Buscheck et al., 1997a) of the LBNL site-scale model (Bodvarsson and Bandurraga, 

1996) yields Sq ranging fr6m 88% to 96%, with an average of 90.5%. These recent 

measurements of higher Shq are consistent with measurements of suction potential in the UZ 

Suction potentials are less (in some locations, much less) than previously anticipated 

(Bodvarsson and Bandurraga, 1996).  

3.2.2 Thermally Disturbed System 

Under ambient conditions, liquid-phase fracture flow arises as a result of the percolation 

of rainfall and snowmelt. After the emplacement of waste, the heat of radioactive decay will 

change the spatial distribution of in situ pore fluids (air, water, and water vapor) within a 

large volume of rock, extending from the ground surface to some distance below the water 

table, over an area larger than the repository footprint. Fluid redistribution and other 

important features of the thermally disturbed system are illustrated schematically in 

Figure 3-2 at the drift scale and in Figure 3-3 at the mountain scale.  

Figure 3-2 Drift-scale schematic showing decay-heat-driven TH flow and transport 

processes 

Figure 3-3 Mountain-scale schematic showing decay-heat-driven TH flow and 

transport processes that influence moisture redistribution and the moisture 

balance in the UZ 

This thermally driven transport of water and water vapor away from the heat source (TH 

behavior) causes a redistribution of the pore fluids, including the following:

• Dryout zones with liquid saturation Sbq decreased from its initial value are created 

around the emplacement drifts. RH in dryout zones is also reduced, and, because the 

matric potential is mathematically related to RH via the Kelvin equation, the capillary 

suction potential will be much greater than ambient- The vertical extent of the dryout 

zone increases with local decay-heat flux, distance from the repository edge, and 

decreasing percolation flux q,,. For locations away from the repository edge and qp,, 

less than 5 mm/yr, the vertical extent of dryout increases with repository depth below 

the ground surface.  
Condensation zones within Su increase from its initial value are created above and 

below the dryout zones.  
A region of reduced air mass fraction in the vapor phase is created. The generation.  

of steam replaces air within the boiling zone, reducing the vapor-phase mass fraction 

of air, X...,, almost to zero. This reduction will occur as long as boiling liquid water is 

present, whether or not rock dryout occurs.  

Decay heat flows away from the drifts by conductive and advective (also called 

convective) heat-transfer processes. For heat convection, latent-heat transport is much more 

important than sensible-heat transport; consequently, the flow of water vapor results in much 

greater heat transport than does liquid-phase flow. The following are the two primary 

mechanisms for gas-phase, advective heat transfer: 
* Heat pipes result from countercurrent vapor (away from the heat source) and 

condensate flow (back towards the heat source). Because this mechanism requires 

gravity-driven condensate flow, it will primarily occur in zones with well-connected 

vertical fractures. The location of heat pipes is strongly affected by. ambient 
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percolation flux q%.; high q%, (>10 mmn/yr) suppresses rock dryout and increases the 
tendency for heat pipes to form in the vicinity of drifts; low qp, (<5 mmn/yr) favors 
rock dryout and suppresses heat-pipe development near the drifts.  
Buoyant gas-phase convection results from mass-density gradients driven by 
temperature gradients in the rock mass. This mechanism is significant if the rock-mass 
bulk permeability kb >1-10 darcy and the fractures are ubiquitous and well-connected 
over large distances. This mechanism, which may occur at the drift and at mountain 
scales, can increase the buildup of condensate above the repository.  

* Heat flow in the rock causes a temperature buildup in the near field and AZ as well as in 
the EBS. The temperature buildup depends strongly on the thermal-loading conditions 
imposed by the emplacement of WPs. The overall repository thermal-loading conditions are.  
best quantified using the areal mass loading (AML), expressed in MTU/acre. Details of the 
heat output from individual WPs strongly influence near-field TH behavior, particularly the 
TH conditions immediately adjacent to and within emplacement drifts, including the 
conditions on the WP surfaces.  

Gas-phase, advective heat-transfer mechanisms increase the overall efficiency of heat 
transfer away from the drift, consequently, these mechanisms decrease near-field 
temperature buildup. If heat pipes extend from the boiling front all the way back to the 
repository horizon, near-field temperatures cannot increase much above the nominal boiling 
point (- 96*C). If buoyant gas-phase convection (e.g., mountain-scale) is significant, neai-field 
temperatures will be decreased, particularly at the edges of the repository. A key issue (or 
hypothesis) to be resolved through field-scale thermal testing and analysis is the following: 
Does conduction dominate heat flow or do heat pipes and buoyant gas-phase convection 
significantly influence heat flow around emplacement drifts and in the repository as a whole? 

3.2.3 Final System State 
The preceding section discusses long-term transient changes in the UZ associated with the 

redistribution of water by evaporation and condensation. The permeability distribution 
changes because of the associated saturation changes. In principle, the mountain would 
return to something resembling its initial state, except for the effects of climate change, after 
decay of the thermal pulse and rewetting of the dried-out regions. However, the TH 
disturbance will also generate thermochemical (TC)and thermomechanical (TM) alteration of 
hydrologic and transport properties, particularly in the fractures, in both the unsaturated and 
saturated zones. Some changes, such as fracture closure that results from TM effects, may be 
temporary; others, such as the filling of fractures that results from TC effects, mray be 
permanent. It is possible that these changes are significant enough to require them to be 
included in long-term calculations of repository performance.  

3.3 Heat and Mass Flow in Fractured Permeable Media 

This section presents a conceptual and mathematical framework for modeling heat and 
mass flow in fractured media. A general framework is developed for modeling the effects of 
fractures, and some currently used approaches to this problem (e.g., equivalent-continuum 
method [ECM) and dual-permeability method [DKM]) are shown to be special cases. The 
mathematical development is sufficient to express this generality, and the reader is referred 
to other sources for further information (Nitao, 1993, 1995; Pruess, 1991).  

In this discussion, the term "conceptual model" refers to a collection of physical 
relationships based on observation and theory. Conceptual models are expressed singly or in 
combinations as mathematical models, which are solved as numerical models, implemented 
as computer codes. The end product is often referred to as a process model, which generally 
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can be used for mechanistic simulation of directly observable behavior. Through model 

confidence-building activities, process models are deemed suitable for prediction of 

repository performance (i.e., for calculation of behavior that cannot be directly observed).  

Process models have an important role in repository risk assessment. However, there 

typically are significant limitations on what can be simulated with numerical process models.  

One reason is that, because of parameter uncertainty (see Chapter 1), process models must 

often be repeated many times with different input for parameter sensitivity studies. Where 

this is unfeasible, another approach is needed. One alternative is to develop abstracted 

models that capture major features of the predicted behavior with-less computational effort.  

The conduction-only models discussed in this section (Section 3.3) are an important 

application of the latter abstraction approach.  

3.31 Physical Concepts 
Two ideas central to TH models are conservation of mass and conservation of energy.  

Components (principally water and air) must be conserved and fully accounted for within 

the model domain, at the domain boundaries, and at sources or sinks. The same holds true 

for thermal energy (heat). The balances are coupled because movement of components 

involves transport of sensible and latent heat 
Driving forces for heat and component fluxes in TH models are thermal potential 

(temperature), matric potential (includes water potential and osmolality), and pressure of the 

gas and liquid phases. The conceptual models that link potential gradients to fluxes include 

the following: 
0 Flow of heat in response to a temperature gradient 
. Flow of the gas phase in response to gradients of pressure and temperature 

K. * Flow of gas-phase components in response to gradients of concentration 
* Flow of liquid in response to gradients of pressure and temperature 
a Flow of liquid in response to a gradient of matric potential 

In addition, the flow of heat is coupled to mass flow for each component, in each phase, as 

sensible and latent heat.  
The flux laws used in the process models described in this section are based on 

macroscopic application of Fourier's Law for thermal conduction, Fick's Law for solute 

diffusion, and Darcy's Law for fluid flow. Darcy's Law is applied to both gas and liquid flow.  

These flux laws are applied in all of the TH models of the near field and AZ and to those of 

the field-scale thermal tests. Detailed exposition of flux laws for TH problems, including 

solute-transport behavior, are given by Nitao and Bear (1994).  

Fluid-flow constitutive properties of the matrix and fractures impart significant 

nonlinearity to TH process models. The van Genuchten model for moisture potential as a 

function of saturation (van Genuchten, 1980) and the Mualem model for unsaturated 

hydraulic conductivity as a function of saturation (Mualem, 1976) are commonly used in 

application of the TH models discussed here. Other relations can be readily substituted.  

3.3.2 Heat Conduction Models 

Models incorporating heat transfer only by conduction and radiation (T-models) do not 

include the effects of fluid flow on heat transport or the effects of thermal gradients on fluid 

flow and solute transport. Conduction-only models are far less computationally intensive 

than TH models and are used in the multi-scale model hierarchy developed for TSPA in 

conjunction with the viability assessment (TSPA-VA). These multi-scale calculations are 

described in the following sections. In the multi-scale analysis, there are three applications for 

conduction-only calculations:
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1. Smeared-heat-source, mountain-scale thermal-conduction (SMT) models, in 
which the repository is represented by a panel of coarse grid blocks in which heat 
is generated 

2. Smeared-heat-source, drift-scale thermal-conduction (SDT) models, in which WPs 
are represented by planar heat sources 

3. Discrete-heat-source, drift-scale thermal-conduction (DDT) models, in which the local 

thermal effects associated with emplacement schemes involving WPs of different 
types are examined 

Conduction-only models were also used for highly detailed calculations of temperature 
distributions for the Drift-Scale Test (DST; Buscheck et al., 1997d). With use of the 
Nonisothermal Unsaturated-Saturated Flow and Transport (NUFT) code discussed later, 
conduction-only models can be developed that represent the following .thermal effects: 

0 Thermal conduction in the bulk rock and in the EBS materials-Thermal conduction 
can occur in both the unsaturated-zone (UZ) and saturated-zone (SZ) parts of the 
model. The dependence of rock thermal conductivity Kbon liquid-phase saturation 
SI,, which is discussed subsequently, is approximated by correlating temperature in 
the T-model to S. in a corresponding TH model and developing a corresponding 
functional relationship between 4, and temperature in the T-model. This K•, versus T 
relationship in the T-model mimics the 4 versus S in the TH model.  

* Liquid-phase convection in the SZ that arises from regional flow- Flux of 
groundwater removes heat at the lower boundary of the UZ. This heat-flow 
mechanism has been examined in mountain-scale models and is calculated using a 
specified regional groundwater flux in the SZ (Buscheck et al., 1997a).  

0 Thermal radiation between all surfaces in the emplacement drift-The primary 
component of thermal radiation occurs between the WP and adjacent, exposed 
surfaces such as the drift wall, invert, and other WPs. Radiative coupling between all 
exposed surfaces in the drift environment tends to smooth out temperature variations 
in drifts that are not backfilled. Where backfill partially fills the drift, thermal 
radiation is important in the cavity between the surface of the backfill and the.drift 
crown. Thermal radiation is incorporated in models with discrete heat sources (e.g., 
the DDT model).  

0 Storage of thermal energy in the bulk rock and in the EBS materials such as the invert 
and backfill-In this approach, the heat capacity of each hydrostratigraphic unit is 
regarded as temperature-dependent to approximate, using a conduction-only model, 
the effects of water evaporation or condensation on the temperature field. The 
temperature dependence of the heat capacity for a given hydrostratigraphic unit is 
based on the initial bulk water content.  

3.3.3 Thermohydrologlc Models 

The TH model class represents both heat flow and the multiphase (gas- and aqueous
phase) flow and transport of chemical species, including air and water. This model class is 
used in all themodel-geometry/scale.types (see Section 3.7.1), including (1) line-averaged
heat-source, drift-scale, TH (LDTH) models, (2) discrete-heat-source, drift-scale TH (DDTH) 
models, and (3) smeared-heat-source, drift-scale TH (SDTH) models, as well as various 
models of the field-scale thermal tests. The following are the mechanisms of heat flow that 
can be represented: 
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* Thermal conduction in the bulk rock and in EBS materials can occur in both the UZ 

and SZ domains of the model. The dependence of rock thermal conductivity K,h on 

liquid-phase saturation S,,, is explicitly represented in the model. The large difference 

between wet and dry &, (K,4 decreases with S,,) plays an important role in the near

field and EBS temperature distributions, particularly in the lower lithophysal Tptpll 

unit (which is model unit tsw35). Rock dryout around the drift causes a large decrease 

in K4 that results in a further increase in the temperature buildup around the 

emplacement drift.  
"* Liquid-phase convection in the SZ, including that arising from regional groundwater 

flow and decay-heat-driven, buoyant, liquid-phase convection is only applicable to 

mountain-scale models.  
" Thermal radiation between all surfaces in the emplacement drift is represented in the 

TH models in the same fashion as in the T-models. Thermal radiation is represented 

in model-geometry/scale types, including the LDTH model and the DDTH model.  

"* Liquid-phase convection in the UZ arises from percolation flux and condensate 

drainage.  
" Gas-phase convection in the UZ includes that arising from barometric pumping, 

decay-heat-driven, buoyant, gas-phase convection, and decay-heat-driven boiling 

"* Liquid-phase species diffusion in the UZ and SZ is included in the mathematical 

and numerical models but is not considered significant.  

* Binary gas-phase diffusion of air and water vapor in the UZ includes the possibility 

of enhanced vapor diffusion. The most significant impact of this mechanism is its 

influence on the gas-phase air-mass fraction in the boiling zone and within the EBS.  

* Latent-heat effects that arise from the changes in thermal energy from the 

condensation of water vapor and the evaporation of liquid water contribute to the 

extremely high heat-transfer efficiency of heat pipes.  

* Storage of thermal energy in the bulk rock and in EBS materials is accounted for 

explicitly. The temperature-dependent, heat-capacity approach is not required in TH 

models because the influence of evaporation, latent-heat transport, and condensation 

are already accounted for.  
Three principal classes of the mathematical treatment of fracture-matrix interaction 

are used in the TH models. These include the ECM, the DKM, and discrete-fracture 

method (DFW ).  

3.3.3.1 Equivalent-Continuum Method 

The ECM assumes that the local matric potential (water potential plus osmotic potential) 

is equal in the fractures and the adjacent matrix. Local thermodynamic. equilibrium is 

assumed between the fractures and matrix. Composite functions are derived to describe the 

equivalent behavior of a single continuum and to define the relations between unsaturated 

hydraulic conductivity and liquid saturation and between matric potential and liquid 

saturation (Klavetter and Peters, 1986). The ECM does not treat fractures as discrete features; 

instead fracture-flow effects are averaged over the whole spatial domain. The ECM involves 

less computational effort than do other models described subsequently because it uses a 

single continuum to represent the fractures and matrix.  

The assumption of local equilibrium between fractures and matrix is appropriate if the 

liquid-phase flux in the fractures is sufficiently small (Buscheck et al., 1991; Nitao et al., 1993).  

Thus, the ECM is appropriate for modeling condensate drainage during periods of quasi

steady moisture movement in thermally driven models, but may be less well suited for 
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modeling the early stages of repository heating, when the rate of thermally driven moisture 

reflux will be near its peak. The ECM assumptions are poorly suited for modeling the effects 

of transient boundary conditions (e.g., episodic infiltration events).  

This ECM approach has been applied in the following studies with direct bearing on 

prediction of conditions in the near field and altered zone (NF/AZ): 
N Pre-test analysis of the DST (Buscheck et al, 1997d) 

a Pre- and post-test analyses of the SHT, described in Section 3.4 (Buscheck et al., 1997c; 

Lee, 1996) 
a Pre- and post-test analyses of the Large-Block Test (LBT), described in Section 3.4 

(Lee, 1995; Wildel et al., 1997) 

3.3.32 Dual-Permeability Method 

The DKM treats the matrix and the fractures as two distinct porous continua, with 

transfer terms to represent the mass and heat flux between them. Because the DKM does not 

assume capillary-pressure equilibrium between fracture and matrix continua, it can handle 

much larger liquid-phase fluxes than can the ECM without producing conditions near 100(0/ 

liquid saturation in the matrix. The DKM also allows thermodynamic disequilibrium between 

matrix blocks and the adjoining fractures because of its capability to represent heat flow 

between these two continua.  
Because the DKM allows for gas-phase pressure P,. disequilibrium between the matrix 

blocks and adjoining fractures, it can account for how P., buildup in matrix blocks throttles 

the rate of rock dryout. This throttling occurs early during the dryout period, where there is 

boiling in the rock matrix. It will persist if the matrix permeability k. is extremely small (e.g., 

k. less than approximately 10 microdarcy) and the matrix blocks are large (e.g., greater than 

3 m). Compared to the DFM described next, the DKM tends to overpredict the P1 , buildup 

during the early stage of dryout in the rock matrix and therefore overpredicts the throttling 

of dryout during this period. For large matrix blocks, the DKM continues to overpredict 

throttling after the early dryout period.  
The DKM is more computationally intensive than is the ECM, but less intensive than the 

DFM. Typical transfer terms for heat and mass transfer between the fracture and matrix 

continua do not represent the diffusive nature of matrix imbibition in the matrix block. In 

other words, the DKM does not treat fractures as spatially discrete features; rather, the effects 

of fracture flow are distributed throughout the spatial domain. Consequently, the DKM 

underpredicts the fracture-to-matrix liquid flux during the early stages of matrix imbibition 

and thus tends to overpredict the magnitude of condensate drainage ("shedding") aroUnd 

emplacement drifts.  
The DKM approach has been applied in drift-scale TH models supporting TSPA-VA, with 

direct bearing on prediction of conditions in the NF/AZ. The DKM is applied to all the LDTH 

model calculations used in the multi-scale TH modeling approach to predict NFE conditions 

for performance assessment. In this family of models, the fracture-to-matrix liquid flow is 

strongly influenced by the fracture-matrix interaction factor (FMX), which is specified for 

each hydrostratigraphic unit as a model input. This parameter varies between 0 and 1, and 

quantifies the fraction of the fracture surfaces that are wetted by the liquid phase. This 

fraction, together with a specified value for the fracture spacing, quantifies the interfacial 

flow area per unit volume of the rock matrix available for fracture-to-matrix liquid transfer.  

The FMX parameter for liquid-phase interaction accounts for channeling of flow as the 

liquid phase "fingers" through the fracture network. However, this factor probably 

underrepresents the wetted surface area of fractures that occurs during condensate drainage 

in TH models. Other approaches (Ho, 1997) attempt to account dynamically for changes in) 
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the influence of condensate drainage on the fracture-matrix interaction. In such approaches, 

K.'/ the parameter that is analogous to FMX increases with the magnitude of liquid flux in the 

fracture continuum. Because repository decay heat will generally produce greater liquid flux 

than that which occurs at ambient conditions, and because condensate flow may be more 

ubiquitous than ambient percolation in fractures, this dynamic approach results in a larger 

value of the interaction factor where there is development of condensate flow. As the 

repository heat output declines, thermally driven reflux decreases asymptotically toward the 

ambient percolation, and the interaction factor decreases to-its previous value. The drift-scale 

TH calculations supporting TSPA-VA assume a constant value for FMX rather than.the 

dynamic FMX approach.  

3.3.3.3 Discrete Fracture-matrix Method 

The .DFM spatially discretizes the space occupied by the fractures and the matrix blocks 

using finite-difference grid blocks (or elements). Because the location and morphology of 

individual fractures are not usually well known, their geometric characteristics are (1) 

interpolated from field data, (2) randomly generated, or (3) represented using an idealized 

geometry. The third approach is commonly used (Buscheck et al., 1991; Nitao and Buscheck, 

1995; Nitao et al., 1993). The DFM is, by far, the most computationally intensive of the three 

approaches described here. Moreover, available data on the fracture networks may not justify 

using the DFM. The DFM more accurately represents fracture-to-matrix liquid flow and 

matrix-to-fracture gas flow, particularly at early time when the DKM tends to underpredict 

mass transfer between the fractures and matrix. The DFM has been used in the following 

modeling studies: 
" Analysis of episodic nonequilibrium percolation events (Buscheck et al., 1991; 

- .' Nitao et al., 1993) 
"* Analysis of the G-Tunnel heater test (Nitao and Buscheck, 1995) 

The selection of an approach (ECM, DKM, or DFM) for representing fracture-matrix 

interaction must weigh the trade-off between computational complexity and physical 

accuracy. Relevant factors include the following: 
• Magnitude of liquid flux in fractures 
0 Size of the domain being modeled 
* Scale over which predicted results are desired 

The DFM is probably not practical for repository-scale and mountain-scale calculations, 

but it can be used to determine phenomenological parameters needed for the.DKM. The DFM 

can also be useful in interpreting the results of laboratory-scale'experiments. Complementary 

use of these three approaches is an effective way of incorporating some of the effects of 

nonequilibrium fracture-matrix behavior at any practical scale of analysis.  

3.3.4 Mathematical Model Description 

The behavior of TH processes is predicted with the use of mathematical models. These 

models consist of partial differential equations describing the balance of energy and the 

balance of mass of each important chemical species, with the primary species being air and 

water. A species such as water can occur in both a gas and a liquid (or aqueous) phase. The 

mathematical models of TH processes are defined at the macroscopic level-that is, they are 

derived from microscopic balance laws through volume-averaging (Bear and Bachmat, 1990) 

over a representative elementary volume (REV) of the porous medium. Predicted quantities 

(e.g., temperature or liquid-phase saturation) are therefore averaged over the REV, and any 

K> variations in these quantities are lost over distances less than the size of the REV.  
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3.3.4.1 Model for Nonisothermal TH Behavior of Interpenetrating Continua 

The following is the mathematical description of the balance equations solved by the 

USNT model in NUFT (Nitao, 1993, 1995). Some features available in NUFT (e.g., kinetic 

chemical reactions) are not described here because they are not used in TH modeling.  

The convention used in this section to describe variables and component species is as 

follows: Variable superscripts refer to the component species, and subscripts refer to the 

phase. In the following presentation of the mathematical modbl used for repository TH 

simulations,. two components are assumed: air and water, represented by superscripts a and

w, respectively. Two phases are assumed: gas and liquid, represented by subscripts gas and 

liq, respectively.  
The mass balance equations for the air and water components are given by 

-i PBK~jp~ (O~ a- glquidJ 

+ S YuV. +JY iY-a+q 
+ V-0paSn(O"Va hai~ aJ~Q ae (Eq. 3-1).  

a. gasiquid 

where Y= air, water, and where Fickian laws for dispersive and diffusive fluxes are given by 

JAa = -Da Va)' (Eq. 3-2) 

and 

JY - -D woy (Eq. 3-3) 

and Darcy's law gives 

Saova (S Vpa + Pagvz) (Eq. 34) 
Pa 

The retention pressure (capillary pressure) relations are given by 

Pa=Pgas-Pca(S6), aug (Eq. 3-5) 

The variables used in Eq. 3-1 through Eq. 3-6 are defined as follows: 

(0 = mass fraction of y component in phase a 

Sa - liquid saturation of a phase 
- porosity 

Pa - mass phase density 

(o0 ,- mass fraction 
Va - liquid phase velocity 

J7- hydrodynamic dispersive flux 

-J* -.mass diffusive flux 

Dha - dispersion tensor 
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" ka i permeability function 
Sa- liquid phase viscosity 

p,- phase pressure 

Pca - retention pressure function 

PB - bulk solid density 
K solid adsorption coefficient 

a - wetting phase 

QY- external source or sink of component y in phase a 

Eq, - local flux of y component in phase a, from fracture 

continuum to matrix continuum, computed using matrix 

properties (DKM problems) 

For nonisothermal problems, including all TH calculations, the following energy balance 

equation is solved in conjunction with the mass balance equations: 

"at gasliquid (Eq. 3-6) L(h~ gX4PEZL + + (V --tV 

- ~ ~~ [V-OI~nlaSet( h4 a + in~ JY' ]vt 
a,w a - gas, liquid 

where 
T - temperature 

Cp- specific heat of solid 

Ps - solid density 
ua- specific internal energy 

hyz - partial specific enthalpy 

KH - thermal conductivity 
For typical TH modeling applications, the diffusion coefficients (D1 "), the viscosity 

parameters (it), and the phase densities (p,,) vary with temperature, whereas the ritention 

pressure relations (pJ,), permeabilities (k.), dispersion tensors (D..), and bulk solid density 

(PB) are not coupled with temperature. For simulating the behavior of water, air, and water 

vapor in rock, the adsorption coefficients (K;) are set to zero.  

The balance equations Eq. 3-1 through Eq. 3-6 are discretized in space using the 

integrated finite-difference method and discretized in time using the fully implicit 

backward Euler method. All three partial, differential equations are fully coupled.  

The resulting nonlinear system of equations is solved at each time step using the 

Newton-Raphson method.  
The methods for solving the system of linear equations generally are (1) the direct

solution method using 1D4 ordering or (2) the preconditioned, conjugate gradient method 

with various preconditioning schemes, including incomplete ILU with D4 or natural 

ordering. The primary solution variables pre~icted by the model are fluid pressure, mass 

>fraction of water vapor-in the gas phase, liquid-phase saturation, and temperature.  

Near-Field/Alftered-Zone Models Report .3-15 

UCRL-ID-129179



.3. Thermohydrologic Models 

3.3.4.2 Extension to Alternative Conceptual Models 

The set of equations represented by Eq. 3-1 through Eq. 3-6 describes the behavior of 

water and air in nonisothermal porous media (with E = 0 to represent a single continuum).  

For isothermal models, Eq. 3-6 is not used, and the remaining parameters do not vary 
with temperature.  

For ECM problems, a single continuum is assumed (E = 0) with one set of equations, as 

represented by Eq. 3-1 through Eq. 3-5 for isothermal problems and including Eq. 3-6 for 

nonisothermal problems. The equivalent mediun properties are calculated from a weighted 

average (e.g., volume average) composite of the fracture and matrix properties at each point 

(i.e., grid block). Equivalent-continuum properties representing behavior of the fractures 

and matrix, assuming local thermodynamic equilibrium, were derived by Klavetter and 

Peters (1986).  
For DKM problems, the set of equations represented by Eq. 3-1 through Eq. 3-6 is 

repeated for each continuum, with simultaneous solution of the matrix and fracture sets. In 

Eq. 3-1, E =1 + for the matrix continuum, and E = -1 for the fracture continuum. The fracture
matrix interaction flux is giyen by 

(Eq. 3-7) 

+aC~6rtaD ((o a 

L a, fictr a,matrix) 

where 

FMX - fracture-matrix interaction K) 

a = surface area of fracture walls per unit bulk volume 

t = effective tortuosity factor 

L = average radius of matrix blocks 

The subscripts "fracture" and "matrix" are added to variables defined above to indicate the 
continuum to which they refer.  

The FMX factor controls fracture-to-matrix imbibition of liquid water, as described in the 

foregoing discussion of DKM models. In addition, for DKM models used in TSPA-VA, 

matrix-to-fracture transfer of liquid water is modeled using an expression exactly analogous 
to Eq. 3-7. A factor, MFX, is defined by writing Eq. 3-7 with MFX in place of FMX and 
interchanging subscripts for "fracture" and "matrix". The MFX interaction-factor parameter 

specifies the relative availability of the fracture surface for seepage flow from the matrix and 

has a value ranging from 0 to 1. For TSPA-VA calculations, the MFX parameter was assigned 
a value of unity.  

It is also mathematically possible to specify matrix-to-adjacent-matrix (MMX) interaction 

factors, which also have values between 0 and 1. The MMX parameter can be used to 

represent restriction of flow across the intervening fracture between adjacent matrix blocks, 
which could be associated with focusing of liquid flow or transfer as vapor. The MMX 
transfer fluxes occur entirely within the matrix and are therefore implemented through 
application of the MMX factor in the flux laws and mass balance equation (Eq. 3-1 through 
Eq. 3-5) for each matrix grid block.  
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For the TSPA-VA calculations described in this report, the MFX and MMX factors are 

assigned values of unity. Note that the MFX and MMX parameters are not coupled to the 

FMX parameter, although it is conceivable that the MMX parameter and the FMX parameter 

could both depend on fracture saturation.  
The FMX, MFX, and MMX parameters described previously only affect liquid-phase flow.  

For gas-phase flow, it is also possible to independently specify FMX, MFX, and MMX 

parameter values between 0 and 1. For the TSPA-VA TH calculations, these gas-phase 

parameters are all effectively equal to unity..  
The effective tortuosity factor is the product of a tortuosity multiplier and a factor 

representing enhanced diffusion of water-vapor transport in the gas phase. Note that Eq: 3-7 

incorporates an assumption of locally steady-state fracture-matrix interaction within the 

duration of a single simulation time step.  
The DFM approach uses the mathematical model for porous media (Eq. 3-1 through 

Eq. 3-5) to represent flow processes in the rock matrix and uses the same mathematical model 

with different medium properties to represent flow in a fracture (Buscheck et al., 1991; Nitao 

and Buscheck, 1995; Nitao et al., 1993). Grid blocks representing the fracture, with fracture 

properties, are embedded in a domain representing the matrix.  

3.3.5 NUFT Code 

The NUFr code is a unified suite of multiphase, multicomponent codes for the numerical 

simulation of nonisothermal flow and transport in fractured porous media with application 

to-geologic nuclear-waste storage and subsurface environmental contaminant-transport 

problems (Nitao, 1993, 1995). NUFT is an efficient and robust code that has been used to 

model a wide range of computationally demanding problems. NUFT contains the entire suite 

of alternative mathematical models described previously in a single source code instead of 

multiple source versions. As a result, NUFT is easily maintained. The model input format is 

user-friendly and flexible and is upwardly compatible (i.e., future versions of the code will 

accept earlier input files).  
All of the TH calculations used in estimating NFE conditions for TSPA-VA (Buscheck et 

al., 1997a; Dunlap et al., 1997; Francis et al., 1997; Nitao, 1997a, 1997b, 1997c) and all of the 

calculations in support of the field-scale thermal tests (after 1995) have used the NUFT code 

(Nitao, 1993, 1995).  
Many of the TH calculations conducted prior to 1995 were conducted with the VTOUGH 

code (Nitao, 1988b). UZ site-scale model simulations of the ambient hydrologic system at 

Yucca Mountain have been performed using the TOUGH2 code (Bodvarsson et al.; 1997). All 

of the these codes (NUFT, VTOUGI-L and TOUGH2) use the integrated finite-difference 

method and simulate the transport of air, water, and energy. They can compute the spatial 

and temporal distribution of temperature, gas pressure, liquid pressure, gas and liquid 

saturation, air mass fraction in gas and liquid phases, and water mass fraction in gas and 

liquid phases. NUFT also simulates the transport of any number of other components, as long 

as they behave independently and their retardation behavior can be described by linear 

sorption. NUF can treat the hydrodynamic dispersion of transported components and can 

handle additional fluid phases, such as a nonaqueous hydrocarbon phase.  

The VTOUGH code was qualified for quality-affecting work, according to the individual 

software plan for VTOUGH. The NUFT code has been successfully benchmarked against the 

VTOUGH code (which had already been qualified) and, as a result of that successful 

benchmarking, has also been qualified for quality-affecting work, according to the individual 

software plan for NUFT.  
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3.3.5.1 NUFT Features 

The following description pertains primarily to the USNT module of NUFT, which is 

used for solving the nonisothermal flow and transport equations of a multiphase system with 

multiple components. The NUFT code can solve 1-, 2-, and 3-D problems. The ECM and 

DKM options are used to represent fracture-matrix interaction. In general, any number of 

components and fluid phases is possible. For Yucca Mountain repository-related TH 

simulations, two components are generally assumed' air (a) and water (w); two phases are 

-also assumed: gas (gas) and liquid (liq).  
Vapor-pressure lowering is always applied for Yucca Mountain repository simulations.  

The solid phase is assumed to be nondeformable, although NUFr has the ability to handle 

isotropic solid compressibility in response to fluid pressure. Heat transfer by thermal 
radiation is also included in the code.  

The preprocessing code YMESH generates the grid input files for NUFT drift-scale, 

mountain-scale, and multi-scale models. YMESH utilizes user-specified criteria to vertically 

size the grid blocks for these models, in accordance with hydrostratigraphy information from 

the UZ site-scale model (Bodvarsson et al., 1997). The vertical extent of each 
hydrostratigraphic unit is honored, and the areal geometry of the UZ site-scale model is 

honored in 3-D models. The drift-scale models typically contain 80 or 81 grid blocks in the 

vertical direction. YMESH is one of a family of pre- and post-processors associated with 
NUFT. The pre-processor code RADPRO (radiation processor) is used to prepare the 

radiation connectivity information for NUFr models that simulate in-drift conditions.  
Where spatially heterogeneous TH properties are used, stochastic 3-D thermal property 

and hydrologic property fields are generated with spatial correlation from a specified 
autocorrelation function.  

For solute transport calculations, local thermodynamic equilibrium is assumed, and 
partition coefficients are used for calculating the transfer of species between fluid phases and 
between fluid and solid phases.  

The distinct models implemented by the NUFT code employ a common set of utility 
routines and a common input-file format. The various models (e.g., ECM, DKM) are 
essentially isolated from each other; additional models can be added without affecting 
existing ones, which facilitates code maintenance and revision. Global variables are virtually 
nonexistent An embedded LISP language interpreter for the SCHEME dialect reads the input 
file, which is in LISP syntax, and performs data-checking. The NUFr code is written in the C 
language and runs under the UNIX MS-DOS operating systems.  

3.3.6 Model Limitations: Scale and Dimensionality 

NUFT and the other simulators mentioned previously can readily solve virtually any 1-D 
problem (subject to the limitations of the conceptual model), including transient, 
nonisothermal, DKM simulations with spatially varying medium properties, and layer 
interfaces. An important application of 1-D models was the UZ hydrostratigraphic parameter 
estimation approach of Bodvarsson et al. (1997).  

For 2-D problems, significantly more computationtal effort is required. Several thousand 
2-D, transient, nonisothermal, DKM simulations with homogeneous hydrologic properties 
were run on professional workstations. These models contained approximately 2000 grid 
blocks, and a single run requires up to an hour execution time. Run time in such models is 
determined by the time-step sizes, which are dynamically selected by NUFT to ensure 
numerical convergence. Accordingly, execution time is directly related to the heterogeneity of 
medium properties and initial conditions and also to the transient nature of boundary 
conditions imposed on the model.  
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For drift-seepage problems, considerably greater computational effort was required for 

2-D models because a much finer model grid was used, and thermal-radiation calculations 

were added at each time step. The ECM model was used in lieu of DKM calculations for 

nonisothermal problems, where appropriate, to reduce execution time.  
. Three-dimensional TH problems are run to investigate the effects of detailed geometry of 

heat sources and to realistically incorporate TH processes, such as thermally driven gas

phase convection. Many tens of thousands of grid blocks can be required for 3-D simulations.  

When combined with spatial or temporal heterogeneity of medium properties and boundary 

conditions, the requqired computational effort can be prohibitive, with run times on the order 

of days or weeks using professional workstations.  
For some problems, the phenomena of interest (e.g., gas-phase convection) can be 

modeled using simplified heat-source geometry, as was done for the smeared-heat-source 

models used with the multi-scale approach for TSPA-VA. For other problems, ECM has been 

used in lieu of DKM to reduce run time (e.g., for the 3-D drift-scale seepage calculations with 

spatially variable properties).  

3A Modeling Field Experiments 

Field experiments are essential steps in the development and testing of TH models. The 

earliest tests of interest to the Yucca Mountain Project were conducted in the Climax 

experiment, in which both electric heaters and actual heat-producing radioactive waste were 

placed in crystalline host rock below the water table. The selection of the UZ in the volcanic 

tuffs as the location of a potential repository at Yucca Mountain introduced more complex 

TH processes because the water content of the rock is higher than that of granite, and the 

unsaturated system already contains both liquid and vapor phases. Later experiments were 

conducted in G-Tunnel at Rainier Mesa, which is underlain by a sequence of welded and 

nonwelded tuffs similar to those at Yucca Mountain. These experiments provided the first 

field data showing that a dryout zone could be developed around a heat source in 

unsaturated, fractured porous rock and that condensate could drain through fractures.  

TH modeling was used to help design the LBT at Fran Ridge in an outcrop of the Yucca 

Mountain repository host rock (Lin et al., 1998; Wilder et al., 1997). A major objective of this 

test was to determine how a condensate bank would actually develop above a planar heat 

source-a configuration intended to minimize the possibility of condensate drainage. The 

LBT is currently underway. Remaining work includes completing the ramp-down of heater 

power, post-test characterization, disassembly, and geochemical analysis to determine 
whether rock alteration has occurred.  

The SHT, now in its cool-down phase, was the first thermal test in the ESF and is located 

in the actual host rock (the Tptpll hydrostratigraphic unit). Modeling was also a key part 

of designing this experiment as it was with the DST (Buscheck et al., 1997d). The DST is also 

in the repository host rock and is the first test to be conducted at a scale similar to an actual 

emplacement drift. The heating phase started in December 1997; therefore, the thermal 

response has just started. A second SHT is being considered in the E-W drift currently 
under construction.  

3.4.1 Purpose of Thermal Tests 

Historically, the primary role of field-scale thermal tests is to provide data for the effects 

of coupled thermal-hydrologic-chemical-mechanical (THCM) processes on the NF/AZ.  

Because these processes involve the interaction of a relatively impermeable, but porous, rock 

matrix with a relatively low-porosity, but highly permeable, network of connected fractures, 

they cannot be studied adequately on a laboratory scale.  
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To determine W1 lifetime and the ultimate mobilization of waste in aqueous solution or 

suspension, thermal testing is needed to understand and model how water contacts WPs, 

including the following mechanisms: 
* Liquid-phase seepage into drifts 
0 Condensation of water vapor on the WP surface 
a The temperature and chemistry of the water contacting WPs 

Thermal tests are also required for understanding how coupled processes influence 

radionuclide mobilization from the waste form, release from the WP, transport in the EBS 

and near field, and transport through the AZ. Numerous studies (e.g., Buscheck and Nitao, 

1993) have shown that significant temperature, saturation, and flux changes extend upward 

all the way to the ground surface and downward to deep within the SZ below the water 

table. Although currently there are no fully coupled models, laboratory experiments and 

reactive-flow models suggest that thermohydrochemical (THC) coupled effects may produce 

significant changes in flow pathways and adsorption capacity within the thermally disturbed 

region. These could permanently alter the flow and transport behavior of the mountain, even 

after decay of the thermal pulse.  
Thermal testing is also required to address important hypotheses and issues about TH 

behavior, including the following: 
* The dominant mode(s) of heat flow (conduction or convection) 
* The major TH regime(s) that influence the magnitude and direction of vapor and 

condensate flow 
0 The key coupled THCM processes and site conditions that influence rock dryout and 

rewetting 
a The influence of heterogeneity on the flow of heat, vapor, and condensate, with 

particular emphasis on rock dryout and rewetting 
The DST (Buscheck and Nitao, 1995; Buscheck et aL, 1997d) has been designed to be of 

sufficient size and duration to adequately address these TH hypotheses and THCM issues.  

However, results will not be available, particularly on THC coupling, for some time.  

Field-scale thermal tests, particularly the SHT and LBT, are also needed to calibrate 

hydrologic properties for input to mountain-scale and drift-scale TH models supporting the 

TSPA-VA. Hydrologic parameter sets used for TH modeling were initially derived by inverse 

modeling of ambient hydrologic measurements. These inversions are subject to significant 

uncertainty with respect to the percolation flux qP. The magnitude of qp,, (e.g., 10 mm/yr) is 

smaller than the heat-pipe liquid-phase flux qu generated by thermal processes above the 

repository horizon during the first 1000 yr. For the reference repository design, the maximum 

calculated liquid flux above the repository is about 300 mun/yr immediately after 

emplacement. It declines to approximately 100 mm/yr at 100 yr and to 30 mm/yr at 1000 yr.  

Hydrologic-parameter sets calibrated to particular values of infiltration flux (e.g., 10-mm/yr) 

do not necessarily represent TH behavior when heat-driven liquid-phase fluxes are on the 

order of 30-300mm/yr.  
These tests are useful tools for calibration for several reasons: 

They generate a magnitude of liquid-phase flux q,• that can be much more accurately 

determined, using a heat-balance analysis, than can ambient percolation flux. Fluxes 

in thermal tests can be much more readily detected and quantified by direct physical 

means rather than inferred by the indirect means required under ambient conditions.  
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* In fractured rock, it is not clear how much deep percolation occurs as steady flow and 

how much by episodic flow. In thermal tests, heat-driven condensate fluxes develop 

in a progressive, steady fashion. Thermal tests can be designed so that the fluxes are 

equal to or greater than those expected in the actual repository after waste 

emplacement. This removes the need for extrapolation between calibration flux 

conditions and long-term repository conditions.  

* Finally, field-scale thermal tests are transient tests that include a "buildup" phase 

(during heat-up) and an "equilibration" phase (during cool-down) for testing 

alternative hydrologic inversion sets.  

Field-scale thermal tests activate processes, such as capillary-driven liquid-phase flow, 

that are not observable under ambient conditions; these processes include matrix imbibition 

and capillary wicking in fractures. Models of ambient site conditions generally use 

information about capillary pressure vs. liquid-phase saturation under drainage conditions.  

However, the processes of vaporization, vapor flow, and rewetting depend stiongly on the 

relations, for imbzibition conditions, between capillary pressure and liquid-phase saturation.  

Therefore, it is crucial to use laboratory-scale imbibition tests and field-scale thermal tests to 

calibrate the property values that govern capillary-driven rewetting behavior under thermal 

gradients that are relevant to repository conditions.  

As represented in the site-scale UZ flow model (Bodvarsson and Bandurraga, 1996), the 

repository host rock comprises three hydrologic model units: tsw34 tsw35, and tsw36 (Table 

3-1). It is possible that further site investigation will reveal that the repository host rock 

should be divided into additional hydrologic subunits. It will then be important to calibrate 

hydrologic-parameter sets for each distinct subunit by conducting field-scale thermal tests for 

each of them. Ideally, to resolve key TH uncertainties and to observe and quantify the 

influence of coupled THCM processes under conditions relevant to WP emplacement, each 

test would be similar to the DST in size and duration. However, conducting multiple, large

scale thermal tests is not feasible. Small-scale, short-duration tests such as the SHT are a 

valuable means of extending the knowledge of coupled THCM processes and calibration 

experience gained in the DST to other regions of the repository host rock that have 

hydrologic properties differing from those of the DST area. Modeling will be an important 

component for interpreting the DST and for designing and interpreting smaller-scale tests.  

3.4.2 Simulation of the Single-Heater Test 

This subsection describes the post-test modeling of the heating and cooling phases of the 

SHT in the ESF (Buscheck et al., 1997c). The model calculations were condiucted with the 

NUFT code (Nitao, 1993,1995). All of the calculations are 3-D and account for the geometric 

details of the heater borehole and the drifts in the SHT area. The heating phase of the SHT 

lasted nine months (between August 26,1996, and May 28,1997). The SHT model 

incorporates the temporal details, including the influence of power fluctuations and outages, 

of the heating history during the nine months of heating.  

The primary purpose of the SHT model calculations is to test the adequacy of some of the 

hydrologic-parameter sets that have been used in TH model calculations supporting various 

Yucca Mountain Site Characterization Project (YMSCP) studies, including the waste isolation 

study (CRWMS M&O, 1997) and TSPA-VA. This is accomplished by comparing the 

numerically predicted temporal and spatial temperature distribution with temperatures 

measured during the heating and cooling phases of the SHT.  
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3.4.2.1 Numerical Model and Assumptions 

A conceptual plan and overview of the SHT is described by Wagner (CRWMS M&O, 
1996a, 1996b). The test layout is shown in Figure 3-4. A small-diameter heater placed in a 
horizontal borehole was used to heat the rock. The THCM response of the rock was 
monitored by instrumentation placed in boreholes at various locations within the rock. The 
heated block is 12.86 m wide, bounded to the north by the access/observation drift, to the 
south by the TM alcove extension, and to the west by the TM alcove. The horizontal heater 
borehole is 9.6 cm in diameter, collared 6.59 m from the access/observation drift and 1.52 m 
above the floor of the TM alcove, and drilled parallel to the access/observation drift.The 
heater is 5.0 m long, installed with its front (i.e., closest) end at a distance of 1.99 m from the 
borehole collar. The walls of the access/observation drift and alcoves that face the block are 
covered by a 15-cm-thick layer of fiberglass insulation with a thermal conductivity of 0.044 
W1 mK°.The nominal electrical power supplied to the heater was 3.86 kW. The actual 
deviations of power from 3.86 kW, because of fluctuations and outages, is accounted for in all 
the model calculations.  

Figure 3-4 SHT layout, including dimensions and SHT-model coordinate system, in 

plan view and vertical Section A-A' 

The 3-D SHT model takes into account the geometric details of the SHT area, including 
the heater hole, the access/ observational drift, the TM alcove, and the TM alcove extension 
(Figure 3-4). The model uses a Cartesian (x, y, z or i, j, k) coordinate system. The x direction is 
transverse to the heater borehole, with x or i increasing to the right (i.e., south). The y 
direction is parallel to the heater borehole, with y or j increasing with distance from the 
borehole collar. The z direction is vertical, with z or k increasing with distance below the 
ground surface. The overall grid-block dimensions of the model are i = 54, j = 27, and k = 44.  
There are 2106 null blocks in the model, which results in a total of 62,046 active grid blocks.  

The lateral model boundaries are adiabatic/no-mass flow boundaries. The northern and 
southern boundaries are 52.5 m from the heater axis, while the eastern boundary is 62.7 m 
from the eastern end of the heater (Figure 3-4). The distance to the ground surface is large 
enough (250 m) that it is accurately represented as a constant-temperature, constant-pressure, 
and constant-relative-humidity boundary. The water table, which is 572.3 m below the 
ground surface, is a constant-temperature, constant-pressure, and constant-liquid-saturation 
boundary. The models are initialized to account for the geothermal temperature gradient 
and static air-pressure gradient in the SHIT area. The initial temperature at the heater; horizon 
is 24.4°C.  

The western boundary is the insid e surface of the insulation on the TM alcove wall.  
This boundary, along with the access/observation drift and the TM alcove extension, is 
maintained at a constant temperature (24.4°C), RH (82.5%), and gas-phase pressure 
(8.91 x 1WO Pa). These values were chosen to account approximately for the influence of 
ventilation in the SHT area.  

Table 3-2 describes the thermal and hydrologic property sets that were used to model the 
SHT and the LBT. Five of these property sets were used by Buscheck et aL (1997c). The TH 
model calculations were conducted for six different hydrologic-parameter sets for the host 
rock in the SET area. The parameter sets give hydrologic properties for the fracture and 
matrix continua in the ECM.. All six property sets were initialized with a value of ambient 
percolation flux q. that results in a liquid-phase saturation Shq = 0.92 in the host rock, in 
agreement with experimental measurements. Property Sets 1 and 2 use qp •- 0.21 mm/yr, 
whereas Property Sets 3-6 have q, = 0.36,3.6,6.2, and 5.8 mm/yr, respectively. The host 
rock in the SHT (and DST) area is the tsw34 (Tptpmn) modelunit of the UZ site-scale flow 
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model. Because the TH perturbations from the SHT do not extend to the contacts of the 

overlying tsw33 (Tptpul) model unit and underlying tsw35 (Tptpll) model unit, it was not 

necessary to explicitly represent these contacts in the six property sets. Instead, the model 

represents a simplified UZ column consisting of the following units in the site-scale UZ site

scale model: ptn2l, tsw34, and chlvc. For all six property sets, the TH model is initialized for 

the assumed q, and hydrologic-parameter set, and the distribution of thermal and 

hydrologic properties is assumed to be homogeneous.  

Table 3-2 Summary of thermal and hydrologic properties of host rock for the SHT 

area (tsw34 unit) 

THPrpetySe ISe 2Set 3 [ Set 4 set5 j Set 6 

Percolation flux q,• 0.21 0.21 0.36 3.60 6.20 5.80 

(n•,T.yr) 

Bulk permeability k 31200 (miUlidarcy) 33122 100 100 4000 10 

Matrix penreability (mr) 4.0 x 10" 4.0 x 10 -1a 1.24 x 10-17 9.14 x 1 0 -S 2.44 x 10"16 8.91 x 10"

Fracture permeability 8.33 x 10' 8.33 x 10'.° 4.12 x 10-0 4.12 x 10"10 1.65 x 10' 9.09 x 10

(m') 
Matrix por-sity 0.11 0.11 0.11 0.11 0.13 0.092 

Fracture porosity 3.96 x 10-4  1.46 x 10' 2.43 x 10' 2.43 x 10' 2.43 x 10' 1.32 x 10' 

Matrix van Genuchten 

C., (1/Pa) 6.40 x 10'; 6.40 x 10-" 2.25 x 10-= 1.71 x 10e 2.44 x 10-4 7.41 x 10-' 

Matrix van Genuchten 1.47 1.47 1.328 1.471 1.3337 1.7065 

Fracture van 

Genuchten a, (1/PS) 1.34 x 10-4 1.34 x 10-3 9.73 x 10- 2.17 x 10-= 1.22 x 10-3 1.32 x 10' 

Fracture van 1.9685 1.9685 1.9685 1.9685 1.2937 1.9685 

Genuchten PJ 

Fracture residual 3.00 x 10' 3.00 x 10- 1 1.00X10' 1.00 X 10- 1.00 x 10-2 1.00 x 10

Initial liquid saturation 92% 92% 920/% 92% 92% 92% 

Dry thermal conductivity 
(W/moC) 1.67 1.67 1.67 1.67 .1.67 1.67 

Wet thermal 
conductivity (W/mkC) 2.00 2.00 2.00 2.00 2.00 2.00 

Specific beat (J/kgoC) 928 928 953 953 953 8s5 

Grain density (kglrn-) 2526 -2526 2480 2480 2480 2560 

2k4(u,)'-c', where o= 
surface tension of water 3.79 x 10"3 3.79 x 10-3 9.53 x 10" 1.21 x 10-3 1.59 x 10-i 6.29 x 10-9 

Notes (ECM, unless Pretest Pretest Pretest Pretest WIS TSPA-VA 

specified) analysis of analysis of analysis of analysis of parameter parameter 

SHT 12J96 SHT 12/96 DST 6/97 DST 6/97 set 1/97 set 7/97 
(DKM) 

- -C
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Property Sets I and 2 utilize the same properties that were used to conduct the pretest TH 

calculations of the SHT (Lee, 1996). Both sets require q,.• = 0.21 mm/yr to yield a liquid

phase saturation S11 = 0.92 in model layer tsw34. These sets correspond, respectively, to the 

low bulk-permeability (ku = 3.3 millidarcy) set and medium-kb (122 millidarcy) set considered 

by Lee (1996).  
Property Sets 3 and 4 utilize hydrologic property sets that were used to conduct the 

pretest calculations of the DST (e.g., Buscheck et al., 1997d). Property Sets 3 and 4 incorporate 

q.,,= 0.36 mm/yr and 3.6 mm/yr and were based on a refined 1-D column-model ITOUGH 

inversion for borehole SEI-9 (LBNL correspondence, M. Bandurraga to T.A. Buscheck, May 

20, 1997). The inversion was based on obtaining a liquid-phase saturation S1,q = 0.92 in model 

layer tsw34.  
Property Set 5 is based on an ITOUGH hydrologic-properties inversion that was released 

by Lawrence Berkeley National Laboratory (LBNL) on January 28,1997 (LBNL 
memorandum, Y.S. Wu to Bryan Dunlap, January 28,1997). This inversion set is a 

modification of parameter set #4 (Table 8.5.4 of Bodvarsson and Bandurraga (1996). The host

rock properties for the SHT area are the same as the repository host-rock properties assumed 

for the drift-scale TH model calculations used in the FY97 Waste Isolation Strategy (WIS) 

study (CRWMS M&O, 1997) and in the Waste Package Size (WPS) study (TRW, 1997). This 

case was modeled in the pretest analysis of the DST (Buscheck et al., 1997d) and in the post
test TH-model calculations of the SHT (Buscheck et aL, 1997c). The TH models for the SHT, 
DST, WIS, and WPS studies all assumed the same qp,, (6.2 mm/yr) and the same value of 
initial liquid-phase saturation (S• = 0.92).  

Property Set 6 is a test that pertains directly to the July 1997 TSPA-VA base-case 
hydrologic-parameter set. The lowermost repository host-rock unit is the tsw36 (Tptpln) 
model unit, which has matrix hydrologic properties that result in much stronger matrix

imbibition flux than do the other two repository host-rock units (tsw34 and tsw35). Because 
the tsw36 unit is hydrogeologically similar to the tsw34, it is useful to examine the sensitivity 
of TH behavior around the SIIT to the tsw36 properties in the TSPA-VA base-case 
assumptions. To obtain a liquid-phase saturation (S,, = 0.92) requires qp., = 5.8 mrm/yr for 
Case 6.  

3.4.2.2 Model Results and Analysis 

The temperature and liquid-phase saturation distributions at the end of the heating phase 

(275 days) of the SHT are given in Figure 3-5 and Figure 3-6 for Property Set 2 (Table 3-2), 

which is the medium bulk-permeability (k. = 122 millidarcy) set considered in the pretest SHT 

predictions (Lee, 1996). Air-injection measurements in the rock resulted in a kb range of 3.3 
millidarcy to 4.5 darcy for the SHT area (CRWMS M&O, 1996a; 1996b). The log center of the 

extreme values is 122 millidarcy; therefore, kb =122 millidarcy is considered a representative 
value for TH models that assume a homogeneous kb distribution.  

Figure 3-5 Temperature and liquid-phase saturation distributions in a vertical (x-z) 
plane transverse to the midpoint of the heater for Case 2 

Figure 3-6 Temperature and liquid-phase saturation distributions in a vertical (y-z) 
plane along the axis of the heater for Case 2 

Because the 5-m-long heater effectively functions as a point heat source, the temperature 
and liquid-phase saturation distributions attain nearly steady-state profiles within nine 
months. Because of the relatively short distance between the heater and the TM alcove 
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(1.99 in), the temperature field is influenced by heat loss to the TM alcove, which is clearly 

indicated by the flattening of the 400C contour (Figure 3-6a). The model assumes-the drifts 

and alcoves bounding three sides of the SHT area are maintained at a constant temperature 

(24.4°C) to represent the influence of ventilation. Because the heater is 6.59 m from the 

access/ observation drift and 6.26 m from the TM alcove, these rooms have a negligible 

influence on the temperature distribution around the heater, including the boiling and 

superheated zones. Figure 3-6a shows that there isno flattening of the 40°C contour in the 

vicinity of the drifts bounding the sides of the SHT area.  
The liquid-phase saturation Sq distribution (Figure 3-5b and Figure 3-6b) has the same 

overall shape as does the temperature distribution; both distributions are essentially 

symmetric with respect to the heater axis. Dryout is seen to occur for temperatures in excess 

of 96°C. The 96°C contour almost exactly coincides with the Sbq = 0.9 contour, which is close 

to the initial (ambient) value SI,, = 0.92 in the SHT area. Notice that the 150°C isotherm 

approximately coincides with the S,q = 0.2 contour; therefore, it is necessary to drive 

temperatures well above the nominal boiling point to significantly dry out the rock.  

Figure 3-5b and Figure 3-6b indicate that the condensation zone, which is the area where 

A >0.92, is symmetric about the heater axis. The calculations imply that the effects of 

gravity-driven condensate drainage are negligible for the SHT. However, this conclusion 

would be different if a model were used that repiesents fracture-matrix disequilibrium (e.g., 

the DKM model or the DFM model) and if the hydrologic properties of the host rock did not 

result in such strongly capillary-driven liquid-phase flow in the matrix and fractures.  

Calculations conducted for a SHT at G-Tunnel (Nitao and Buscheck, 1995)-which used the 

DFM model and hydrologic properties that did not result in strongly capillary-driven liquid

phase flow-predicted significant gravity-driven drainage around the dryout zone.  

3.4.2.3 Comparison of Predicted and Measured Temperature Distributions 

The temporal and spatial evolution of temperatures in the SHT area is a useful indicator 

of TH behavior during the test. Of particular importance is the ability to use the temperature 

distribution as an indicator of the extent of rock dryout. The temperature distributions of 

Property Sets 1-6 are extremely indicative of the extent of rock dryout and the magnitude of 

rewetting (Figure 3-7). Rock dryout is the result of the balance between (a) the rate of 

vaporization and vapor transport away from the heat source and (b) the rate of return liquid

phase flow to the dryout zoine. Two mechanisms influence the rate of rewetting: 

* Gravity-driven percolation and condensate flux in fractures 
Capillary-driven 

- matrix imbibition, as quantified by the matrix wetting diffusivity Dmb (Buscheck et 

al., 1997a, 1997c) 
- wicking in fractures, as quantified by 1 / a,, where cx, is the van Genuchten alpha 

parameter for fractures, which is equivalent to the air-entry (or bubble-point) 
pressure 

Figure 3-7 Calculated and measured temperature histories for selected thermocouples 
and boreholes in the SHT 
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Table 3-3 summarizes the capillary imbibition properties of the fracture and matrix 

continua for Property Sets 1-6, represented by the matrix wetting diffusivity ",~ and- the 

fracture van Genuchten ax parameter cG. The matrix wetting diffusivity D .. is a measure of 

the magnitude o 'f matrix imbibition that contributes to rewetting the dryout zone back to 

ambient liquid-phase saturation conditions. The volumetric flux q.* into a 1-1) imbibition 
experiment is kniown to have the, form 

qimb - O(S - Si)45;lDJr/t (Eq. 3-8) 

where ý is porosity, S. is satiated liquid-phase saturation, S, is initial liquid-pha'se saturation, t.  

* is time, and D1.b is effective matrix imbibition diffusivity defined by Nitao, (1991). Nitao used* 
the results of Zimmerman and Bodvarsson (1989) to write the following. approximate 
expression for the matrix diffusivity.  

Di* -r~ t11 Y f 1/t  (Eq. 3-9) 
20a(2 -mXS, -Si)k (1 

where ký is saturated matrix hydraulic conductivity, ai and m are the matrix van Cenuchten 

parameters, it = 1I/(m + 1), and y is the normalized initial saturation defined by 

Y i(Si )/SOAs -SO (Eq. 3-10) 

Table 3-3 Matrix and fracture capillary properties: comparison among property sets 

and field-test simulations 

Hydrologic Property Set Matrix Imbibitioni Diffusivity DAW(llaj)(Pa) K.  

0-tunnel tuff imbibition test! 3.44 x I0 Cr NA 

Property Set1: SHT pro-testl12196 2.75 x le 80 750 

Property Set 2: SHT pmo-test 12105 2.76 x 107' 80 750 

Property Set 3,.DST pro-test6/97 2.65 x1IV 77 1.0x ice 

Property Set 4: DST pro-test 8/97 2.36 x 1V 69 4.6 x 1W 

Property Set 5: WIS 1/97 3.70 x10" 1087 520 

Property Set 8: TSPA-VA base- 2.17 x. 10.4 63 1.041 10'( 

case lxi 7/97 _______ _ ______ 

Buscheck and Nitao, 1988 

Table 3-3 also gives the value for D., for an imbibition experiment on densely welded 

Grouse Canyon tuff taken from C-Tunnel (Buscheck and Nitao, 1988). For comparison, the 

D.. values for the six hydrologic-roperty sets are normalized by the experimentally 
determined value of D .. Notice that all values of Di, are larger than the measured value.  
With the exception of Cases 5 and 6, All of the values for D.. fall within a narrow range. The 

value of D~ in Case 5 is significant because it applies to the major hydrologic host-rock unit 

(model unit tsw35, which corresponds to hydrostratigraphic unit Tptpll) in the WIS and WPS 

studies (CRWMIS M&O, 1997; TRW, 1997). Case 6 is significant because it corresponds to the 

hydrologic properties of the tsw36 (Tptpll)-which is lowermost repository host-rock unit

used in the July 1997 TSPA-VA base-case hydrologic-parameter set- The much wetter~and 
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cooler conditions predicted for Cases 5 and 6 are entirely the result of its very large value of 

D,•; the magnitude of ambient percolation flux did not contribute to the wetter and cooler 

TH behavior for Cases 5 and 6.  

The parameter group - helps determine, whether the hydrologic properties that 

am(y 

determine D.mb are internally consistent (Table 3-2). Assuming the classical Poisseuille 

equation .for a single circular capillary tube, this parameter group can be expressed. as 

k.&,rj.,Y /8, where rT., is the effective capillary radius applicable to air-entry value or bubbling 

pressure head. The capillary radius r,., which is proportional to am, represents the pore 

radius in the matrix that is most easily drained during desaturation. Among various soil and 

rock media, the mean value of saturated permeability k is approximately proportional to the 

square of the mean value of the capillary radius rc.,. Therefore, k, should be approximately 

proportional to (ac)j . Whereas k m can span several orders of magnitude, 2/ (a.,c,,) 2'o: 

kJ(r,..) /8 is generally much less variable (Wang, 1992). Note that it was decided not to 

compare 2k./(a,)"o for the G-Tunnel tuff imbibition experiment with Cases 1-6 because the 

capillary properties for the imbibition experiment are applicable to imbibition, whereas the 

values of 2kmI(am)2o for the Cases 1-6 are applicable to drainage conditions.  

For Property Sets 1-4, 2k/(ct,):'0 spans a factor of 4, while Property Sets 5 and 6 have 

values of 2k/(cQ)A'o that are 4 to 67 times greater than that of the other sets. This indicates 

that the values of k• and a, for Property Sets 5 and 6 may be internally inconsistent, which 

may explain the anomalously large magnitude of matrix imbibition as compared with the 

other sets. As shown in Figure 3-7, Property Sets 5 and 6 yield, by far, the worst agreement 

with temperatures measured in the superheated zone of the SHT.  

The second measure of capillary-driven, liquid-phase rewetting in Table 3-3 is associated 

with the fractures. The reciprocal van Genuchten alpha parameter for the fractures 1 / af is 

approximately equivalent to the height of capillary rise that is predicted to occur in fractures.  

A small value of a4 is equivalent to having a very small capillary diameter, which results in a 

large capillary rise. The magnitude of capillary-driven flow in the fractures is proportional to 

k,/a1. Because net dryout decreases with the magnitude of capillary-driven wicking in the 

fractures, predicted temperatures decrease with increasing kbfaf. Note that Property Sets 2-4 

share nearly the same value of kb (Table 3-2); therefore, the primary factor determining the 

magnitude of capillary-driven wicking in the fractures is 1/ca4.  

Predicted temperatures for Property Sets 1-6 are compared with measured temperatures 

in Figure 3-7. Additional temperature comparisons are found in Buscheck et al (1997c). From 

these comparisons the following observations can be made: 

* Predicted temperature rise in the superheated zone decreases with increasing D,,.  

Stronger matrix imbibition (associated with larger D,.,) results in a larger rewetting 

flux back to the dryout zone, which suppresses the spatial extent of dryout and thus 

limits temperature rise near the heater. For Property Sets 5 and 6, matrix imbibition is 

so strong that it completely thwarts rock dryout and prevents temperature from rising 

above the nominal boiling point (967C). Notice the distinct "plateau" at 96*C for 

Property Sets 5 and 6 (Figure 3-7b).  
* Measured temperatures are not longitudinally symmetric about the heated interval 

(Figure 3-7b), with temperatures on the TM alcove side (i.e., y <2 m) of the heated 

interval being higher than those on the opposite side (y >7 m). This asymmetry 

probably resulted from inadequate sealing in the thermocouple boreholes, which 

allowed water vapor (and latent heat) to migrate back toward the TM alcove.  
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"* Measured temperatures are not vertically symmetric about the heater axis: 

temperatures above the heater are significantly greater than temperatures below the 

heater. The possible causes of this asymmetry include (1) buoyant gas-phase 

convection, (2) spatial variations in k1, (3) spatial variations in thermal conductivity; 

and (4) the larger number of (partially sealed) boreholes above (compared to below) 

the heater, which may increase the extent of dryout and temperature buildup above 

the heater.  
"* Property Set 1 gives the best apparent agreement between measured and predicted 

temperatures. However, even for Case 1, the predicted temperatures are lower than 

the measured temperatures in the superheated zone. Property Sets 5 and 6 give, by 

far, the worst agreement between measured and predicted temperatures in the 
superheated zone. Property Set 4 also predicts temperatures that are much less than 

the measured temperatures in the superheated zone.  
Although Property Set 1 gives the best agreement with measured temperatures, it is 

difficult to conclude that Property Set I is the most representative of TH behavior in the SHT.  

Its assumed value of bulk permeability (kb = 3.3 millidarcy) is much lower than the mean of 

the measured values (kb = 122 millidarcy).  
During the cool-down period, predicted temperatures are higher than measured 

temperatures (Figure 3-7a and Figure 3-7c). The three rooms surrounding the SHT area are 
ventilated, causing them to function as heat sinks. Because it is closest to the heated interval 

of the heater, the TM alcove is the most significant of these three heat sinks. During the heat

up period, the heat-sink effect at the TM alcove does not influence the axial temperature 
distribution around the heater (Figure 3-7b), as indicated by the axial symmetry about the 

heated interval. However, during the cool-down period, the axial temperature distribution is 

asymmetric, with cooler temperatures on the side closest to the TM alcove. Notice that the 

calculated axial temperature distribution is biased in'the opposite direction, with higher 
temperatures on the side closest to the TM alcove; the calculated temperatures are also much 

higher than measured. This biasing of temperatures toward values that are too high is caused.  
by the manner in which heat flow is treated at the western boundary of the model 
(Figure 3-6). There are two effects that are not accurately represented by the western 
boundary condition in the model and that cause predicted temperatures close to the TM 
alcove to be higher than measured values during the cool-down period: 

* The treatment of the fiberglass insulation on the TM alcove wall (Figure 3-6), which is 
only 2 m from the heater, eventually influences heat flow in the SHT area during the 
cool-down period. In the model, the fiberglass insulation is assumed to (1) be in tight 
contact with the rock surface, effectively sealing the rock from the alcove, and 

* (2) maintain its rated insulative (or R) value. Both assumptions are probably invalid. If 
the insulation did not lay tightly against the alcove wall, and the ventilated air were 
able to get between it and the rock face, this would reduce the effectiveness of the 
insulation. Furthermore, water vapor that is driven into the alcove by the heater will 
condense on the cooler insulation. Fiberglass insulation that becomes wet from 
condensate will lose much of its insulative value. (Incidentally, the fiberglass 
insulation covering the thermal bulkhead of the DST will also suffer from this effect.) 
To be more representative of actual conditions, the SHT model should (1) have a 
much larger value for the thermal conductivity of the fiberglass insulation and 
(2) account for the effect of air flowing between the insulation and the rock face.  
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The western model boundary condition above and below the TM alcove, which is 

treated as being adiabatic, will eventually significantly influence heat flow in the SHT 

area during the cool-down period. During the heating phase of.the SHT, this 

boundary condition did not influence temperatures in the boiling and superheated 

zones. Eventually, heat flow around the top and bottom of the TM alcove will be 

significant As a result of ventilation, the three rooms surrounding the SHT function 

as constant-temperature heat sinks. Because the ceiling and floor of the TM alcove are 

not insulated, these surfaces will strongly function as heat sinks, drawing heat around 

the top and bottom of the TM alcove. Ideally, the SIIT model should be extended to 

the west of its current western boundary to adequately capture this heat .flow.  

3.4.2.4 implications of the SHT for TSPA-VA and Thermal-Loading Systems Studies 

The SHT results clearly show that the magnitude of matrix imbibition in the repository 

host rock is much too large in drift-scale TH model calculations supporting two very 

important YMSCP studies: the WIS (CRWMS M&O, 1997) and the WPS (TRW, 1997). The 

SI-T results also dearly show that the magnitude of calculated matrix-imbibition flux in the 

tsw36 unit (Tptpll) is much too high when the July 1997 TSPA-VA base-case hydrologic

parameter (Property Set 6) set is used. This finding is very important because the magnitude 

of matrix imbibition in the tsw36 unit, which is the repository host at the western side of the 

repository (Figure 3-8), greatly influences near-field dryout around emplacement drifts in 

much of the repository area. This finding resulted in a joint effort between LLNL and LBNL 

to modify the TSPA-VA base-case hydrologic-parameter set to be in better agreement with 

the SHT temperature measurements (Lawrence Berkeley National Laboratory memorandum 

to G.S. Bodvarsson from J. Birkholzer, November 19, 1997; Buscheck et al., 1997b). The 

K... importance of properly representing matrix imbibition in the tsw36 and tsw37 units is 

discussed in other portions of this chapter.  

Figure 3-8 Plan view of the host-rock distribution 

3.4.3 Simulation of Large-Block Test 

This section describes model calculations for the heating phase of the LBT. The model 

calculations were conducted with the NUFT code (Nitao, 1993,1995). All of the calculations 

are 3-D, accounting for the geometric details of the five heater boreholes and the boundaries 

of the LBT. The heating phase of the LBT has lasted more than 300 days (starting on February 

28, 1997). As reported here, the LBT model incorporates the temporal details of the heating 

history during the first 300 days of the heating period, including the influence of power 

fluctuations and outages. An animation of the LBT, which profiles temperature phases in the 

large block during the test, is included in the CD-ROM accompanying this report.  

An important purpose of the LBT model calculations is to assess the ability to model the 

TH behavior observed during the test. Another purpose is to test the adequacy of some of the 

hydrologic parameter sets that have been used in TH model calculations supporting various 

YMSCP studies, including the WIS (CRWMS M&O, 1997) and the TSPA-VA. This is 

accomplished by comparing the numerically predicted temporal and spatial temperature 

distribution with temperatures measured during the heating phase of the LBT.  

3.4.3.1 Numerical Model and Assumptions 

A conceptual plan and overview of the LBT is described by Wilder et al (1997). The test 

layout and how it is represented in the LBT model are shown in Figure 3-9. The LBT consists 

of a 3-in x 3-m x 4.4-m-high block of densely welded tuff that was quarried out of the side of 
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Fran Ridge. The hydrogeologic unit of the LBT area is equivalent to the tsw34 model unit 

(Tptpmn) of the site-scale UZ flow model (Bodvarsson and Bandurraga, 1996). The block is 

heated by 5 small-diameter heaters placed in 5 horizontal boreholes located 2.75 m from the 

top of the block and oriented east-west For the first 6 months of the heating period, the 

heater powver of each heater was about 0.41 kW; after 6 months, the heater power was 

reduced in an attempt to limit the temperature rise in the rock and to maintain a constant 

temperature at the heater horizon. The THCM response of the rock is monitored by 

instrumentation placed in boreholes at various locations within the block (Wilder et al., .1997).  

Figure 3-9 Schematic of the LBT showing the location of the five heater boreholes and 

the LBT-model coordinate system 

The four sides of the block were sealed with an impervious liner to prevent moisture loss 

or gain and were insulated to limit the heat loss out On July 3, 1997 (125 days after the start 

of heating), additional insulation was applied to the sides of the block. The effect of this 

additional insulation is accounted for in the model by decreasing the value of thermal 

conductivity for the insulation at 125 days. Outside of the insulation, the atmospheric 

temperature, gas-phase pressure, and RH are assumed to be constant. In the test, a heat 

exchanger at the top of the block maintained the upper block boundary at a specified, time

dependent temperature. The top of the block was gradually ramped to 60*C from the initial 

temperature of 12°C and maintainedat 60°C for the remainder of the heating period. Heat, 

air, and water vapor were allowed to leave the top of the block. In the model, the atmosphere 

at the top of the block is maintained at a specified gas-phase pressure P.. and relative 

humidity RH. For the initial LBT calculations, it is assumed that the P., and RH at the top of 

the block are constant.  
In the model, the lower boundary is 129 m below the ground surface, which is far enough.  

away to not affect predicted TH behavior in the block. Below the ground surface, the model 

extends far enough horizontally in all four directions that the boundary conditions at the four 

sides of the model do not influence TH behavior in the block. The ground surface is not 

insulated; consequently, heat, air, and water vapor can leave the ground surface. Because an 

attempt was made to protect the top of the block from precipitation, the infiltration flux at the 

top of the model block is zero. The infiltration flux is also assumed equal to zero below the 

ground surfaces surrounding the block.  
Most of the LBT model calculations use the ECM approximation to represent fracture

matrix interaction; some use the DKM approximation. All LBT calculations assume 
homogeneous fracture and matrix properties. Because it assumes a homogeneous property 
distribution and uniform boundary conditions,, the LBT model can take advantage of 
symmetry about the two vertical midplanes of the test (Figure 3-9). This makes it possible to 

represent the entire block with a quarter-symmetry model. The numerical grid has 25 rows in 

the lateral (x) direction perpendicular to the heater axes, 21 columns in the axial (y) direction 
parallel to the heater axes, and 55 layers in the vertical (z) direction. Of the 28,875 grid blocks, 
11,856 are null grid blocks, resulting in 17,019 active grid blocks. The grid-block size varies 
from a minimum of 5 cm at the heater boreholes to a maximum of 15 cm in the x-y plane 

inside the block. In the y direction, the maximum grid-block dimension is 20 cm in the block; 

in the z direction, the maximum grid-block dimension is 12 cn.  
The model is initialized with a geothermal temperature gradient that is typical for the 

area, a static gas-phase pressure gradient, and a value of RH at the top block that yields an 

initial liquid-phase saturation S, =- 0.92 at the heater horizon. The six hydrologic-parameter 
sets used to model the SHT are also used to model the LBT.  
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3.4.3.2 Model Results and Analysis 

Figure 3-10 gives the temperature and liquid-phase saturation distributions at 100 and 

300 days for Case 2 (Table 3-2). Note that 300 days corresponds to the last day that the 

detailed heater-power history was available for the LBT TH calculations presented in this 

section. Later in this section, it will be shown that Property Set 2 (Table 3-2) yields the best 

agreement with observed temperatures (Figure 3-11). The boiling and dryout zones coalesce 

between heaters within 100 days (Figure 3-10a and Figure 3-10c). Because the sides of the 

block allow for heat loss, a steep temperature gradient occurs at the four sides of the block.  

The liquid-phase saturation distribution bends down towards the edges of the block in 

response to this heat loss.  

Figure 3-10 Temperature and liquid-phase saturation distributions along different 

profiles through the large block 

Figure 3-11 Calculated and measured temperature and liquid-phase saturation histories 

at thermocouple TI-114 

The coalescence of the dryout zones between the heaters makes it difficult for condensate 

to drain between the heaters after about 100 days. However, because of the lateral heat loss 

out of the sides of the block, condensate is able to continue to drain along the sides, 

particularly at the east and west sides of the block perpendicular to the heaters. At 100 days, 

the 96°C isotherm is inside the block in both the lateral (x) and axial (y) directions (Figure 3

10a and Figure 3-10c). At 300 days, the 1200C isotherm is at the edge of the north and south 

sides of the block (Figure 3-10b), whereas the 96°C isotherm is at the edge of the east and 

west sides of the block (Figure 3-10e). On the basis of the temperature distributions, it is 

easier for condensate to continue to drain along the east and west sides of the block than 

along the north and south sides.  
Figure 3-12 gives the vertical temperature and liquid-phase saturation profiles at the 

center of the block at 100 days for the six property sets (Table 3-2) considered in the LBT and 

SIIT model studies. As was found in the SHT modeling study, the vertical extent of rock 

dryout and magnitude of temperature rise in the superheated zone are inversely proportional 

to the matrix wetting diffusivity D,, (Table 3-3). A larger value of D.b corresponds to a 

larger matrix-imbibition rewetting flux that thwarts the extent of rock dryout and 

temperature rise in the superheated zone.  

Figure 3-12 Vertical temperature and liquid-phase saturation profiles at the center of the 

LBT 

Models employing Property Sets 1-4 show a-reduction in liquid-phase saturation S. at 

the top of the block, corresponding to moisture loss primarily as vapor (by advection and 

binary gas-phase diffusion) out of the top of the block (Figure 3-12b). Property Sets 5 and 6 do 

not show a reduction in S. at the top of the block. This is not an indication that no moisture 

loss (by vapor transport) is occurring at the top of the block. The magnitude of matrix 

imbibition is so strong for Property Sets 5 and 6 that capillary-driven liquid-phase flow is 

able to immediately replenish the moisture transported out of the top of the block. Matrix 

imbibition is so strong for Property Sets 5 and 6 that it also prevents the buildup of S in the 

condensate zone lying above the dryout zone. For Property Sets 1-4, the upper condensate 

zone is a zone of increased Sir Similarly, in the condensate zone below the dryout.zone, 
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capillary-driven liquid-phase flow is so strorig for Property Sets 5 and 6 that it prevents the 

buildup of S,, in the condensate zone below the dryout zone. For Property Sets 1-4, the lower 

condensate zone is a zone of increased Shq.  
Because of the inexorable transport of water vapor out of the top of the block, all property 

sets are predicted eventually to result in some rock dryout and temperature rise in the 

superheated zone Figure 3-11. This is different from what is shown in the SHT modeling 

study, where Property Sets 5 and 6 predicted negligible rock dryout and temperature rise.  

The difference between the LBT and SHT is that the moisture that leaves the top of the LBT is 

no longer available to rewet the dryout zone; the SHT did not have a test/model boundary 

where moisture could be lost from the problem domain.  

34.3.3 Comparison of Predicted and Measured Temperature Distributions.  

Figure 3-11 compares the calculated temperature, at a location adjacent to the central 

heater, with measured temperatures. As was seen in the SHT modeling study, temp'erature 

rise is inversely proportional to the matrix wetting diffusivity D,,. The best agreement 

between calculated and measured temperatures is obtained with Case 2, which has a bulk 

permeability kb value that is closest to measured values (Lee and Ueng, 1991; Wilder et al., 

1997). Property Set 1 has a relatively low value of kb (3.3 millidarcy) that results in gas-phase 

pressure P.. buildup in the boiling zone and an increase in T,, (which is the effective boiling 
temperature), causing higher temperatures than those in Property Set 2. Because of throttling 
(restricting liquid and vapor flow) due to restricted bulk permeability, Property Set 1 results 

in less rock dryout than do Property Sets 2-4 (Figure 3-12b and Figure 3-11b); Property Sets 

2-4 have similar values of D.,, resulting in a similar extent of rock dryout. Property Sets 2 

and 3 result in temperatures that are in good agreement with measured temperatures. As was 

true in the SHT modeling study, Property Sets 5 and 6 are in very poor agreement with 

measured temperatures in the superheated zone. The hydrologic properties in Property Sets 5 

and 6 strongly overpredict matrix imbibition.  
At 105 and 185 days, the measured temperatures at the heater horizon decreased abruptly.  

from above boiling to the nominal boiling point. The first event required 15-20 days before 

temperatures climbed back up to the pre-event level. The second event required less than 

5 days to restore to pre-event levels. These two events corresponded to intense rainstorms 

and power outages. The rapid reduction of temperatures corresponded to increased heat

pipe behavior propagating all the way down to the heater horizon; this was probably brought 
on by two factors: (1) an unknown quantity of water was able to infiltrate into the block; (2) 

the power outage shut down the main heaters and the heat exchanger at the top of the block.  

While the effect of the power outage on the main heaters is accounted for in the model, it was 

not accounted for at the heat exchanger at the top of the block. Removal of the heat source at 

the top of the block caused a rapid cooling that quenched steam located in the upper boiling 

zone. The rapid introduction of additional condensate probably contributed to the heat-pipe 

behavior propagating all the way down to the heater horizon.  
The agreement between calculated and measured temperatures for Property Sets 2 and 3 

is not as good beyond 225 days as it was prior to 225 days (which corresponds to the middle 

of October 1997). The assumption of a constant atmospheric temperature in the model.  
ignores seasonal temperature variations. Because of the significant heat loss out of the sides 

of the block, it would be useful to repeat the LBT model calculations with a time-dependent 
atmospheric temperature. Because of the decreasing atmospheric temperatures in October 

through December, the observed temperatures in the LBT probably reflect the increased heat 

loss out of the sides of the block. It is also possible that rainfall progressively wets the 

fiberglass insulation, which decreases its effective R-value.  
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3.4.3.4 Implications of the LBT for TSPA-VA and Thermal-Loading Systems Studies 

The most useful finding from the LBT concerns the importance of understanding heat

pipe phenomena and its influence on rock dryout and temperatures around the heat source.  

The DST will provide additional insight into the heat-pipe effect and the implications on 

the NFE.  
Another useful finding from the LBT concerns than manner in which matrix imbibition in 

the repository host rock is treated in various hydrologic parameter sets. The LBT results 

dearly show that the predicted magnitude of matrix imbibition in the repository host rock is 

much too large in the drift-scale TH model calculations for the WIS(CRWMS M&O, 1997) 

and the WPS Study (TRW, 1997). The LBT results also clearly show that the predicted 

magnitude of matrix-imbibition flux in the tsw36 unit (Tptpll) is too large if the July 1997 

TSPA-VA base-case hydrologic-parameter set is used.  

3.5 Reference Calculations for Drift-Scale Coupled Processes 

This section provides TH calculations for five reference cases. These reference cases are 

used to compare hydrologic property sets, infiltration conditions, and thermal-loading 

scenarios and to develop a basis for evaluating coupled processes. (Reference cases for 

investigation of coupled processes in the NFIAZ Models Report are visually depicted and 

linked in the presentation on the CD-ROM that accompanies this report) Table 3-4 

summarizes the parameters and design assumptions used for the five cases.  

Table 3-4 Model parameters for reference calculations 

Case Number Hydrologic Parameter Set Infiltration Flux (mm/yr) Design Option 

1 7/97 TSPA VA I x 1 16.0 Point load 

2 7/97 TSPA VA U/5 3.2 Point load 

3 Modifed TH 16.0 Point load 

4 Modified TH 3.2 Polht load 

5 Modified TH 16.0 Une load 

Models for thermomechanically and thermochernically coupled processes require, as 

input, drift-scale spatial distributions of temperature T, liquid-phase saturation S1W relative 

humidity RH, liquid-phase flux q, and air-mass fraction X...., as functions of time. Two

dimensional cross-sectional TH models were used to calculate these results for five cases, 

using two different sets of hydrologic properties, two different infiltration rates, and two 

different thermal-loading options. The Nevada State coordinates for the model 

hydrostratigraphic column are easting 170488 m and northing 233748 m. This column (second 

from the left in Figure 3-13) is located on the crest of Yucca Mountain, halfway between the 

northern and southern boundaries of the repository footprint and one-third of the way from 

the western to the eastern boundary. The nominal infiltration flux qw, is 16.0 mm/yr at this 

location (Flint et al., 1996a).  

Figure 3-13 Vertical distribution of hydrostratigraphic model units shown for drift-scale 

model locations.(in Nevada-State coordinates) 

These 2-D drift-scale models are in the x-z plane, oriented N-S and perpendicular to the 

E-W emplacement-drift axis. In the Z direction (depth), the hydrostratigraphic units 

correspond to those used in the site scale UZ model, with the ground surface at the top 
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(model unit tcwll) and the water table at the bottom (model unit bf3vb). Theie is no lateral 

variation in hydrologic or thermal properties, and the X domain is treated as an infinite 

repetition of identical drifts with uniform interdrift spacing (this is equivalent to periodic 

boundaries in the x direction). By symmetry, an element from the drift centerline to the 

midpoint between drifts will have closed boundaries to both mass and heat flow. This basic 

symmetry element makes up the model domain. Mountain-scale lateral heat and mass flow 

are neglected. The error introduced is believed to be small for locations near the center of the 

repository, but it is probably significant for the edges of the repository. However, the main 

purpose of these reference calculations is to assess the importance of these coupled effects by 

providing reasonable magnitudes for TH variables as functions of time.for input to the TM 

and TC models. For these purposes, the current approximations will suffice, with the 

understanding that any coupled effects found to be significant to repository performance will 

be investigated more rigorously in the future.  

3.5.1 Parameters and Assumptions 

3.5.1.1 Repository Design 

Two repository designs were analyzed (Buscheck, 1996). In the point-load design, WP 

spacing within drifts is about the same as the spacing between drifts. The current reference 
point-load design has a drift spacing of 28 m, at a lineal mass loading (LML) of 0.588 

MTU/m. In the line-load design, WPs are placed as nearly end to end as practical. The line

load design analyzed has a drift spacing of 56.6 m and a LML of 1.189 MTU/m. Drift-scale 

model calculations were conducted for cases without backfill and for cases in which an 

engineered backfill is emplaced at 100 yr.  

3.5.1.2 Boundary Conditions 

The water table is a constant-property boundary with specified fixed temperature, liquid 

saturation, and gas pressure. The ground surface is a constant-property boundary with 

specified fixed temperature, gas pressure, and RH. The RH at the ground surface is assumed 
* to be 100%; this virtually eliminates vapor flux and is consistent with fixing the infiltration 

flux at this boundary.  
The values of T at the water table and ground-surface boundaries are taken from the site

scale UZ flow model (Bodvarsson et al., 1997). At the water table, Shf = 100%. The value of P•.  

at the ground surface is taken from the site-scale UZ flow model. The value of P., at the 

water table is consistent with the value of P.. at the ground surface and the pressure profile 

of a static gas column from the ground surface to the water table.  
Figure 3-14 is a vertical cross-section of the emplacement drift, orthogonal to the drift 

axis. By using periodic boundaries, the centerline of the drift becomes an axis of symmetry 

and, consequently, provides an adiabatic, no-flow boundary. The centerline of the pillar 
between drifts provides the other adiabatic, no-flow boundary in the x direction.  

Figure 3-14 . Vertical cross-section of the emplacement drift in the DDT and LDTH 
model showing the thermal radiation connections among the surfaces in the 
drift that are used in thermal simulations 

For the current design, the WP diameter is 1.67 m, and the emplacement drift diameter is 

5.1 m. For earlier drift-scale-model calculations for TSPA-VA, the WP diameter was assumed 

to be 1.85 m (Buscheck et al., 1997a; Dunlap et aL, 1997; Francis et al., 1997). The invert, which 

is at the bottom of the drift, is assumed to occupy 16.6% of the drift cross-section. As was 

demonstrated previously (Buscheck, 1996), a circular WP in a circular drift can be accurately 
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represented by a square WP in a square drift, provided that the respective circular and square 

cross-sectional areas are equal. In the model, the WP dimensions are 1.445 m x 1.445 m, and 

the drift measures 4.52 m x 4.52 m. The invert is assumed to be filled with concrete, consisting 

of fractured and jointed matrix blocks.  
Heat flux from the WP sources is averaged over the length of the drifts and coupled to the 

drift surfaces primarily by radiant heat transfer. Thermal radiation is also accounted for 

between different locations on the drift surface. An efficient heat-transfer mechanism 

distributes the heat flux uniformly to the perimeter surfaces of the emplacement drift. The 

drift-wall and drift-floor surfaces are assumed to be blackbodies (c = 1), and the WPs have 

S= 0.8. This allows the use of a constant heat-flux boundary condition at the drift perimeter.  

3.5.1.3 Initial Conditions 
The value of P., at the water table is established when the models are initialized at 

ambient conditions. The initialization model runs are continued until the T, S,,q, P., and X.,4., 

distributions in the model attain steady-state distributions.  

3.5.1.4 Grid 
The DKM approximation is used to represent fracture-matrix coupling. Because different 

properties are assigned to fracture elements and matrix elements, two grid blocks have to be 

assigned to each spatial location (i.e., twice as many as would be required to give the same 

spatial resolution with the ECM.  
Sixteen grid blocks are used in the x direction for the point-load design, and 18 are used 

for the line-load design. In the vertical direction, 80 grid-block layers are used to represent 

the hydrostratigraphy; thus, the point-load design requires 1280 grid blocks, whereas the 

line-load design requires 1440 grid blocks.  

3.5.1.5 Thermal and Hydrologic Properties 

All five cases use the set of thermal properties summarized in Table 3-5 (Francis et al., 

1997). Three sets of matrix and fracture hydrologic parameters were used. The first two were 

supplied for the 1997 TSPA-VA base case and are based on the use of 1-D inverse modeling to 

match field observations, including the vertical distribution of liquid saturation and matric 

potential (Francis etal., 1997). Because the infiltration flux is considered very uncertain, 

inverse modeling was applied for the nominal infiltration-flux map, I (Figure 3-1b), at specific 

locations, for 1/5, and for I x 5. The resulting hydrologic properties depend on the assumed 

value of infiltration flux. Table 3-6 and Table 3-7 summarize matrix and fracture hydrologic 

properties, respectively, for the nominal infiltration case. Table 3-8 and Table 3-9 provide 

corresponding values for infiltration at 1/ 5 the nominal rate (1/5).  

In attempting to model the SHT and the LBT, it was found that capillary forces associated 

with these property values in the repository host rock were too strong, contrary to 

experimental data, to allow the formation of a superheated dryout zone. This difficulty was 

attributed to large values of matrix imbibition diffusivity Db in the host-rock units? and in the 

units immediately above and below the host-rock units, which led to rapid rewetting of the 

rock. The model hydrostratigraphic unit of particular importance is the tsw36 (Tptpln) unit.  

This difficulty was partially overcome in November 1997 by the development of a TH 

parameter set calibrated by LLNL and LBNL with temperature measurements from the SHT 

(Lawrence Berkeley National Laboratory memorandum to G.S. Bodvarsson from J.  

Birkholzer, November 19, 1997; Buscheck et al., 1997T). Analysis of the SHT in Section 3.4 

(Buscheck et al., 1997c) shows that the value of Dib for the tsw36 in the July 1997 TSPA-VA 

parameter sets is too large to allow rock dryout and temperature rise in the nominally 
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superheated zone. The reduced value of D=b for the tsw36 TH set produces more rock dryout 

in this unit and a closer match to temperatures observed in the SHT. These parameters are 

summarized in Table 3-10 and Table 3-11, respectively, for the matrix and fractures.  

Table 3-5 TSPA'VA thermal properties for the rock matrix 

Geologic Unit Model Unit' K., (W/mK) KI1,(W/mK) Rock Density Speciflo Heat 
(kg/rn) (J/kgK) 

TpCpl tcw11 1.76 1.02 2510 847 

Tpcptn tcwl2 1.88 1.28 2510 837 

Tpcpv tcw13 0.98 0.54 2470 857 

TpCpvl ptn2l 0.50 0.35 2340 1080 

Tpy ptn22 0.97 0.44 2400 849 

Tpbt3 ptn23 1.02 0.46 2370 1020 

Tpp ptn24 0.82 0.35 2260 1330 

Tpbt2 ptn25 0.87 0.23 2370 1220 

Tptrv tsw3l 1.00 0.37 2510 834 

Tptrn tsw32 1.62 1.06 2550 866 

Tptpul tsw33 1.80 0.71 2510 883 

Tptpmn tsw34 2.33 1.56 2530 948 

Tptpl I tsw35 2.02 1.2 2540 900 

Tptpln tsw35 1.84 1.42 2560 885 

Tptpv tsw37 -2.08 1.69 2360 984 

Tpbtl chizo 1.31 0.70 2310 1060 

Tac(z) ch2zC 1.20 0.81 2350 1150 

Tac(z) ch3zc 1.20 0.81 2350 1150 

Tacbt ch4zo 1.35 0.73 2440 1170 

Tpbtl chlvc 1.31 0.70 2310 1060 

Tac(v) ch2vc 1.17 0.58 2240 1200 

Tac(v) ch3vc 1.17 0.58 2240 1200 

Tabtl ch4vc 1.17 0.58 2240 1200 

Tcp(3) pp3vp 1.26 0.66 2580 841 

Tcb(w) bf3vb 1.26 0.66 2580 841 

Tcb(w) trn3vt 1 .28 0.66 2580 N41 

Tcp(2) pp2zp 1.35 .0.74 2510 644 

Tcb(n) bf2zb 1.35 0.74 2510 644
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Table 3-6 Matrix property values in the July 1997 TSPA-VA base-case hydrologic 

parameter set for I x 1, where I stands for the nominal infiltration-flux map

@� @7
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Geologic Unit Model Unit Prsity Permeability S,* I(L, (Pa-,)** m*.  

TpcPl 1 towi 1 0.066 5.37E-18 0.13 1.17E-06 0.232 

Tpcpln tcw12 0.066 5.37E-18 0.13 1.32E-06 0.3 

TPCPV tcwl3 0.14 4.90E-17 0.33 6.46E-07 0.427 

TPcpvl ptn2l 0.369 3.09E-14 0.10 3.S0E-05 0.231 

TPY ptn2 0.234 3.02E-16 0.14 8.71E-06. 0.488 

Tpbt3 ptn23 0.353 8.32E-14 0.17 4.57E-05- 0.287 

Tpp ptn24 0.469 1.165E-13 0.10 4.27E-05 0.349 

Tpbt2 ptn5 0.484 2.45E-13 0.10 1.95E-04 029 

Tptrv tsw3l 0.042 4.90E-17 0.11 1 OOE-05 0.237 

Tptmn tsw32 0.148 2.75E-16 0.04 2.29E-05 0.273 

TONpu tsw33 0.135 1.15E-17 0.05 6.76E-06 0.247 

Tptpmn ftw34 0.089 4.07E-18 0.18 1.02E-06 0.322 

Tptpll tsw35 0.115 1.55E-17 0.08 3.31E-06 0.229 

Tptpln tsw36 0.092 8.91 E-17 0.18 7.41 E-07 0.414 

Tptpv tswA7 0.02 1.29E-17 0.50 1.55E-06 0.387 

Tpbtl chIzc 0.193 1.38E-17 0.36 6.32E-07 0.366 

T~ac(z) ch2zc 0.24 9.12E-18 0.20 1.95E-06 0.22 

Tac(z) &,3zc 0.24 9.12E-18 0.20 1.95E-06 0.220 

Tacbt cb4ze 0.169 1.55E-17 0.33 7.76E-07 0.477 

TpbtI chlvc 0.265 1.32E-12 0.04 6.61E-05 0.190 

TaC(v) ch2vc 0.321 2.57E-13 0.06 7.41 E-05 0.224 

Tac(v) ch3vc 0.321 2.67E-13 0.06 7.41 E-05 .0.224 

Tabti chv 0.321 2.57E-13 0.06 7.41 E-05 0.224 

Tcp(3) pp3vp 0.274 2.82E-15 0.07 1.74E-05 0.311_ 

Tcb(w) bf3vb 0.274 2.82E-15 0.07 1.74E-05 0.311 

Tcb(w) tm3vt 0.274 2.62E-15 0.07 1.74E-05 0.311 

Tcp(2) pp2zp 0.197 5.76E-17 0.18 1.66E-06 0.316 

Tcb(n) bf2Zb 0.197 5.75E-17 0.18 1.66E-06 0.316j 

S, Is the residual liquid-phase saturation (not in situ saturation)..  

a* and n: are fitting parameters for capillary pressure and relative permeability curves. respectively.



3. Therrnohydrotogio Models

Table 3-7 Fracture property values in the July 1997 TSPA-VA base-case hydrologic 
parameter set for I x 1, where I stands for the nominal infiltration-flux map

3, Thermohydrologi¢ 

Models

Near-F.eld/Altered-Zone Models Report 
UCRL-ID-1291793-38

Geologic Model Porosity Permeability *,. c*.* FMX 

Unit Unit (n') (Pa)

Vertical Horizontal 

Tpcp 1I tcw11 2.33E-04 2.29E-11 8.03E-12 0.01 2.95E-04 0.492 4.90E-04 

Tpcpln tcwl2 2.99E-04 1.38E-11 8.03E-12 0.01 2.95E-04 0.492 4.90E-04 

Tpcpv tcw13 7.05E-05 2.822-12 2.40E-13 0.01 9.122-05 0.492 4.902-04 

Tpcpv1 ptn21 4.84E-05 5.25S-13 5.25S-13 0.01 1.10E-03 0.492 1.105-e01 

Tpy ptn22 4.83E-05 1.95E-13 1.95E-13 0.01 1.82E-03 0.492 7.08E-01 

Tpbt3 ptn23 1.302-04 2.57E-13 2.57E-13 0.01 3.39E-03 0.492 6.92E-01 

Tpp ptn24 6.942-05 6.172-14 &.17E-14 0.01 9.33E-04 0.492 4.79E-01 

Tpbt2 ptn25 3.86E-05 7.76E-14 7.762-14 0.10 1.95E-04 0.279 4.79E-01 

TptrV tsw31 8.92E-05 1.072-11 1.002-12 0.01 3.982-05 0.481 5.01E-01 

Tptm tsw32 1.29E-04 1.512-11 7.08E-13 0.01 9.33E-05 0.488 2.88-05 

Tptpul tsw33 1.052-04 2.832-11 8.91E-13 0.01 1.782-04 0.492 7.94E-05 

Tptpmn tsw34 1.24E-04 8.76E-12 4.272-13 0.01 9.772-05 0.492 1.55E-04 

Tptp11 tsw35 3.29E-04 3.802-12 9.12&-13 0.01 1.10E-04 0.492 7.76E-02 

Tptpin tsw3B 3.99E-04 1.20E-12 1.20E-12 0.01 1.32E-04 0.492 4.79E-05 

Tptpv tsw37 4.922-04 1.20E-12 1.20E-12 0.01 1.17E-04 0.492 4.902-04 

Tpbtl chlzc 1.10E-05 2.402-14 2.40E-14 0.01 1.122-03 0.492 1.82E-01 

Tac(z) ch2-, 1.102-05 1.17E-14 1.17E-14 0.01 1.232-03 0.492 1.00E+00 

Tac(z) ch3zc 1.10E-05 1.172-14 1.17E-14 0.01 1.23E-03 0.492 1.00E+00 

Tacbt ch4zc 1.10E-05 1.552-14 1.55E-14 0.01 1.152-03 0492 1.00E+00 

Tpbtl chivc 7.14E-05 1.74E-13 1.74E-13 0.01 1.17E-03 0.492 4.90E-01 

Tac(v) ch2vc 7.142-05 2.88E-13 2.885-13 0.01 1.17E-03 0.492 4.895-01 

Tac(v) ch3vc 7.142-05 2.88E-13 2.88E-13 0.01 1.172-03 0.492 4.89E-01 

TabtW ch4vo 7.14E-05 2.882-13 2.882-13 0.01 1.172-03 0.492 4.89E-01 

Tcp(3) pp3vp 7.14E-05 8.92E-13 8.92E-13 0.01 1.41 E-03 0.492 5.13E-04 
Tcb(w) b__ vb 7.14E-05 &92E-13 &92E-13 0.01 1.41E-03. 0.492 5.13E-04 

Tcb(w) tm3vt 7.14E-05 8.92E-13 8.922-13 0.01 1.41E-03 0.492 5.13E-04 

Tcp(2) pp2zp 1.102-05 8.46E-14 6.465-14 0.01 3.72E-04 0.492 4.89E-01 

Tcb(n) bt2zb 1.10E-05 &.462-14 6.46E-14 0.01 3.722-04 0.492 4.89E-01 

S, is the residual liquid-phase saturation (not in situ saturation).  

CC and m are fitting parameters for capillary pressure and relative permeability curves, respectively.



3. ThermohydrologiC Models

Table 3-8 Matrix property values for the July 1997 TSPA-VA base-case hydrologic 

parameter set for 1/5, where I stands for the nominal infiltration-flux map 

Geologic Unit Model Unit Porosity __Permeability (W) S, a. (Pa-').. [ g.  

TPcP11 tcw11 0.066 5.40E-18 0.13 1.15E-06 0.232 

Tpcpln tcw12 0.066 5.40E-18 0.13 1.29E-06 0.231 

Tpcpv tcw13 0.140 5.00E-17 0.33 7.30E-07 0.426 

Tpcpvl ptn21 0.369 1.60E-14 0.10 3.65E-05 0.228 

Tpy ptn22 0.234 3.30E-15 0.14 7.56E-06 0.492 

Tpbt3 ptn23 0.35 5.40E-14 0.17 3.66E-05 0.279 

Tpp ptn24 0.469 8.BOE-14 0.10 4.30E-05 0.326 

Tpbt2 ptn25 0.464 1.27E-13 0.10 1.96E-04 0.272 

Tptrv tsw3l 0.042 6.67E-16 0.11 1.33E-05 0.230 

Tptm tsw32 0.146 3.63E-16 0.04 2.31 E-05 0.278 

Tptpul tsw33 0.135 2.11E-17 0.06 6.44E-06 0.248 

Tptpmn tsw34 0.089 6.75E-18 0.18 1.14E-06 0.323 

Tptpl1 tsw35 0.115 7.96E-18 0.08 3.16E-06 0.232 

Tptpln tsw36 0.092 9.62E-17 0.18 6.92E-07 0.414 

Tptpv tsw37 0.020 6.69E-18 0.50 1.34E-06 0.372 

Tpbtl chlzc 0.193 6.OOE-17 0.36 6.90E-07 0.359 

Tac(z) ch2zc 0.240 1.87E-18 0.20 2.49E-06 0.221 

Tac(z) ch3zc 0.240 1.87E-18 020 2.49E-06 0.221 

Tacbt ch4zc 0.169 1.33E-17 0.33 7.83E-07 0.476 

Tpbtl chlvc 0.265 1.60E-12 0.04 9.SOE-05 .0.187 

Tac(v) ch2vc 0.321 6.50E-14 0.06 8.65E-05 0.222 

Tac(v) ch3vc 0.321 5.50E-14 0.06 8.65E-05 0.22 

Tabti ch4vc 0.321 5.50E-14 0.08 . 8.65E-05 0.222 

Tcp(3) pp3vp 0.274 1.24E-15 0.07 1.81E-05 0.310 

Tcb(w) bf3vb 0.274 1.24E-15 0.07 1.81E-05 0.310 

Tcb(w) tIn3vt 0.274 1.24E-15 0.07 1.81E-05 0.310 

Tcp(2) pp2zp 0.197 9.40E-18 0.18 1.71E-06 0.312 

Tcb(n) bf2zb 0.197 9.40E-16 0.18 1.71E-06 0.312 

$, is the residual liquid-phase saturation (not in situ saturation).  

•'•r and m are fitting parameters for capillary pressure and relative permeability curves, respectively.
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3. Thermohydrologi= Models 

Table 3-9 Fracture property values for the July 1997 TSPA-VA base-case hydrologic 
parameter set for 1/5, where I stands for the nominal infiltration-flux map 

Geologic Model Porosity Permeability (m0) S,. nm.. FMX 
Unit Unit (P_") 

_ _Vertical Horizontal 

Tpcp1 1 tcw1 1 2.33E-04 2.29E-11 6.03E4-2 0.01 2.95E-04 0.492 4.90E-04, 

Tpcpln tcw12 2.99E-04 1.38E-11 8.03E-12 0.01 2.95E-04 0.492 4.90E-04 

Tpcpv tcwl3 7.05E-05 2.82E-12 2.40E-13 0.01 9.12E-05 0.492 4.90E-04 

Tpcpvl ptn2l 4.84E-05 5.25E-13 5.25E-13 -0.01 1.10E-03 0.492 1,10E-01 

Tpy ptr22 4.83E-05 1.95E-13 1.95E-13 0.01 1.82E-03 0.492 7.08E-01 

Tpbt3 ptn23 1.30E-04 2.57E-13 2.57E-13 0.01 3.39E-03 0.492 6.92E-01 

Tpp ptn24 8.94E-05 6.17E-14 8.17E-14 0.01 9.33E-04 0.492 4.79E-01 

Tpbt2 ptn25 3.86E-05 7.76E-14 7.76E-14 0.10 1.95E-04 0.279 4.79E-01 

Tptrv tsw3l 8.92E-05 1.07E-11 1.00E-12 0.01 3.98E-05 0.481 5.01E-01 

Tptm tsw32 1.29E-04 1.51E-11 7.08E-13 0.01 9.33E-05 0.488 2.88E-05 

Tptpul tsw33 1.05E-04 2.63E-11 8.91E-13 0.01 1.78E-04 0.492 7.94E-05 

Tptpmn tsw34 1.24E-04 6.76E-12 4.27E-13 0.01 9.77E-05 0.492 1.55E-04 

TptPI1 tsw35 3.29E-04 3.80E-12 9.12E-13 0.01 1.10E-04 0.492 7.76E-02 

Tptpln tsw38 3.99E-04 1.20E-12 1.20E-12. 0.01 1.32E-04 0.492 4.79E-05 

Tptpv tsw37 4.92E-04 1.20E-12 1.20E-12. 0.01 1.19E-04 0492 4.90E-04 

Tpbtl chlzc 1.10E-05 2.51E-14 2.40E-14 0.01 1.14E-03 0.492 1.82E-01 

Tac(z) ch2zc 1.10E-05 2.51E-14 1.17E-14 0.01 1.14E-03 0.492 1.00E+00 

Tac(z) ch3ze 1.10E-05 2.51E-14 1.17E-14 0.01 1.14E-03 0.492 1.00E+00 

Tacbt ch4zc 1.14E-05 2.51E.-14 1.7E-14 0.01 1.14E-03 0.492 1.90201E 

Tpbtl chlvc 7.14E-05 1.74E-13 1.74E-13 0.01 1.18E-03 0.492 4.90E-01 

Tac(v) ch2vc 7.14E-05 2.88E-13 2.88E-13 0.01 1.18E-03 0.492 4.89E-01 

Tac(v) ch3vc .7.14E-05 2.88E-13 2.88E-13 0.01 1.18E-03 0.492 4.89E-01 
-Tabtl ch4vc 7.14E-05 2.88E-13 2.88E-13 0.01 '1.18E-03 0.492 4.89E-01 

Tcp(3) pp3vp 7.14E-05 7.08E-13 8.92E-13 0.01 1.422-03 0.492 5.13E-04 

Tcb(w) bf3vb 7.14E-05 7.08E-13 6.92E-13 0.01 1.42E-03 0.492 5.13E-04 

Tcb(w) tm3vt 7.14E-05 7.08E-13 8..92E-13 0.01 1.42E-03 0492 5.13E-04 

Tcp(2) pp2zp 1.10E-05 2.5-1E-14 6.46E-14 0.01 1.14E-03 0.492 4.89E-01 
Tcb(n) bf2zb 1.10E-05 2.51E-141 6.46E-14 0.01 1.14E-03 0.492 4.89E-01 

* S, is the residual liquid-phase saturation (not in situ saturation).  

(I and m are fitting parameters for capillary pressure and relative permeability curves, respectively.
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S. Thermohydrologtc Models

Table 3-10 Matrix property values for the November 1997 TH hydrologic parameter 

set calibrated against the SHT 

.. ... ,,. I U~.,I,.I Ihilt Porositv Permeability (m) IS,*I c, (Pa')*. m,**

a and m are fitting parameters for capillary pressure and relative permeability curve% respectively.

-0 A

Near-Field/Aftered-Zone Models Report 
UCRL-ID-129179

1 1 1

Tpcp1 tw11 0.066 5.40E-18 0.13 1.15E-06 02.310 

Tpcpln tcwl2 0.066 6.40E-18 0.13 2.01E-06 0.2447 

Tpcpv tcw13 0.140 5.60E-17 0.33 3.74E-06 0.4548 

TPCPvl ptn2l 0.369 1.61 E-i4 0.10 3.98E-05 0.2531 

TPy ptn22 0.234 3.30E-15 0.14 7.94E-06 0.4925 

Tpbt3 ptn23 0.353 5.40E-14 0.17 5.44E-05 0.3002 

Tpp ptn24 0.469 8.80E-14 0.10 3.43E-05 0.3859 

Tpbt2 ptn25 0.464 3.18E-13 0.10 1.81E-04 0.3195 

Tptrv tsw3l 0.042 7.76E-17 0.11 5.84E-05 0.2304 

Tptm tsw32 0.146 1.82E-16 0.04 2.00E-05 0.2861 

Tptpul tsw33 0.135 2.04E-17 0.06 6.21 E-06 0.2479 

Tptptn tsw34 0.089 4.08E-lB 0.18 1.19E-06 0.3212 

Tptpl 1 tsw35 0.115 2.22E-17 0.08 4.01 E-06 0.1983 

Tptpln tsw36 0.092 8.70E-18 0.18 8.08E-07 0.5138 

TptPv tsw37 0.020 8.39E-18 0.50 5.30E-07 0.3709 

Tpbtl chlzc 0.193 1.36E-17 0.36 4.29E-06 0.3489 

Tac(z) ci2z- 0.240 2.50E-18 0.20 2.16E-05 0.2119 

Tac(z) cti3z- 0.240 2.50E-18 0.20 2.16E-05 0.2119 

Tacbt ch4zc 0.169 .5.49E-18 0.33 1.03E-06 0.4322 

Tpbtl chlvc 0.265 1.60E-12 0.04 7.60E-05 0.1592" 

Tac(v) ch2vc 0.321 5.50E-14 0.06 4.12E-05 0.2291 

Tac(v) ch3vc 0 32-1 5.50E-14 0.06 4.12E-05 0.2291 

Tabtl ch4vc 0321 5.50E-14 0.06 4.12E-05 0.2291 

Tcp(3) phvp 0.274 1.91 E-15 0.07 1.66E-05 0.3142 

Tcb(w) bf3vb 0.274 1.91 E-15 0.07 1.66E-05 0.3142 

Tcb(w) tm3vt 0.274 1.91 E-15 0.07 1.66E-05 0.3142 

Tcp(2) pp2zp 0.197 1.75E-17 0.18 8.39E-06 0.3568 

Tcb(n) b,2zb 0.197 1.75E-17 0.18 8.39E-06 0.3568
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3. Thermohydrologlo Models 

Table 3-11 Fracture property values for the November 1997 TH hydrologic parameter 
set that was calibrated against the SHT.  

Geological Model Porosity Permeability S, te'" m" FMX 

Unit Unit" ('n) 

Vertical Horizontal 

Tpcp11 tcw11 2.33E-04 2.29E511 8.03E-12 0.01 2.37E-03 0.687 5.00E-04 

Tpcpln tcw12 2.99E-04 1.38E-11 8.03E-12 0.01 2.37E-03 0.669 5.00E-04 

Tpcpv tcw13 7.05E-05 2.82E-12 2.40E-13 0.01 9.12E-04 0.669 5.00E-04 

Tpcpvl ptn2l 4.84E-05 5.25E-13 5.25E-13 0.01 1.10E-03 0.669 5.025-01 

Tpy ptn22 4.83E-05 1.95E-13 1.95E-13 0.01 1.85E-03 0.669 5.00E-01 

TPbt3 ptn23 1.30E-04 2.57E-13 2.575-13 0.01 3.45E-03 0.667 5.00E-01 

Tpp ptn24 8.94E-05 8.17E-14 8.17E-14 0.01 9.13E-04 0.667 5.00E-01 

Tpbt2 ptn25 3.86E-05 7.76E-14 7.76E-14 0.10 1.81E-04 0.320 5.00E-01 

Tptrv tsw3l 8.92E-05 1.07E-11 1.00E-12 0.01 1.44E-04 0.568 4.68E-01 

Tptm sw32 1.29E-04 1.515E-11 7.08E-13 0.01 1.42E-03 -0.667 5.00E-04 

Tptpul tsw33 1.05E-04 2.63E-11 8.91E-13 0.01 1.73E-03 0.667 5.00E-04 

Tptpmn tsw34 1.24E-04 8.76E-12 4.27E-13 0.01 9.34E-04 0.843 1.23E-03 

Tptpll tsw35 3.29E-04 3.80E-12 9.12E-13 0.01 1.26E-03 0.667 5.00E-04 

Tptpln tsw38 3.99E-04 1.20E-12 1.20E-12 0.01 1.32E-03 0.6S7 5,00E-04 

Tptpv tsw37 4.92E-04 1.20E-12 1.20E-12 0.01 1.19E-03 0.659 5.00E-04 

Tpbtl chlzc 1.10E-05 2.51E-14 2.40E-14 0.01 1.14E-03 0.667 5.00E-01 

Tac(z) ch2zc 1.10E-05 2.51 E-14 1.17E-14 0.01 1.12E-03 0.654 9.22E-01 

Tac(z) ch3zo 1.10E-05 2.51E-14 1.17E-14 0.01 1.12E-03 0.654 9.22E-01 

Tacbt ch4zc 1.10E-05 2.51E-14 1.55E-14 0.01 1.14E-03 0.667 5.00E-01 

Tpbtl chivo 7.14E-05 1.74E-13 1.74E-13 0.01 1.18E-03 0.669 5.00E-01 

Tac(v) ch2vc 7.14E-05 2.88E-13 2.88E-13 0.01 1.18E-03 0.687 5.00E-01 

Tac(v) ch3vc 7.14E-05 2.88E-13 2.BBE-13 0.01 1.1 8E-03 0.667 5.00E-01 

TabtW ch4vc 7.14E-05 2.886-13 2.88E-13 0.01 T 1.18E-03 0.667 5.00E-01 

Tcl(3) pp3vp 7.14E-05 7.08E-13 6.92E-13 0.01 1.42E-03 0.667 5.00E-04 

Tcb(w) bf3vb 7.14E-05 7.085-13 8.92E-13 0.01 1.42E-03 0.667 5.00E-04 

Tcb(w) tn3vt 7.14E-05 7.08E-13 8.92E-13 0.01 1.42E-03 0.667 .5.002-04 

Tcp(2) pp2zp 1.10E-05 2.51E-14 6.46E-14 " 0.01 1.14E-03 0.667 5.00E-01 

Tcb(n) bf2zb 1.10E-05 2.51 E-14 6.46E-14 0.01 1.14E-03 0.667 5.00E-01 
Srb is the residual liquid-phase saturation (not in situ saturation).  

(t and m are fitting parameters for capillary pressure and relative permeability curves, respectively.
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3. Thermohydrologic Models

The parameter set actually used for the reference cases was developed at LLNL in 

December 1997 by modifying the TH set. Table 3-12 contains the matrix parameters in the 

tsw36 and tsw37 units for this "modified-TH" parameter set. Fracture properties, and matrix 

properties for other units, were not changed from values in the TH set. The modifications 

were made so that the value of D.mb for the tsw36 and tsw37 units are the same as those in the 

tsw34 unit. These changes were made because laboratory measurements from Flint et al.  

(1996b) indicate that the values of D.,,b for the tsw36 and tsw37 units are no greater than those 

for the tsw34 unit. The principal change was a reduction, by a factor of 28, in the value of D,..  

for the basal vitrophyre (tsw37). The value for the tsw36 unit was reduced by a factor of 2.8.  

Model calculations with these parameters indicate more rock dryout in botof these units 

than was obtained with the TH set.

Table 3-12 Matrix property values for the December 1997 "modified-TH" hydrologic 

parameter set for only the property values that differ from the November 

1997 TH hydrologic parameter set 

The December 1997 set was modified from the November 1997 TH 

set on the basis of the "modified-TH" measurements by Flint et al.  
(1996b).

Geologic Unit Model Unit Porosity Permeability (ine) S,. (X. (Pa')** M*.  

Trpin tsw36 0.092 8.70E-18 0.18 2272E-6 0.5138 

T•t•v tsw37 0.02 4.080E-18 0.5 7-856E-6 0.3709 

S S, is the residual liquid-phase saturation (not in situ saturation).  

4. c and m are fitting parameters for capillary pressure and relative permeability curves, respectively.  

Table 3-13 summarizes the values of imbibition diffusivity for the host-rock and 

neighboring units based on the different hydrologic parameter sets discussed.

Table 3-13
The value of matrix wetting diffusivity D,-b for the host-rock units and 

neighboring units, for various hydrologic parameter sets (m/sec) 

The value of D,,, is determined for an assumed Su. of 90%.

Host-Rock 11197 TSPA-VA Base-Case Parameter Set 11197TMH- 12197 Modified-TH 

Model Unit Parameter Set Parameter Set 

U5 IxI Ix5 

tsw33 1.15E-07 5.98E-08 1.30E-07 1.15E-07 1.15E-07 

tsw34 3.22E-07 2.17E-07 2.18E-07 1.86E-07 1.86E-07 

tsw35 1.09E-07 2.03E-07 2.10E-07 2.65E-07 2.65E-07 

tsw36 7.31E-06 6.32E-06 3.56E-06 5.33E-07 1.86E-07 

tsw37 1.63E-06 2.70E-06 3.37E-06 5.23E-06 1.86E-07
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3. Thermohydrologlo Models 

35.2 TH Model Results for Analysis of Coupled Effects 

Figure 3-15 (a through I) shows contour plots around two drifts for temperature and 

liquid saturation in the x-z plane for Case I at t = 50,100,500,1000,2000, and 5000 yr, 
respectively. Two drifts are also depicted in similar plots for the other point-load cases 
(Cases 2-4) in Figure 3-16, Figure 3-17, and Figure 3-18. A single drift is shown in Figure 3-19 

(a through 1) for the line-load design (Case 5).  

Figure 3-15 Temperature and liquid-phase saturation distributions for Case 1 

Figure 3-16 Temperature and liquid-phase saturation distributions for Case 2 

Figure 3-17 Temperature and liquid-phase saturation distributions for Case 3 

Figure 3-18 Temperature and liquid-phase saturation distributions for Case 4 

Figure 3-19 Temperature and liquid-phase saturation distributions for Case 5 

The evolution of the temperature distribution indicates the degree of coalescence of rock 
dryout zones between drifts for the point-load design option (Cases 1-4). Considerably more 
coalescence occurs for qa = 3.2 than for qd = 16.0 (compare, for example, the 500-yr isotherms: 

Figure 3-15f with Figure 3-16f and Figure 3-17f with Figure 3-180 for both sets of hydrologic 
parameters. The 100°C isotherm coalesces between the drifts for both Case 2 and Case 4. At 
the nominal infiltration rate of 16.0 mm/yr, coalescence is minimal. For Case 1, the 100°C 
isotherms from adjacent drifts never coalesce (Figure 3-15); for Case 3, they coalesce briefly, 
as shown at 50 yr in Figure 3-17b.  

For large (56.6-m) drift spacing in the line-load design (Case 5)V the dryout zones (and the
100°C isotherm) never coalesce between the drifts (Figure 3-19). The heat-flux density, which 
is greater by a factor of 2 along the line-load drifts (Case 5), as compared to the point-load 
drifts (Cases 1-4), results in much higher T rise (and a much steeper T gradient) in the 
vicinity of the drifts than it does in any of the point-load cases.  

Flow of liquid mobilized by decay-heat flow results in a heat-pipe zone above the.  
repository horizon and a condensate-drainage zone below. The vertical distribution of 
vertical liquid-phase flux q4 in the fractures: at the drift and pillar centerlines (Figure 3-20 and 
Table3-14) clearly shows the vertical extent of these two zones and shows the ability of 
condensate to drain between the drifts. Within 100 yr, the condensate-drainage zone reaches 
the water table, 342 m below the repository horizon (Figure 3-20). The condensate drainage 
zone below the repository and the heat-pipe zone above the repository are manifested as 
sharply defined regions where q4 > qp,, where q - is the ambient percolation flux.  

Table 3-15 and Table 3-14 give the length of tie heat-pipe zone in the fractures and the 
magnitude of qu in the fractures, respectively. The magnitude of qh in the heat-pipe and 
condensate-drainage zones is greatest immediately after WP emplacement and decays 
continually until it reaches the value of the background ambient percolation flux qP.  

Figure 3-20 Vertical distribution of liquid-phase flux qiq for Cases 3 and 5 
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Table 3-14 The magnitude of liquid-phase flux q,q (mm/yr) in 

fractures in heat-pipe zone above repository horizon 

Time (yr) 
Design" 0 50 1060'100 20 5000 

line ld 16.0 118 82 35 29 22 16.0 

Table 3-15 The vertical length Lhp (i) of the heat-pipe-zone 

Time (yr) 

Design a 100 T 20 200 5000 

-point load 0t 72 110 210 210 187 0 

line load 0 55 88 210 210 187 0 

Although the magnitude of q, in the heat-pipe zone continually declines, the length of 

the heat-pipe zone continues to expand during the first 500 yr (on average). The length of the 

heat-pipe zone and the time required to attain its maximum length are strongly influenced by 

the depth of the repository below the ground surface (i.e., overburden thickness). The vertical 

length of the heat-pipe zone, as well as the time required to attain its maximum length, 

increases with repository depth Z,., Thus, regions of the repository that underlie the crest of 

K> Yucca Mountain have taller heat-pipe zones than do shallower regions such as at the eastern 

side of the repository. Once the heat-pipe zone reaches its maximum length, this length is 

maintained for about 1000 yr (500 yr to 1500 yr); thereafter, the upper extent of the heat-pipe 

zone slowly recedes back to the repository horizon. At the repository edge, the maximum 

heat-pipe-zone length is considerably less than it is at locations near the center: 

The magnitude of qu, in the heat-pipe zone is the same for the point- and line-load designs 

(Figure 3-20 and Table 3-14). The magnitude of q% in the condensate-drainage zone below the 

repository horizon is greater for the line-load design than it is for the point-load design 

during the first 100 yr; thereafter, the magnitude of qh below the repository horizon is the 

same for the point- and line-load designs. For the point-load design, qb, decreases to zero at 

the pillar centerline of the repository horizon from 50 to 100 yr. Thereafter, it increases and 

remains above zero. For the line-load design, qu, is always nonzero at the pillar centerline.  

Therefore, the line-load design maintains more efficient condensate drainage between drifts 

than does the point-load design. The higher early-time qq in the condensate-drainage zone 

below the line-load drifts is the result of more efficient condensate drainage between the 

more widely spaced drifts of the line-load design.  
The vertical distribution of T and Sbq (Figure 3-21) dearly indicates the vertical extent of 

the heat-pipe zone. The upper extent of the heat-pipe zone is indicated by the upper extent of 

the 96°C isotherm, which reaches the contact between the ptn22 and ptn23 units. Recall that 

the upper extent of heat-mobilized q% in fractures extends up to the contact between the 

ptn25 and tsw3l (Figure 3-20). Therefore, the heat-pipe zone extends into the ptn25, ptn24, 

ptn23, and ptn22 units as a result of matrix flow in the ptn22-25 units, which have large 

enough matrix permeability to accommodate the increase in liquid flux.arising from 

thermally driven evaporation and condensation. Consequently, qh, is zero in the fractures in 
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the ptn22-25 interval (Figure 3-20). Immediately above the drift, the lower boundary of the 
heat-pipe zone is indicated by a superheated region (T >96°C) as well as by the upper limit of 
the drvout front, with reduced liquid saturation (Figure 3-21).  

Figure 3-21 Vertical temperature and liquid-phase saturation distributions for Cases 3 
and 5 

The relatively large percolation flux (qm, = 16.0 mm/yr) for Case 3 and Case 5 restricts the 
vertical extent of rock dryout (Figure 3-17, Figure-3-19, and Figure 3-21) above the drifts.  
Above the drifts, the line-load design maintains a larger dryout zone than does the point-load 
design. Below the drifts, both the point- and line-load designs result in partial rock dryout 
throughout the lower nonlithophysal (tsw36) unit and the entire basal vitrophyre (tsw37) 
unit. However, S, is reduced more in the tsw36 and tsw37 for the line-load design than. it is 
for the point-load design, particularly in the tsw36 (Figure 3-21).  

The following general observations can be made about the TH behavior modeled in these 
reference calculations: 

* qiq >> qP. for early time (t <100-500 yr) and then gradually declines to the magnitude 
of qp.  

* quq is insensitive to qp. for early time (t <200 yr). At 100 yr, q. is nearly the same for 
all of the cases considered (ranging from 108 to 118 mm/yr). Therefore, when qq is at 
its greatest (i.e., for early time), q,, does not depend on the magnitude of qp,,. For later 
time ( >200 yr), the magnitude of q% does increase with qp,,.  

• q,, is the same for the point- and line-load designs. The magnitude of %q depends 
only on the total heat flux that is available to mobilize water and not on how 
efficiently condensate sheds around the drifts. The more efficient condensate 
shedding for the line-load design results in less return flow of condensate to the drift 
from the previous refluxing cycle. The heat that is not required to reboil the 
condensate that has shed off to the sides is, in effect, "excess" heat, which is available 
to mobilize additional water vapor from the rock matrix. Thus, the total return flow of.  
condensate toward the drift comprises water from the previous refluxing cycle and 
water vapor that has just been mobilized from the rock matrix and condensed in the 
fractures. The only difference between the point- and line-load designs is that a larger 
fraction (compared with the point load) of the heat for the line load is available for 
rock dryout, which allows the upper dryout front to advance more rapidly for the line 
load than for the point load.  

* The vertical length of the heat-pipe zone is less for the line load than it is for the 
point load at early time. For low qp., the heat-pipe-zone length is also less for the 
line-load design for later time. The smaller heat-pipe-zone length for the line-load 
design arises from the more efficient condensate drainage between the line-load drifts, 
which results in less condensate buildup above the line-load drifts.  

"* The vertical length of the heat-pipe zone increases with repository depth below the 
ground surface (based on calculations not described in detail previously).  

"* The tendency for dryout zone coalescence decreases with increasing qp,,; it is also 
less for the line-load design than it is for the point-load design.  
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3.6 Seepage into Drifts 

This section focuses on modeling results for water seepage into emplacement drifts under 

both pre-emplacement (isothermal) and post-emplacement (nonisothermal) conditions. The 

pre-emplacement results are also applicable to modeling the post-thermal period of the 

repository. The principal feature that distinguishes the seepage models from other drift-scale 

hydrologic models is the fineness of the model grid.  
Following are some of the major findings from the modeling studies: 
* Average rate of seepage increases with introduction of spatially heterogeneous 

fracture properties.  
"* Average rate of seepage increases when episodic infiltration is imposed on a 

nonequilibrium, dual-permeability model.  
"* Seepage decreases for 3-D models when compared with similar 2-D models.  
"* Seepage may occur immediately after emplacement as a result of condensation 

in the NFE.  
The seepage calculations discussed in this section were performed using various property 

sets with model parameters corresponding to point-load and line-load repository designs, but 

the conclusions regarding factors contributing to seepage are general and apply for any 

reasonable hydrologic property set. Another study of seepage (Tsang et al., 1997) was 

conducted in the same time frame as the calculations described subsequently, and it reached 

similar conclusions.  

3.6.1 Physics of Seepage Into an Open Cavity 

Flow in an unsaturated porous medium is governed by three forces: viscous, 
gravitational, and matric (capillary + osmotic). As long as the total fluid pressure in fracture 
or matrix pore water is maintained below atmospheric pressure by matric forces, seepage 
cannot flow into the drift. Matric forces are caused by the sum of capillary pressuire and 

surface forces at or near the pore walls. At high saturation, or for large pore sizes, such as in 
fractures, gravitational forces predominate. If flow is sufficiently high, a combination of 
gravitational and viscous forces will eventually overcome matric forces, and fluid pressure 
will increase to atmospheric pressure; at that point, seepage into the drift can occur. In 
particular, as water flows around a drift, it has to travel a longer distance than does Water 
following the flow lines farther away from the drift. From Darcy's law, the pressure must 
therefore be higher in the vicinity of the crown of the drift than at the sides. Because water is 
essentially incompressible, liquid flow diverted around a drift opening must flow faster than 

where there is no opening. The increased flux immediately above the opening also 
contributes to increased pressure. If the pressure increase is high enough to overcome the 
matric potential, seepage can enter the opening.  

Natural heterogeneities in hydrologic properties can increase the likelihood for seepage 
through a variety of mechanisms. Low-permeability areas can obstruct flow and divert flow 
paths so they are longer, thus increasing the pressure above drift openings. Along 
preferential flow pathways, stream lines are concentrated, thus producing higher saturation 
than in the surrounding area. Because of spatial variability in hydrologic properties, there 
also may be localized regions with very low air-entry pressure (i.e., areas in which the 
fractures drain more readily). In some cases, heterogeneities may actually reduce the 
likelihood of seepage by diverting flow away from drift openings. However, reduction of 
seepage in a large area of the repository may increase seepage at a few locations. Further 
discussion of drift seepage can be found in Birkholzer et al. (1996).  
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3.6.2 Scales of Heterogeneity and their Influence on Seepage 

The emphasis for seepage calculations in this study was on the flow field within a few 

meters of drift openings. Therefore, the primary interest was permeability heterogeneities 

occurring within approximately one drift diameter of the opening. Simulation problems were 

posed that allow the possibility that heterogeneities actually focus flow from a wide area onto 

drift openings. The scale of such focusing would be equivalent to the scale length for spatial 

* heterogeneity in the lateral direction, which is comparable to the model dimensions. To study 

focusing over a larger area, larger models are required; this was not undertaken in this study.  

To examine the effects from the variability in local flux caused by large-scale focusing, the 

model discussed here could be run for a wide range of local percolation fluxes. The following 

sections contain analyses with spatially variable hydrologic properties, using a single 

stochastic realization to examine the nature of the effects of heterogeneity on seepage.  

The model domain used in the studies reported here was large enough to include local 

heterogeneities with scale length on the order of the drift diameter. With a model of this 

scale, the variability of calculated seepage along the drift axis was expected to be small 

because the integration of seepage fluxes at the drift wall acts as an averaging filter. The flux 

can still be highly variable, however, on a scale smaller than the drift diameter. Note that, if 

the scale of heterogeneity approaches the size of this model, each realization will resemble a 

homogeneous model that is one sample from an ensemble.  

3.6.3 Calculation Procedures 
The NUFT code (Nitao, 1993, 1995) can solve many different problems in a 

computationally efficient manner, retaining only the minimum required processes. In 

calculations performed for this study, the gas phase was assumed to be passive (i.e., more 

mobile than the liquid phase so that it does not significantly affect liquid flow). The primary 

variables in the NUFT code are the saturation S for unsaturated elements and the pressure 

head H for saturated elements. The model switches primary variables at any element when 

conditions change from saturated to unsaturated or vice versa. The'liquid density is taken as 

constant for unsaturated elements and is equal to p(H) - p. exp(cH) for saturated elements, 

where c is the liquid compressibility.  
The NUFT code solves the partial differential equations by the integrated finite-difference 

method and the backward Euler method. Newton-Raphson iteration is used to solve the 

system of nonlinear equations at each time step. Matrix inversion is performed using the 

conjugate gradient method, with incomplete ILU decomposition with matrix partitioning 

resulting from zebra ordering.  
For this study, steady-state fracture behavior in 2-D and 3-D models was simulated using 

the ECM, which has been widely used in previous applications (Nitao, 1988a). For both 

isothermal (2-D and 3-D) and nonisothermal (2-D) steady-state problems, the ECM in NUFT 

was used. For steady-state problems, the ECM generally produces results that are 

comparable to DKM results. For transient isothermal problems, DKM simulations were used 

in 2-D and 3-D, also implemented in the NUFT code.  

3.6.4 Random Field Generation 
A random field is a set of random variables defined over either a continuous or a 

discrete portion of space (see Vanmarcke, 1988). The random variables are usually 

statistically correlated, with the degree of correlation depending on location and on the 

direction and separation distance between points. For the seepage calculations described in 

this section, the random field was generated by the Fourier spectral method in three 
dimensions (Nitao, 1997b).  
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The value of the constant of proportionality used in the Fourier method is irrelevant 

because the resulting random field minus the mean is normalized by its standard deviation 

and then multiplied by the desired standard deviation. The random field algorithm is fully 

integrated into the NUFT code (Nitao, 1993,1995). The problem domain can be divided into 

subdomains, each with its own random field structure. Any of the hydrologic parameters can 

be a function of as many as three independent random fields per subdomain. The random

field generator works seamlessly with the dual permeability capability in NUFT to generate 

matrix and fracture properties that can be statistically independent or dependent. A single 

realization of a 3-D field for matrix hydraulic conductivity is shown in Figure 3-22..  

Figure 3-22 Front and side views of 3-D base-10 logarithm of hydraulic conductivity 

(m/s) field for the matrix continuum 

3.6.5 Steady-State Isothermal Seepage 

3.6.5.1 Model Geometry and Mesh 

A mesh was constructed to represent a drift with 5-m diameter and with a gravel invert 

that is 1.2 m deep at the deepest point. Both 2-D and 3-D models were run. The 2-D model 

domain was 10 m wide, with the drift at the midline, and 15.2 m tall, with the bottom of the 

invert 2.4 m from the bottom edge of the domain. The model grid was rectangular and had 50 

subdivisions in the horizontal direction and 59 subdivisions in the vertical direction, with a 

nominal block size of 20 cm in the vicinity of the opening. Unnecessary elements in the drift 

were removed, except for those next to the drift wall, which were assigned very high 

permeability to simulate the open drift. Seepage was allowed to occur from the rock into 

these drift elements, and the total seepage flux was output by the model. The 3-D model had 

the same basic mesh as the 2-D model (Figure 3-23), with an axial dimension of 5 m, and 25 

equal grid subdivisions.  

Figure 3-23 Front and side views of the 3-D grid 

3.6.52 Boundary Conditions and Initial Conditions 

For the steady-state problem, a constant uniform flux was applied to the top of the model 

domain. Drift elements were maintained at zero matric potential to represent an open void.  

The sides of the model were no-flow boundaries. The bottom was fixed at a constant matric 

potential corresponding to 90% saturation for the host rock, which was based on the matric 

potential curve for unit TSw35, in parameter set number 1, of Bodvarsson and Bandurraga 

(1996). The bottom acted as an outlet-flow boundary, so the matric potential value there did 

not affect the steady-state flow field, although the time to reach steady state was affected.  

Simulations performed at 70% saturation showed virtually no difference in the steady-state 

seepage flux. The initial condition elsewhere in the model was defined as the saturation for a 

steady-state system with zero percolation flux.  

3.6.5.3 Hydrologic Parameters 

The reference hydrologic parameters used in this study are shown in Table 3-16. They are 

assigned to the TSw34 unit, in parameter set 1 of Bodvarsson and Bandurraga (1996). For 

parameter sensitivity studies, the van Genuchten parameter ixf and saturated conductivity 14 

for the fracture were varied (van Genuchten, 1980). When Kf was varied, the fracture porosity 

*g and van Genuchten parameter a were scaled as the square root of K, The bulk conductivity 
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was scaled as ýf K, In the heterogeneous models, the Km and Kf were independent.  

log-normal random fields with ý,. and a6 varyi ng as the square root of K, and ýj and a• 

varying as the square root of / In some simulations, nf was a uniformly distributed 

variate, spatially uncorrelated.  

Table 3-16 Reference hydrologic properties for steady-state 

isothermal seepage calculations 

Fracture permeability Kr 6.54 x l0'rnt 

Fracture porosity 4 2.43 x 10V 

Fracture residual saturation S,, 0.04 

Fracture van Genuchten af 6.86x1O" Pa 

Fracture van Genuchten i,. 1/(1 - ini) 1.481 

Matrix permeability1K. 1.0 x 10i"1 rrm 

Matrix porosity 0.. 0.110 

Matrix residual saturation S,, 0.08 

Matrix van Genuchten a., 7.54 x 10"e P"1 

Matrix van Genuchten n. . 11(a - tit) 1.473 

3.6.5.4 Results for Steady-State Isothermal Models 

A model with uniform hydrologic properties has symmetry along the direction of the 

drift so that a 2-D model can be used. Various runs were made with 2-D models with 

different uniform property values. Also run were 2-D and 3-D heterogeneous models, 

including -isotropic and anisotropic heterogeneities. Note that 2-D heterogeneous models can 

be viewed as approximations to 3-D heterogeneous models with large-scale statistical 

correlation in the direction of the third axis.  
Figure 3-24 shows the seepage flux vs. average percolation flux on a semilog scale. The 

seepage flux is inunits of flow per unit area of the footprint of the drift (i.e., the horizontal 

plane passing through the drift centerline). Case A shown on the plot is for a 2-D 

homogeneous model with the reference properties (Table 3-16).  

Figure 3-24 Seepage-flux into drift vs. average percolation flux into top of model 

Case B is the same as A, except that nf is increased in the reference case to 4.23, a value 

more indicative of well-sorted material (i.e., instead of being widely distributed, the pore 

sizes are more uniform). With a larger value of ni, the matric potential curve has a more 

sharply defined air-entry pressure, at which water will flow from the fracture. As the value of 

n, increases, the fracture becomes more like a parallel plate. The matric potential curve for 

smaller nt has a more gradual curve, and the saturation remains closer to unity until the 

matric potential approaches a value small enough for the fracture to drain.  
Case C on the plot is for a 2-D model with heterogeneous properties, and curve D is for a 

3-D heterogeneous model. Both C and D have mean hydrologic properties equal to.the 

reference properties (Table 3-16), and both generated fields have an isotropic correlation 
length of I m.  

A comparison of Figure 3-24 and Figure 3-25 shows the seepage-flux ratio vs. percolation 

flux for the same four cases: X B, C, and D. In Figure 3-25, the seepage-flux ratio is plotted 

against the simulation time, in days. This ratio is the seepage. flux divided by the ambient 
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average percolation flux. For a homogeneous medium, it must approach unity as the ambient 
SJpercolation 

increases because the seepage flux, as defined, can never exceed the percolation 

flux. For a heterogeneous material, this ratio can be exceeded, but the effect is minor if the 

scale of heterogeneity is smaller than the drift diameter. Also, because of numerical 

discretization errors, the ratio can exceed unity by a small amount 

Seepage does not occur in the homogeneous case (A) until the ambient flux is 

approximately 200 mm/yr. In the 2-D heterogeneous case, a very small amount of seepage 

occurs when the ambient flux is approximately 4 mm/yr. In the 3-D heterogeneous case, 

seepage starts at 50 mm/yr. Seepage occurs in the homogeneous case with the increased n, at 

approximately 10 mm/ yr. Compared to heterogeneous models, the homogeneous model (A) 

strongly underpredicts the onset of seepage flux. The relative amounts of seepage at the 

lower percolation fluxes for the heterogeneous cases are very small, indicating that there are 

only a few preferential flow pathways that are slowly seeping. Note that the effect of 

increasing n1 is quite significant and has a stronger effect than does spatial heterogeneity.  

The seepage flux ratio in the comparison of Figure 3-24 and Figure 3-25 indicates that the 

seepage flux does not equal the percolation flux until the percolation flux is on the order of at 

least several tens of nun/yr.  

Figure 3-25 Ratio of seepage flux into the drift divided by ambient percolation flux vs.  

time 

Figure 3-26 is a representative plot of the isosurfaces of 50% saturation in the fractures for 

the 3-D heterogeneous case (D) and shows the impact of heterogeneity on the spatial 

distribution of water in the fractures. The fracture saturation in the ECM is computed from 

the ratio of the volume of water minus the volume in the matrix divided by the fracture 

volume, under the assumption that the matrix fills first.  

Figure 3-26 Steady-state isosurfaces of 50% fracture saturation for a 3-D simulation 

3.6.5.5 Summary of Steady-State Isothermal Models 

By examining the dependence of seepage flux on percolation flux for a range of cases, 

very small amounts of seepage were found able to occur at relatively small percolation fluxes.  

With plausible parameter values, small amounts of seepage could occur for ambient 

percolation fluxes of a few mm/yr up to tens of mm/yr. In ventilated drifts, these fluxes are 

on the order of less than tenths of mm/yr and were likely to be evaporated by ventilation.  

The van Genuchten parameter ni, which characterizes the pore-size distribution in the 

fractures, can have a significant impact on the seepage-percolation curve. Although one 

stochastic realization of spatially heterogeneous permeability was used in this study, the 

conclusion that heterogeneity increases seepage would very likely be reached with any other 

realization. Further simulations could be used to explore the relation between seepage 

magnitude and stochastic parameter values.  

3.6.6 Transient Isothermal Models 

3.6.6.1 Model Geometry and Mesh 

The 3-D, transient, isothermal model grid was the same grid used for the 3-D steady-state 

isothermal problem (see Figure 3-53). Unnecessary elements in the drift were removed, 

except for those next to the drift wall, which'were assigned very high permeability to 
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simulate the open drift. Seepage was allowed to occur from the rock into these drift elements, 

and the total seepage flux was output by the model. The same grid layout was used for both 

the fracture and matrix continua.  

3.6.6.2 Boundary Conditions and Initial Conditions 

In the transient simulations, the initial conditions were assumed to be saturations from a 

steady-state system with steady percolation flux of 5 mm/yr. Drift elements were maintained 

at zero matric potential to represent an open void. The sides of the model were no-flow 

-boundaries. The bottom was fixed at a constant matric potential corresponding to 90% 

saturation for the host rock, which was based on the matri¢ potential curve for unit TSw35, in 

parameter set number 1, of Bodvarsson and Bandurraga (1996). The bottom acted as an 

outlet-flow boundary, so the matric potential value there did not affect the flow field.  

Simulations performed with a constant matrix potential corresponding to 70% saturation at 

the bottom of the model showed virtually no difference in the steady-state seepage flux. The 

initial condition elsewhere in the model was defined as the saturation for a steady-state 

system with zero percolation flux.  

3.6.6.3 Hydrologic Parameters 

The DKM hydrologic parameters used in transient isothermal simulations (see 

Table 3-17) are representative of properties at the repository horizon and were obtained for 

the TSw35 unit in the July 1997 property set for TSPA-VA. The K. and 14 are independent 

log-normal random fields, with ý. and ac varying as the square root of K, and ýf and o4 

varying as the cube root of Y, The parameters m. and nm are spatially uniform. Note that the 

definition of the symbol K, used here is different from that used in previous reports (Nitao, 

1997a, 1997c) where it was used as the permeability of the fracture itself and not the bulk 

continuum permeability (or hydraulic conductivity) as defined here. This explains why, in 

the previous reports, ýf and ci were varied as the square root of 4 

Table 3-17 Hydrologic properties for the TSw35 unit, from the 

1997 TSPA-VA property set (DKM) 

Fracture continuum hydraulic conductivity K& 3.72 x 10" m/s 

Fracture porosity @ 3.29 x 10-4 

Fracture residual saturation Sf 0.04 

Fracture van Genuchten a, 1.10 x 10V Pae1 

Fracture van Genuchten in n- (i,-1)Win 0.492 

Matrix continuum hydraulic conduct"ty K, 1.55 x 1010 m/s 

Matrix porosity 0,, 0.115 

Matrix residual saturation S,,, .0.08 

Matrix van Genuchten a;. 3.31 x 10" Pae 

Matrix van Genuchten in,, - (U,, - 1)/n1. 0.229
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K.J 3.6.6.4 Results for Equilibrated, Transient Isothermal System 

A preliminary steady-state case was run to compare seepage as a function of the ambient 

percolation flux. The preliminary run used a matrix block radius L,, equal to 0.1667 and a 

fracture surface area density a,, equal to 4.0, which, for a parallel set of fractures, corresponds 

to three fractures per meter. An isotropic correlation length equal to 1 m was used for the 

random fields. The flux into the top of the model was introduced entirely to the fracture 

continuum; no flux was specified into the matrix continuum. The model was run until a 

steady-state seepage flux was attained.  
Figure 3-27 shows the seepage flux into the drift versus the percolation flux into the top 

of the model. The seepage flux was normalized by the area of the footprint of the drift (i.e., it 

was equal to the total flux into the drift divided by the area of the horizontal plane segment 

within the drift passing through the drift centerline). Seepage occurred at a percolation flux 

of approximately 25 mmr/yr, for the DKM (preliminary steady-state) problem. Steady-state 

conditions were attained in all cases within 3 yr.  

Figure 3-27 Seepage flux into the drift vs. percolation flux into the top of the model for 

the heterogeneous dual-permeability base case, heterogeneous equivalent 

continuum case, and homogeneous dual-permeability case 

A simulation using spatially homogeneous properties obtained from the mean property 

values of the heterogeneous case is also shown in Figure 3-27. A percolation flux of 

300 mm/yr was required for seepage to occur in the homogeneous case. Note that, as a result 

of the wider distribution of pore sizes in the latter, the curve is steeper for the homogeneous 

case than for the heterogeneous case. The heterogeneous case had a few large pores that, 

* because of their weaker capillarity, could produce seepage under relatively low percolation 

flux conditions. The ECM used in a previous study (Nitao, 1997c) was adequate for steady

state conditions. To illustrate this fact, the heterogeneous case was rerun with the ECM. As 

shown in Figure 3-27, the results were almost identical with the DKM results using the same 

properties, as expected. Note that the ECM case represented in Figure 3-57 is different than 

that in Figure 3-24. There, the random field for the fracture permeability was generated, 

whereas here the random field for bulk fracture permeability was generated.  

Figure 3-28 shows a transient run made using the July 1997 TSPA-VA DKM properties 

(Table 3-17). For this model, seepage does not occur until the percolation flux reaches a value 

greater than 1000 mmn/yr. This case has a smaller fracture it parameter, which means the 

capillarity in the fractures is greater, so a larger flux is needed for the gravitational head in 

the fracture to overcome the capillary potential. The at parameter is approximately the same 

as the reciprocal air-entry pressure, which is the minimum suction pressure needed to 

remove water from a porous medium (in this case, the fracture continuum). The a1 value in 

Table 3-16 gives a relatively low air-entry pressure of 826 Pa, whereas the of value in 

Table 3-17 corresponds to a much larger air-entry pressure of 9100 Pa.  

Figure 3-28 Seepage flux vs. percolation fluix for the July 1997 TSPA-VA DKM case 

The foregoing example illustrates the importance of the parameter C%. Note that a smaller 

o4 corresponds to fractures with smaller apertures. To model the zero-th order effect of 

fracture alteration due to geochemical or geomechanical processes, a calculation was run in 

which the region of rock was altered at a distance as much as 12 m from the drift wall. With 

the following changes, the altered region was treated as a random field distinct from the 

surrounding rock. (1) the mean bulk fracture permeability was increased by three orders of 

magnitude, and (2) the mean fracture porosity and at parameters were increased by one order 
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of magnitude. The results shown in Figure 3-29 indicate that the seepage flux for the altered 

case is slightly less than that for the base case. One would have expected the opposite to be 
true. However, the random field-structure of the altered area is statistically independent of 

the rest of the rock, so the connectivity of pathways at the contact between the two regions is 

suppressed; this may not be realistic. Further simulations of this type should address what 

happens when the altered and surrounding rock are derived from the same underlying 

random field. Figure 3-29 does show the importance of the statistical correlation of 

geochemical and geomechanical alteration with hydrologic features in the surrounding rock.  

Figure 3-29 Seepage flux vs. percolation flux is 1.2 m around the drift for the base case 
and for the increased-fracture-permeability case 

Evaporation of incoming water by ventilation during the pre-emplacement period can be 

significant when compared to seepage fluxes. During the construction of the ESF tunnel, 

evaporation was estimated by Wang (1996) to be on the order of hundreds of min/ yr 

expressed as seepage. The base case run had no ventilation, and a zero potential boundary 

condition corresponding to a RH of 100%N within the drift was imposed at the drift wall.  

Ventilation can be approximately treated within this model by specifying a matric suction as 

a boundary condition at the drift wall (Birkholzer et al., 1996) using Kelvin's law- (Edlefsen 
and Anderson, 1943) for a porous medium. Figure 3-30 shows the flux into the drift (seepage 
plus evaporated) for a case with ventilation equal to a RH of 50% within the drift. The base 
case with no ventilation is also shown. The difference between the two curves is the amount 
that is evaporated from the drift wall and varies from 10 to 50 mn/y. The ventilation flux 
increases with increasing percolation flux. Note that, for a ventilation system to carry water 

away from seepage,.it must also carry the water evaporating from the walls. The upper curve 

is the sum of these two contributions of evaporating water. Therefore, it is the total flux of 

water (per area of drift footprint) that a ventilation system has to carry away to evaporate the 
water produced from seepage. The effect of ventilation is transient, as shown from DKM 
runs which show the history of seepage flux in the repository, after ventilation for the first 
100 yr (Figure 3-31).  

Figure 3-30 Total flux into drift vs. percolation flux for the base case and the case with 
50% RH in the drift to simulate ventilation 

Figure 3-31 Seepage flux vs. time for cases with and without ventilation at 50% relative 
from time 0 to 100 yr 

3.6.6.5 Results for a Transient, Periodic Isothermal System 

Seepage flux in response to episodic percolation pulses into the top of the model was also 
investigated. The modelwas initialized to a percolation flux of 5 mm/yr with no drift 
present. The drift was then placed into the model at time zero, and the percolation flux was 
held at 5 mm/yr for 10 yr, at which point the flux was suddenly increased to a constant value 
that was held for 2 days and then returned to 5 mm/yr. This cycle was repeated every year 
for 4 yr.  

Figure 3-32 shows the seepage flux for the case where the flux undergoes a 10,000-mm/yr 
percolation event. Development of the saturation front in a vertical plane within the fracture 
continuum is shown in Figure 3-33, for several time steps from 10 yr (after equilibration but 
prior to the percolation event) until 3.2 hr after the start of the event.  
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Figure 3-32 

Figure 3-33

Seepage flux vs. time for the case with 1O,000-mm/yr pulse every year, 

lasting over a 2-day period, imposed on a background flux of 5 mm/yr 

Liquid fracture saturation during the start of an infiltration event with a flux 

into the top of the model of 10,000 mm/yr over a 2-day period

Figure 3-34, Figure 3-35, Figure 3-36, and Figure 3-37 show the seepage flux versus time 

from the beginning of each year that the percolation pulse occurs. Seepage calculations are 

shown for percolation pulses corresponding to transient fluxes of 100, 1000, IOW, and 10W 

mm/yr. The case for 10 nun/yr is not shown because no seepage occurred. Note that these 

fluxes are instantaneous and not annualized. For example, 10' mm/yr over a period of 2 days 

is 546 mm of water, which, on an annualized basis, is 546 mam/yr. Several observations can be 

made from these results. The lag time for the percolation pulse to affect the drift is on the 

order of one day for the 100-mm/yr case and on the order of hours, or less, for the higher flux 

cases. The duration of the pulse effect varies from a few days for the lower flux cases to tens 

of days for the higher flux cases.

Figure 3-34 

Figure 3-35 

Figure 3-36 

Figure 3-37

Seepage flux vs. time from beginning of each year for the case with 
100-mm/yr pulse every year 

Seepage flux vs. time from beginning of each year for the case with 
1000-mm/yr pulse every year 

Seepage flux vs. time from begiinning of each year for the case with 
10,O00-mm/yr pulse every year 

Seepage flux vs. time from beginning of each year for the case with 
100,O00-mm/yr pulse every year

There appears to be very little memory between percolation pulses, at least over a time 

frame of I yr. (Note that models extending to the ground surface might show different 

time constants.) One important observation is that the peak seepage flux does not exceed 

the steady-state seepage flux in Figure 3-34 through Figure 3-37. (At approximately 

200 mm/y and above, the seepage flux is approximately equal to the percolation flux.) 

Therefore, in some cases it may be possible to estimate maximum transient fluxes using 

steady-state simulations.  

3.6.6.6 Summary of Transient Isothermal Models 

By examining the dependence of seepage flux on percolation flux for a range of cases, 

small rates of seepage were found to be possible for small percolation flux. Under realistic 

parameter values, small amounts of seepage could occur at percolation fluxes on the order of 

tens of mm/yr. It was shown that a homogeneous model can severely underpredict seepage 

fluxes. Also, it was confirmed that the ECM can be used to model steady-state seepage. The 

simulations showed that increases in fracture permeability due to geochemical or" 

geomechanical changes can actually decrease seepage if there is lack of spatial correlation 

between the altered area and the surrounding rock. Evaporation from the drift wall due to 

ventilation at 50% RH was found to be comparable to drift seepage fluxes. Evaporation fluxes 

equivalent to seepage fluxes on the order of 10 to 50 mm/yr are possible. For drift-scale

\.-ý
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processes, the mem6ry between short, episodic percolation pulses is on the order of 1 yr or 

less. The simulations indicate that the peak seepage flux during short transient percolation 

events does not exceed the seepage flux under steady-state'conditions.  
Although one stochastic realization of spatially heterogeneous permeability was used in 

this study, the conclusion that heterogeneity increases seepage-would very likely be reached 

with any other realization. Further simulations could be used to explore the relations among 

seepage magnitude and stochastic parameter values.  

3.6.7 Nonisothermal Models 

A nonisothermal model was developed to evaluate seepage during the thermal evolution 

of the NFE. The ECM approach was used, and cases were run with homogeneous and 

spatially heterogeneous fracture-continuum properties. Results presented subsequently for a 

single set of properties indicate that heating of the rock by conduction has a regularizing 

effect on TH processes in the presence of spatial heterogeneity of hydrologic properties.  

3.6.7.1 Model Geometry and Mesh 

For the nonisothermal seepage problem, a 2-D, periodic drift-scale model was used with 

drift spacing of 28 m, consistent with the reference point-load repository design. The 

diameter of the drift was specified as 5.5 in, which assumed that the drift liner is not present 
(see Figure 3-38). Intact ground support in the model would divert seepage either behind or 

through joints in the lining. As is the case with the reference design, the nonisothermal model 

does not include backfill. The reference design for the invert was not finalized at the time this 

study was performed, so a gravel invert was assumed.  

Figure 3-38 Close-up of the nested grid and the log,. bulk permeability field around the 
drift 

The model domain was 694 m tall, representing the UZ from the water table to the 

ground surface. A grid with square elements 0.3 m by 0.3 m was placed around the drift and

nested into a coarse main grid (Figure 3-38). Fine gridding was required to resolve the flow 

processes that can strongly affect drift seepage, especially around the crown of the drift In 

general, the resolution of the grid should be smaller than the correlation length of the 

heterogeneous hydrologic properties. Fine gridding better defines the circular drift geometry 

for more accurate simulation of streamlines around the drift opening.  

3.6.7.2 Hydrologic Parameters 
The parameters used for nonisothermal, ECM simulations are shown in Table 3-18 and 

Table 3-19. These are distinct from the parameters in Table 3-17 because the two sets were 

generated for use with different mathematical models (ECM vs. DKM), according to the 

methodology presented by Bodvarsson et al. (1997).  
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Table 3-18 Hydrologic properties for the TSw35 unit, from the 

1997 TSPA-VA property set (ECM) 

Fracture permeability K, 4.19 x 10- rn 

Fracture porosity 0, 3.29 x 10-' 

Fracture residual saturation Sj 0.01 

Fracture van Genuchten a, 1.10 x 10' Pa-1 

Frac-ture van Genuchten n, = 1/(1 - in) 1.969

Matrix permeability K, 1.55 x I0V 7 m 2 

Matrix porosity ,, 0.115 

Matrix residual saturation S,, 0.08 

Matrix van Genuchten a, 3.31 x 10e Pa-9 

Matrix van Genuchten n. = 1M1 - n,) 1.297 

Bulk dry thermal conductivity KE 2.1 W/m-K 

Bulk wet thermal conductivity KH 2.1 W/m-K 

Grain heat capacity 9.0 x 102 J/kg 

Grain density 2.54 x 103 kg/m3

Table 3-19 - Hydrologic properties of the TSwl unit, based 
on Klavetter and Peters (1986) 

Fracture permeability K( 8.83 x 10-10 m2 

Fracture porosity of 3.330 x 10-4 

Fracture residual saturation S, 0.04 

Fracture van Genuchten a, 1.315 x 1 0- Pa-' 

Fracture van Genuchten n, = 2/(1 - in,) 4.23 

Matrix permeability K. 1.9 x 10-Is mn 

Matrix porosity ., 0.110 

Matrix residual saturation S.. 0.08 

Matrix van Genuchten a,, 5.8 x IV, Pae 

Matrix van Genuchten n. = 1/(1 - in,) 1.798 

Bulk dry thermal conductivity K 1.5 W/m-K 

Bulk wet thermal conductivity.KH. 2.13 W/m-K 

Grain heat capacity 9.0 x 102 J/kg 

Grain density 2.54 x 103 kg/m3
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3.6.7.3 Thermal Radiation 

Radiative heat transfer must be accounted for in nonisothermal problems containing void 
space (e.g., open drift). If radiative transfer is not included, temperature differences between 
various locations in the drift environment can be overestimated by an order of magnitude.  
Because of the fine model grid around the drift, there were many elements on the surface of 
the drift wall (see Figure 3-38) resulting in numerous radiation connections from drift-wall 
elements to other drift-wall elements, from drift wall to WP elements, and from drift wall to 
invert elements. These connections numbered on-the order of several thousand, so a 
computer program (RADPRO) was developed to create the connections for 2-D and 3-D 
problems. It automatically verifies line-of-sight connection between elements and can also 
calculate radiation reflections from axial or transverse symmetry planes. For the 
nonisothermal model, only a single reflection stage was implemented. The RADPRO 
program removed the redundant connections associated with reflected elements.  

In some applications, especially large 3-D problems, the number of radiation connections 
can be prohibitive. The RADPRO program eliminates those for which the contribution to the 
total view factor is smaller than a specified tolerance or for which the angle from the surface 
normal is larger than a specified threshold. Because of these approximations, the view factor 
of the WP may not total to unity, and the program can adjust the coefficients of the 
connections to normalize the view factor.  

The RADPRO program can treat not only a single WP but multiple WPs. It also generates 
the specification in the NUFT input file for the location of the various material types in the 
model (e.g., the location of the drift, WP, and invert with respect to the grid indices). The 
program is intended for use with fine-grid models so that the size of the exposed surface area 
of the radiating elements is small compared to the distance between elements.  

3.6.7.4 Heat Load 

The heat load used in the 2-D nonisothermal model was expressed as a line heat load. The 
magnitude of the average linear power density was consistent with an assumed *arrangement.  
of three types of WPs from the reference repository design: 21 PWR (5.436 MTU), 21 PWR 
(8.148 MTU), and 21 PWR (9.051 MTU). Each of these WP design types contains 21 fuel 
assemblies from pressurized water reactors (PWR), with age and burn-up characteristics that 
determine heat output.  

3.6.7.5 Boundary Conditions and Initial Conditions 

A constant uniform flux was applied to the top of the nonisothermal model. The sides of 
the model were specified as no-flow boundaries. The bottom was fixed at constant saturation, 
pressure, air mass fraction, and temperature. The gas phase was not allowed to flow through 
the water table. The initial conditions were obtained by running the model at the specified 
percolation flux with no drift and no heat until steady-state conditions were achieved.  

3.6. 7.6 Results 

Simulations were first run using the TSPA-VA property set under heat and no-heat 
conditions. Figure 3-39 and Figure 3-40 show the net liquid-phase seepage flux into the drift 
as a function of time for the cases with homogeneous and heterogeneous hydrologic 
properties, respectively. Negative flux was the result of water vapor condensing into the drift 
wall. As the air in the drift was heated, water vapor condensed onto the cooler drift wall and 
was imbibed by capillarity. The condensation stopped when the temperature of the drift wall 
reached the boiling point of water. The imbibition flux magnitude was slightly greater for the 
heterogeneous case.  
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Figure 3-39 Seepage flux into the drift for the homogeneous, 5-mm/yr case under point 

loading with the TSPA-VA 

Figure 3-40 Seepage flux into the drift for heterogeneous, 5-mm/yr case under point 

loading with TSPA-VA property set 

Figure 3-41 and Figure 3-42 show the same cases computed using the Klavetter and 

Peters (1986) ECM property set. For this situation, there was a net positive flux of liquid into 

the drift because the condensate that formed on the drift wall was not completely imbibed, so 

it drained back into the drift.The liquid saturation of the rock matrix in the NFE using the 

Kiavetter and Peters properties was quite high, at an ambient percolation flux of 5 mnm/yr, 

when compared to the TSPA-VA properties; hence the imbibition capacity was limited.  

Figure 3-41 Seepage flux into the drift for the homogeneous, 5-mm/yr case under point 

loading with the Klavetter and Peters (1986) property set 

Figure 3-42 Seepage flux into the drift for the heterogeneous, 5-mm/yr case under point 

loading with the Klavetter and Peters (1986) property set 

Figure 3-43 shows the liquid saturation calculated for high-permeability elements inside 

the drift at 3 yr. It graphically depicts the liquid water seeping into the drift from the drift 

crown. In the simulation, the seepage evaporated in the drift before reaching the WP and 

invert because the high-permeability elements representing the drift were assigned an 

artificially small, liquid relative permeability at small saturations to eliminate the small time 

constant associated with the falling water. Otherwise, the resulting small time steps in the 

numerical solution algorithm would have made simulation impractical. The small drift 

relative permeability slows the velocity of the water and allows time for the heat in the drift 

to evaporate it while it is still falling. In actuality, the seepage would contact the hot WP or 

invert and boil upon contact.  

Figure 3-43 Liquid saturation in the drift at 3 yr for 5-mm/yr percolation flux using the 

Klavetter and Peters (1986) property set with heterogeneous various 

Figure 3-44 compares a line-load and the reference point-load heating configuration for 

the Klavetter and Peters (1986) property set. The line load was simulated by preserving AML 

while shortening the axial spacing between WPs by a factor of 0.6. The preboiling time period 

of condensate drainage (i.e., negative flux) was projected to last less than 1 yr. Note that a 

potential benefit of the line load is that there is no postboiling condensate drainage. Another 

benefit, which is not represented in the 2-D model, is that more uniform thermal conditions 

will result; this will reduce the likelihood of water vapor moving along the drift toward 

cooler regions where it can condense.  

Figure 3-44 Seepage flux into the drift for the heterogeneous 5-mm/yr case with the 

Klavetter and Peters (1986) property set-comparison between line and 

point loading 

A parameter study was performed to make a zero-order estimate of the effectsof possible 

alteration of fracture properties by geomechanical or geochemical processes. The fracture 

permeability and fracture porosity of a region around the drift were modified out to one drift 

radius (2.75 in) from the drift wall in all directions. Uniform hydrologic properties were used 
K> 
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in the modified zone, with the fracture permeability decreased by a factor of 0.01 and fracture 

porosity decreased by 0.1. A second case was run with fracture permeability increased by 100 

and porosity by 10.  
The results shown in Figure 3-45 indicate that decreased fracture permeability around the 

drift could reduce the likelihood of seepage from the rock. (Water condensing onto the ceiling 

surface might also drip onto the WP, but the model did not include the details of this 

phenomenon.) Note that the case with increased fracture permeability had a higher seepage 

flux, especially during the postboiling period.  

Figure 3-45 Seepage Thux into the drift for the heterogeneous 5-mmt/yr case under point 
loading with the Klavetter and Peters (1986) property set-effect of altering 
the degree of fracturing around the drift 

3.6.7.7 Summary of Nonisothermal Models 

The capability has been developed to model seepage of water into emplacement drifts 

from a heterogeneous formation under nonisothermal conditions using the NUFT code. A 

new program (RADPRO) was created to automatically generate, for 2-D and 3-D models, the 

radiation connections among elements of the model exposed to the drift void space. This 

includes the connections due to virtual reflections about symmetry planes.  
Simulations showed that, before the temperature at the drift wall reaches the boiling 

point of water, radioactive decay heat from WPs could give rise to seepage of condensate 

back into the drift (i.e., therm~illy driven reflux within the drift). This phenomena could occur 

for either boiling or sub-boiling repository designs. Seepage fluxes during this period were 

projected to be significantly higher than percolation fluxes and could range from tens to 

hundreds of mm/yr. Thelikelihood of such fluxes depends strongly on the hydrologic 
properties and conditions of the surrounding rock mass.  

For example, at a percolation flux of 5 ram/y, reflux within the drift was simulated using 

hydrologic properties from Klavetter and Peters (1986), but not using the 1997 TSPA-VA 

properties (ECM). The duration of this condensation period was relatively short, in 

simulations where it occurred, and seepage stopped after the rock reached boiling 
temperature. The simulations also indicated that reflux water could enter the drift after the 

temperature at the drift wall returned to boiling or sub-boiling conditions.  
Calculations showed that the length of the condensate-drainage period was reduced from 

approximately 4 yr for the reference point-load design to approximately 1 yr for the line-load 

configuration. In exchange for the shorter seepage period, the amount of seepage flux was 

roughly doubled compared to that of the reference point-load design. Another advantage of 

the compared line load over the point load was the absence of seepage dunng the post

boiling period. A simple sensitivity study was undertaken to estimate the effects of rock-mass 

alteration by geomechanical or geochemical processes. Decreased fracture permeability and 
porosity out to one drift radius from the drift wall were found to decrease condensation 
seepage, whereas increased values of these properties led to increased condensation seepage 

especially during the post-boiling period.  
Although one stochastic realization of spatially heterogeneous permeability was used in 

this study, the conclusion that heterogeneity increases seepage would very likely be reached 

with any other realization. Further simulations could be used to explore the relations among 
seepage magnitude and stochastic parameter values.  
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_3.7 Multi-Scale Models and Assumptions for TSPA-VA Support 

3.7.1 Background 

The multi-scale approach is used to develop time-varying estimates of key NFE 

performance measures for locations throughout the repository. Performance predictions vary 

significantly for different locations because of differences in hydrostratigraphy and 

infiltration flux. The performance measures include drift-wall temperature, WP temperature, 

and drift-air RH at the WP surface (see Table 3-20). The estimation procedure is fast enough 

to be conducted for many locations in the repository layout and repeated 'for TSPA-VA 

sensitivity cases and alternative model exercises.  

Table 3-20 Thermohydrologic measures estimated by the multi-scale TH modeling 
approach 

Measures calculated for TSPA-VA are indicated by bold, uppercase 
X. Other measures also calculated by the approach are indicated by 
lowercase x. The measures are temperature (7), relative humidity 
(RH), gas-phase air-mass fraction (Xjg.g), liquid phase. saturation 
(Saq), and liquid phase flux (qiq).  

Location T. RH ,.,S q" 

Rock above drift wail x x x x X 

Rock at drift wall X X x x x 

Drift above WP. X 

WP surface X X 

Invert X x x X 

The need for a multi-scale approach stems from the fact that the performance measures 

depend on TH behavior within a few meters of the emplacement drifts and also on thermal 

and TH behavior on a repository scale. A single numerical model cannot readily incorporate 

the required range of scales, for locations throughout the repository, without involving an 

unfeasible number (millions) of grid blocks. Consequently, a procedure has been developed 

for estimating the results that would be obtained using a full-scale, 3-D repository model 

with drift-scale resolution (i.e., millions of grid blocks).  
A possible approach to the multi-scale prediction problem would be to embed a 3-D drift

scale model with a relatively fine mesh into a 3-D repository-scale model with a coarse mesh.  

This approach is also too computationally intensive for the required number of cases. The 

multi-scale approach presented subsequently combines 1-D, 2-D, and 3-D thermal
conduction-only models (T-models) and TH models at different scales to estimate the 

required performance measures.  

3.7.2 Calculated Performance Measures 
The multi-scale approach combines 1-D, 2-D, and 3-D drift-scale T-models and TH 

models with a conduction-only 3-D mountain-scale model (Figure 346). Output from this 

system provides estimates for the time evolution of the performance measures summarized 

in Table 3-20. These measures are used by TSPA-VA to estimate WP corrosion rates, waste
form dissolution rates, and transport of radionuclides in the NFE.  
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The use of conduction-only models will introduce small errors in the abstracted.  

performance measures. The magnitude of these errors can be estimated by comparison of 

abstracted results with direct simulations. Where possible, conduction-only models are used 

to calculate temperature differences instead of absolute temperatures: this minimizes the 

abstraction errors.  

Figure 3-46 Schematic of conceptual models used by the multi-scale TH modeling 

approach 

The TH performance measures (Table 3-20) are provided to TSPA-VA for various 

combinations of the following: 
* Different locations in the repository 
• Variations in heat production corresponding to different WP designs and types of 

waste such as commercial spent nuclear fuel (CSNF) vs. defense high-level waste 

(DHLW), CSNF age and burnup, WIP spacing, and sequencing of WP types in the 

emplacement drifts 
* Design options such as the line-load design or backfill 

The TH performance measures are also provided for testing sensitivity of the TSPA-VA to 

variations such as the following: 
* Alternative thermal and TH properties 
* Alternative distributions of infiltration flux, including the influence of climate change 

• Alternative conceptual models of fracture-matrix interaction (e.g., comparing ECM 

with D1)1M results) 
* Alternative conceptual models of heat-flow conditions at the water table, (e.g., a fixed 

temperature vs. explicit representation of heat loss to the SZ) 

Given the number of required implementations of the calculation procedure for TSPA-VA 

performance measures, the multi-scale approach was developed to efficiently incorporate as 

much detail as is computationally feasible.  

3.7.2.1 Multi-Scale Submodel Nomenclature 

Four different submodel types are used by the multi-scale approach: 

Smeared-heat source, mountain-scale thermal conduction-only (SMT) model 

* Smeared-heat source, drift-scale, thermal conduction-only (SDT) model 

* Line-averaged heat source, drift-scale, TH (LDTH) models that use the DKM 

conceptual model 
Discrete-heat source, drift-scale, thermal conduction-only (DDT) models 

These types are defined and discussed in the following subsections (see Table 3-21). In 

addition, the following other submodel types have been used during the course of sensitivity 

analysis and model-abstraction testing: 
* Line-averaged heat source, drift-scale, TL Seepage (LDTH-.S) models 

* Smeared-heat source, drift-scale, TH (SDTH) model 
• Line-averaged heat source, drift-scale, TH (LDTH) model that uses the ECM 

conceptual model 
Line-averaged heat source, drift-scale, TH (LDTH) model that uses the DFM 

conceptual model 
• Discrete-heat source, drift-scale, TH (DDTH) model 

3-62 Near-Feld/Altered-Zone Models Report 

UCRL-!D-129179



3. ThermohydrologlC Models

Summary of model types used in the multi-scale TH modeling approach 

Process types are thermal-conduction (M) and thermal-hydrologic 
(TH).

- , T 1* - I .  Process in-urm
Heat Source Dimensionality Process 

Type
in-una• Thermal 

Radiation

Use in TSPA-VA 
Multi-Scale TH 

Modeling Approach

SIT sImeared •3-D mountain-wale T no F__cess-___el input 

SMTH smeared 3-D mountain-scale "T no Process-model input' 

LMTH line-averaged 3-D mountain-sca-e TH yes Abstracted result" 

DMTH discrete 3-D mountain-scale TH yes Abstracted result 

SDT smeared 1-D drift-scale T no Process-model input 

SDTH smeared 1-D drift-scale TH no Process-model input' 

LDTH line-averaged 2-D drift-scale TH yes Process-model Input 

DDT discrete 3-D drift-scale T yes Process-model input 

D0TH discrete 3-D drift-scale TH yes Model-abstraction testing

To be used in a future version ot te mwu-scae t n muuJcu "j'j''& 
See Figure 3-54.

3.7.3 Location-Specific Data for Calculation of TSPA-VA Performance Measures 

Drift-scale model calculations are made throughout the repository area (Table 3-22) in 

either a slightly irregular 3 x 5 grid or a uniform 5 x 7 grid (c). The 3 x 5 grid with 15 locations 

is used for sensitivity analysis (Buscheck et al., 1997c). The 5 x 7 grid with 35 drift locations is 

used for the TSPA-VA TH predictions. The vertical hydrostratigraphy for all of these 

locations, including the elevations of unit contacts, and unit properties, is consistent with the 

UZ site-scale model (Bodvarsson et al., 1997).

Drift-scale model column locations 

Northing and easting values are given in the Nevada State Plane 
coordinate system.

Column Easting Northing Repository Repository Repository 

Name (m) (m) elevation (m) depth (m) unit name 

lcl 170190 232406 1093.3 387.3 Tsw36 

l1c2 170417 232394 1092.5 365.3 TSw35 

l1c3 170644 2382 1091.6 335.2 Tsw35 

1104 .170871 232370 1090.6 288.1 Tsw35 

lIc5 171098 232358 1089.9 274.4 Tsw34 

12c0 170214 232857 1087.0 296.2 Tsw36 

t2c2 170441 232845 1086.2 369.8 Tsw35 

'2c3 170668 232833 1085.4 341.5 Tsw35 

12c4 170895 232821 1084.5 278.9 Tsw35 

l2cS 171122 232809 1083.7 230.6 Tsw34 

-. -a

Table 3-21

Model 
Type

Table 3-22
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Column Easting Northing Repository Repository Repository 

Name (m) (M) elevation (m) depth (m).• unit name 

1301 170238 233308 1080.8 329.9 Tsw35 

13c2 170464 233296 1079.9 382.5 Tsw35 

13c3 170691 233285 1079.1 298.8 Tsw35 

13c4 170918 233273 1078.2 258.5 Tsw35 

13c5 171145 233281 1077.4 258.0 Tsw34 

14c0 170261 233760 1074.5 369.8 Tsw36 

14c2 170488 233748 1073.7 386.6 Tsw35 

14c3 170715 233736 1072.8 352.8 Tsw35 

14c4 170942 233724 1072.0 293.7 Tsw35 

14c5 171169 233712 1071.1 253.7 Tsw34 

150c 170285 234211 1068.3 400.1 Tsw35 

15c2 170512 234199 1067.4 384.3 Tsw35 

15c3 170739 234187 1068.8 357.0 Tsw35 

15c4 170968 234175 1065.7 303.2 Tsw35 

i5c5 171193 234164 1064.9 281.9 Tsw34 

1601 170309 234663 1062.0 365.0 Tsw38 

16c2 170535 234651 1081.2 396.9 Tsw35 

16c3 170762 234639 1060.3 340.2 Tsw35 

16c4 170989 234627 1059.5 .295.7 Tsw35 

16c5 171218 234815 1058.5 243.0 Tsw35 

17c0 170332 235114 1055.7 408.8 Tsw3S 

17c2 170559 235102 1054.9 371.7 Tsw35 

1703 170788 235090 1054.0 291.7 Tsw35 

17c4 171013 235078 1053.2 348.9 Tsw35 

17c5 171240 235068 1052.4 317.8 Tsw35 

Local infiltration flux is taken from the Flint et al. (1996a) infiltration map. For the 3 x 5 

grid, an exponential area weighting function is used with a length scale of 100 m; for the * x 7 

grid, the length scale is 50 m (horizontal). The assumed infiltration flux values for the 5 x 7 

grid are given in Table 3-23.

Table 3-23 Infiltration q., (mmlyr) and liquid-phase saturation S",at 
the repository depth, for the columns modeled for TSPA-VA

Column q.g(mnVyr) .  

Name 

0.Lxq6, lx qinf 5xq, 0.2x q6, Ixq 3Z5xqt 

1l1l 2.48 12.4 61.9 0.946 0.938 0.944 

l1c2 2.69 13.4' 67.2 0.875 0.868 0.898 

11c3 1.41 7.0 35.2 0.850 0.841 0.869 

IlC4 1.08 5.4 28.9 0.922 0.9W0 0.929 

11c5 0.98 4.8 23.9 0.965 0.958 0.964
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Column 
Name

q., m MV)
0.2 xQ,, l q l 5x',, .

12 0.67 3.3 16.6 0.96 0.97 0.9 

1212 2.19 10.9 54.6 0.970 0.861 0.991 

12C3 3.46 17.3 86.8 0.933 0.908 0.933 

20 1.40 7.0 35.1 0.930 0.904 0.928 

02C5 1.71 4.5 42.6 0.963 0.957 0.967 

13C0 1.19 5.9 29.7 0.91 0.956 0.96 

13c2 3.47 17.0 86.8 0.887 0.877 0.913 

W3 2 18A9 7.5 37.3 0.927 0.904 0.925 

1304 0.95 4.8 231. 0.925 0.9004 28 

13c5 0.65 3.3 16.3 0.961 0.956 0.961 

14CIl 1.20 6.0 30.0 0.841 0.831 0.846 

14c2 1 71 16.0 80.1 0.884 0.874 0.907 

1Wc3 2.1 10.9 64.5 0.933 0.911 0.933 

14c4 124 6.2 31.0 0.947 0.925 0.942 

I4c5 0.69 3.5 17.3 0.961 0.957 0.961 

1501 2.24 11.2 56.1 0.837 0.828 0.856 

LrWc 1.71 8.5 42.6 0.8 0.908 0.931 

15C3 3.05 15.3 76.3 0.937 0.911 0.936 

1504 0.40 2.0 10.1 0.906 0.897 0.919 

16 0.13 0.7 3.4 0.942 0.949 0.950 
160l 1.87 9.4 46.8 0.857 0.847 0.864 

17-, 1.54 7.7 387 0.875 0.867 0.893 
WX,_ 2.94 14.7 73.5 0.936 0.910 0.936 

16co4 0.51 2.6 12.8 0.911 0.698 0.924 

160-A 0.73 3.7 18.3 0.936 0.9n•. 0.938 

170l 1.49 7.5 37.3 0.880 0.673 0.698 

17c2 0.59 2.9 14.6 0.866 0.864 0.887 

17c3 0.83 4.2 20.8 0.918 0.898 0.917 

17C4 1.19 6.0 29.9 0.925 0.902 0.927 

17C5 1.07 5.3 26.7 0.927 0.900 0.926

3.7.4 Thermal-Loading Criteria Used In Multi-Scale Approach 

The TSPA-VA TH predictions are for the reference AML of 85 MTU/acre, which is based 

on the total MTU of emplaced CSNF and which neglects the MTU of other waste forms such 

as DHLW. The inventory of WPs that is assumed to be emplaced at Yucca Mountain consists 

of several major WP types, including the following: 
CSNF WPs, roughly half of which contains PWR fuel assemblies and the other half 

containing boiling-water-reactor (BWR) fuel assemblies-The heat output from CSNF 

WPs varies widely from design-basis fuel WPs that have a high heat output to older 

WPs that have a relatively low heat output.  
0 ~a
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3. Thermohydrologlo Models

"* Co-disposal DHLW WPs that contain DHLW glass logs and spent nuclear fuel 

(SNF)-Co-disposal DHLW WPs produce relatively little heat.  
"* Direct-disposal DOE SNF WPs that contain Department of Energy (DOE) spent 

nuclear fuel-These WPs produce relatively little heat.  
For mbuntain-scale model calculations, it is assumed that the repository-wide thermal

loading conditions can be characterized by a uniform radioactive heat-of-decay curve 

(Table 3-24), which is a blend of the heat-of-decay curves from the entire inventory of WPs 

emplaced in the repository (Bahney, 1997). This curve is based on the total number of 

assemblies of the two major CSNF types (BWR and PWR), the total heat output from DHLW, 

and the major heat component of the DOE SNF. The repository-wide heat output assumes 

63,000 MTU of CSNF, 4667 MTU of DHLW, and 2333 MTU of the DOE SNF waste. For a 

85-MTU/acre repository, this results in a repository area of 741 acres. The actual repository 

area is slightly larger because about 7.5% of the repository area does not contain. WPs; 
therefore, the actual repository area is 798 acres.

Table 3-24 Summary of the WP heat sources used in submodels for the multi-scale 
approach

Used for LDTH, SOT, and DOT Submodels 

WP Type Percentage of MTU per WP Heat Output (kW) 
WPs In the WP 

Models 
0 yr 100yr• 1000yr 

12-PWR high-heat CSNF 7.14% 5.438 10.477 2.556 0.464 

21-PWR low-heat CSNF 14.29% 8.148 2.905 0.823 0.223 

21-PWR design-basis CSNF 14.29% 9.744 17.85 4.408 0.789 

21-PWR medium-heat CSNF 14.29% 9.051 9.338 2.580 0.551 

44-BWR CSNF 28.57% 7.878 8.440 1.917 0.422 

Co-disposal DHLW 14.29% NA 4.058 0.351 0.130a 

Direct-disposal DOE DHLW 7.14% N/A 0.793 0.292 0.123 

Used for the Mountain-Scale SMT Model 
AML APO (kWlacre) 

(MTU/acre) 0 yr 100 • I 1000 yr 10,000 yr 

78.9 92.317 23.606 4.8381.217 

For drift-scale model calculations, it is assumed that the thermal-decay curves for seven 
WP types in Table 3-24 are representative of the wide range of WPs to be emplaced in the 
repository. These seven WI types span the range of heat output, from the high-output CSNF 
WIs to the low-output DHLW WPs.  

3.7.5 Description of Submodels Used In Multi-Scale Approach 

3.7.5.1 Smeared-Heat-Source, Mountain-Scale, Thermal Model 

The 3-D SMT submodel enables the multi-scale TH modeling approach to capture the 
influence of surface topography rid edge-cooling effects on repository temperature.  
Temperature predictions are then used for interpolating other performance.measures. The
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3. Thermohydrologic Models 

SMT model also captures the influence of the thermal-property distribution in the mountain 

on the overall temperature distribution. The specific SMT model input to the multi-scale TH 

modeling approach is the repository host rock temperature T, ,(SMT). Because the SMT 

results are predicted with a thermal-conduction model, it is likely that temperatures above 

the boiling point will be overpredicted relative to those predicted by a TH model.  

Transient, 3-D, conduction-only problems can be solved readily by NUFT, permitting the 

use of fine lateral and vertical grid-block spacing in the repository area. At the repository 

edges, a lateral grid-block spacing of 15 m is.used. In the vertical interval that corresponds to 

the dryout zone in TI- models, a vertical grid-block spacing of about 4 m is used.  

The repository is represented as a rectangular approximation of the actual shape 

(Figure 3-1). The long axis of the repository is oriented three degrees from the north. TheSMT 

model assumes the N-S length of the repository to be 2912 m, which is obtained from the 

product of 104 emplacement drifts times the drift spacing of 28 m. The SMT model assumes 

the E-W width of the repository to be 1109 m, which is obtained by dividing the area of the 

overall heated repository footprint (3.23 kmi or 798 acres) by 2912 m.  

For an AML of 85 MTU/acre (calculated on the basis of CSNF) and 63,000 MTU of CSNF, 

the repository area is calculated to be only 741 acres, which is 7.5% less than the 798 acre 

repository area assumed in the SMT model. However, 4 of the 104 emplacement drifts are left 

empty, thus about 4% of the repository drifts are not directly heated by WPs. Note that the 

bulkheads that will separate the emplacement drifts from the perimeter drifts are located 

about 30 mn from the outermost WPs at the eastern and western ends of the emplacement 

drifts. Heat-transfer mechanisms, such as the cold-trap effect (Buscheck, 1996; Buscheck et al., 

1996) and thermal radiation will efficiently distribute the decay heat well beyond the 

outermost WPs. The assumption is effectively made that decay heat is axially spread 18 m 

beyond the outermost WPs at either end of the drifts, thereby increasing the effective heated 

length of the emplacement drift by 36 m. When these adjustments are made, the heated 

footprint of the repository becomes 798 acres, and the effective AML becomes 

78.9 MTU/acre.  
The SMT model represents the 1.6% south-to-north dip of the repository. In the east-west 

direction, the repository is represented as being horizontal. For the actual repository, the 

eastern and western boundaries have the same elevation, whereas the center of the repository 

(in the east-west direction) is elevated by about 3 mn relative to the eastern and western edges.  

The small rise at the center of the repository is neglected in the SMT model.  

The numerical grid for the SMT consists of three concentric nests of grid blocks. The 

preprocessor YMESH determines the areal dimensions of the grid blocks on the basis of user

specified dimensions for each of the nests. YMESH determines the vertical grid-block spacing 

on the basis of user-specified criteria and honoring the unit contacts in the UZ site-scale 

model. The vertical spacing criteria are specified for each nest. The objective is to provide fine.  

spatial resolution in the repository area, with the grid refinement increasing in proximity to 

the repository edges. Because of the large number of model units (Figure 3-47, Figure 3-48, 

Figure 3-49, Figure 3-50, Figure 3-51, Figure 3-52, and Figure 3-13), relatively fine vertical 

grid refinement occurs over the entire UZ, particularly within the Paintbrush Tuff (ptn21

ptn25) units.  

Figure 3-47 Vertical distribution of hydrostratigraphic model units for several drift

scale model locations (in Nevada-State coordinates) (columns 1lc1-11c5) 

Figure 3-48 Vertical distribution of hydrostratigraphic model units for drift-scale model 

locations (in Nevada-State coordinates) (columns 12ci-12c5) 
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Figure 3-49 Vertical distribution of hydrostratigraphic model units for drift-scale model 
locations (in Nevada-State coordinates) (columns 13c1-13c5) 

Figure 3-50 Vertical distribution of hydrostratigraphic model units for drift-scale model 
locations (in Nevada-State coordinatesO (columns 1531-15c5) 

Figure 3-51 Vertical distribution of hydrostratigraphic model units for drift-scale model 
locations (in Nevada-State coordinates) (columns 16c1-16c5) 

Figure 3-52 Vertical distribution of hydrostratigraphic model units for drift-scale model.  
locations (in Nevada-State coordinates) (columns 17c1-17c5) 

Thermal-loading conditions of the reference 85-MTU/acre repository are represented 

as a uniform, 4.52-m-thick, smeared heat source, which is a blepd of the heat-decay curves 

(Table 3-24) for the entire waste inventory (Bahney, 1997). The blended heat-decay curve 

has a slightly different effect than the blending the seven different WP types that are included 

in the drift-scale models. The numerical grid of the SMT will be used in the future for the 

SMTH model.  
The dependence of rock thermal conductivity Kh on liquid-phase saturation S1,, (discussed 

previously) is approximated by correlating temperature in the T-model to 54 in a 

corresponding TH model and developing a corresponding functional relations between K, 

and temperature in the T-model. This K4 vs. T relationship in the T-model mimics the 4, vs.  

Sm• in the TH model. This effect is particularly important in the lower lithophysal tsw35 

model unit because of the relatively low value of dry thermal conductivity in that unit.  

The surface topography, hydrostratigraphy (including all of the model units), and T 

boundary conditions of the UZ site-scale model (Bodvarsson et al., 1997) are incorporated in 

the SMT model. The thermal load for the reference AML (85 MTU/acre) is uniformly 

distributed over a heated repository footprint of 3.23 km2 (798 acres).  
The 3-D SMT submodel (Figure 3-46d) incorporates the following processes, conditions, 

and assumptions: 
* 3-D mountain-scale heat flow in the UZ and in the upper 1000 m of the SZ 

* Convective heat flow is driven by regional groundwater flow in the upper 1000 m of 

the SZ. For the base-case TSPA-VA calculations, the influence of regional 
groundwater flow on heat flow is assumed to be negligible.  

* Topography, stratigraphy, thermal properties, temperature boundary conditions, and 

initial temperature are consistent with the UZ site-scale model (Bodvarsson and 

Bandurraga, 1996; Bodvarsson et al., 1997). Because the SNMT model extends below the 

lower boundary of the UZ site-scale model, it is necessary to vertically extrapolate the 
temperature distribution from the UZ site-scale model below the water table.  

* The influence of dryout on rock thermal conductivity K4 is approximated with the use 

of a K4 vs. temperature relations. The dependence of K4on liquid-phase saturation S.  
is approximated by correlating temperature computed with a 1-D SDT model, with Sh 
in a corresponding I-D SDTH model, and developing a functional relations between 

4 and temperature predicted by the SDT model. The K1, vs. T relations in the SDT 

model mimics the K&h vs. Sl, in the SDTH model.  
* The vertical and areal geometry of the reference 85 MTU/acre repository design is 

closely approximated in the SMT.  
a Homogeneous thermal properties are assumed within each hydrostratigraphic unit.  
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"* Thermal-loading by the reference 85-MTU/acre repository is represented as a 

uniform, 4.52-m-thick, smeared heat source, based on a composite of the decay curves 

for the entire waste inventory. The SMT assumes the same heat-producing area as that 

in the reference repository (798 acres).  
* Mountain-scale, buoyant, gas-phase convection in the UZ does not significantly 

influence the temperature distribution. This assumption is least-well suited to 

repository edge locations where buoyant gas-phase convection is most likely to 

be significant.  
Mountain-scale condensate flow in the UZ does not significantly influence the 

temperature distribution. Using the abstraction methodology, vertical flow of 

condensate is simulated explicitly. However, the lateral component of this flow is not, 

and it may be significant at repository edge locations.  
Mountain-scale, buoyant, liquid-phase convection in the SZ does not significantly 

influence the temperature distribution. The SZ will warm in response to repository 

heating, and liquid-phase convection will decrease the water table temperature. A 

constant water-table temperature is assumed in the abstraction methodology.  

The influence of regional groundwater flow does not significantly influence the 

temperature distribution. Groundwater flow will also decrease the water-table 

temperature.  
In the multi-scale TH modeling approach, many of the assumptions just stated can be tested 

by replacing the SMT submodel with an equivalent SMTH submodel.  

The SMT model was selected because its computational economy allows for the use of 

fine lateral and vertical grid-block spacing in the repository area. At the repository edges, a 

lateral grid-block spacing of 15 m was used. In the vertical interval that corresponds to the 

dryout and heat-pipe zones in the TH models, a vertical grid-block spacing of about 4-8 m 

was used. Thus, relatively fine gridding is used to capture the influence of edge-cooling 

effects and the temperature distribution in the vertical interval of the dryout and heat-pipe 

zones. An important test case to include during the model-abstraction testing phase of TSPA

VA involves replacing the SMT model in the multi-scale TH modeling approach with a 

SMTH model. If mountain-scale, buoyant, gas-phase convection significantly affects the 

temperature distribution in the repository, it would be useful to use the SMTH model rather 

than the SMT model, which cannot capture convective heat-flow effects in the UZ.  

3.7.5.2 Smeared-Heat-Source, Drill-Scale, Thermal Model 

The 1-D SDT submodel (Figure 3-46a) incorporates the following processes, conditions, 

and assumptions: 
a 1-D vertical heat flow in the UZ is equivalent to that in the LDTH and DDT models.  

* For base-case TSPA-VA TH predictions, the water table is assumed to be a constant 

temperature boundary, consistent with the UZ site-scale flow model (Bodvarsson and 

Bandurraga, 1996; Bodvarsson et al., 1997).  
* Local topography, stratigraphy, thermal properties, temperature boundary 

conditions, and initial temperatuie are consistent with the UZ site-scale model 

(Bodvarsson and Bandurraga, 1996; Bodvarsson et al., 1997). The SDT submodel 

calculations are made throughout the repository area in either a slightly irregular 3 x 5 
grid or in a uniform 5 x 7 grid (Figure 3-1c and Table 3-21). The 3 x 5 grid with 15 

drift-scale model locations was used for sensitivity analysis (Buscheck et al., 1997a).  

The 5 x 7 grid with 35 drift-scale model locations is used for the TSPA-VA EBS TH 

predictions. Figure 3-47 through Figure 3-52 and Figure 3-13 give the vertical 

hydrostratigraphy for the 35 drift-scale model locations.  
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"• The thermal properties within each hydrostratigraphic unit are homogeneous.  
"* The thermal load is represented as a 4.52-m-thick, smeared-heat source, just as in the 

SMT model; however, the SDT model does not use the same heat-of-decay curve as 

does the SMT model.  
"* The smeared-heat source in the SDT model uses a heat-of-decay curve that is an areal 

average of the heat-of-decay curves used in the LDTH and DDT models. The SDT, 

LDTH, and DDT models all assume the same seven WP types that are described in 

Table 3-24.  
"* AMLs of 85, 56.67, and 42.5 MTU/acre are assumed for SDT submodel calculations.  

The two smaller loads are used to represent cooler areas, such as those near the edges 

of the repository.  
The primary role for the SDT submodel in the multi-scale approach is to provide a 

functional relations between repository host-rock temperature predicted with the SDT 

submodel and the perimeter-averaged drift-wall temperature predicted by a LDTH model.  

This functional relations allows estimation of the perimeter-averaged drift-wall temperature 

TBW(LDTH) using the calculated conduction-only; mountain-scale temperature TI,(SMT).  

The SDT submodel input to the multi-scale TH modeling approach is repository host-rock 

temperature T,.,(SDT). The SDT submodel calculations are made in parallel with the LDTH 

model calculations.  

3.7.5.3 Line-Averaged-Heat-Source, Drift-Scale, TH Model 

The 2-D LDTH submodel (Figure 3-46b) incorporates the following processes, conditions, 
and assumptions: 

• 1-D vertical heat flow in the UZ is equivalent to that of the SDT and DDT models.  
• For base-case TSPA-VA TH predictions, the water table is assumed to be a constant

temperature boundary, consistent with the UZ site-scale model (Bodvarsson and 

Bandurraga, 1996; Bodvarsson et al., 1997).  
0 Point-load and line-load designs are considered by using different values for the 

linear power density of the line-heat source and different values of drift spacing.  
0 At the drift scale, 2-D heat flow (as well as mass flow) is represented in the 

near-field rock and in the emplacement drifts. Heat flow in and near the drifts is 

primarily radial.  
* The cross-sectional, 2-D geometry of the emplacement drifts is represented, including 

the invert, WP, and the open drift below, above, and to the side of the WP. For drift 

backfill scenarios, the open space in the drift is filled with a uniform, porous material.  
* As demonstrated in an earlier study (Buscheck, 1996), a circular WP in a circular drift 

opening can be accurately represented by a square WP in a square drift, insofar as 

prediction of the key performance measures, provided that the circular cross-sectional 
areas are equal to the equivalent square cross-sectional areas. Accordingly, for the 

LDTH submodels, the circular geometry of the WP and the drift is approximated by 

rectilinear geometry (Figure 3-14). The drift is represented as being 4.52 m x 4.52 m, 

and the WPs are represented as 1.445 m x 1.445 m in cross-section. The invert is 

assumed to occupy 16.6% of the drift cross-section. Note that the same cross-sectional 

geometry is used for the LDTH and DDT models.  
a Radiative heat transfer is represented between all surfaces in the emplacement drifts, 

resulting principally in heat transfer between the WPs and adjacent surfaces.  
* Local topography, hydrostratigraphy, thermal properties, hydrologic properties, 

boundary conditions (T, X,,,.x, P.), and initial temperature are consistent with the UZ 

site-scale model (Bodvarsson and Bandurraga, 1996; Bodvarsson et al., 1997).  
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• Local infiltration flux is taken from the Flint et al. (1996a) infiltration map (Table 3-23).  

- The thermal and TH properties within each hydrostratigraphic unit are 

homogeneous.  
* The LDTH model uses a heat-source decay curve that is an average of the decay 

curves for the eight individual WPs (which includes seven WP types) represented in 

the DDT model. In other words, the LDTH model smears the heat output from a 

conduction-only model, which uses discrete heat sources, into a line-averaged heat 

source. The SDT, LDTH, and DDT models all assume the same seven WP types 

described in Table 3-24.  
* The DKM is used to represent fracture-matrix interaction.  

* AMLs of 85, 56.67, and 42.5 MTU/acre are assumed for LDTH submodel calculations.  

The two smaller values are used to represent cooler areas (e.g., near the edges of 

the repository).  
One of the primary roles for the LDTH model in the multi-scale TH modeling approach is 

to provide a functional relations between repository host-rock temperatures predicted with a 

thermal-conduction-only model and the perimeter-averaged drift-wall temperature predicted 

by a TH model. This relation allows the mapping of the LDTH perimeter-averaged drift-wall 

temperature Td,.(LDTH) onto the SMT predicted repository host-rock temperature TI,,(SMT).  

This approximates adrift-wall temperature prediction from a mountain-scale model with a 

finely resolved, line-averaged heat source Tj,(LMTH), which can be readily computed for 

locations throughout the repository area..  
Another role for the LDTH model is to provide a functional relation between the drift

wall temperature TIW(LDTH) and other TH conditions in the NFE, including the perimeter

averaged relative humidity RH4 ,w(LDTH) at the drift wall, the liquid-phase flux 3 m above the 

drift, the gas-phase air mass fraction X,,,..,(LDTH) in the drift, and the liquid-phase 

saturation in the invert Sq.,,(LDTH).  
The LDTH submodel inputs to the multi-scale TH modeling approach include 

the following: 
* Perimeter-averaged, drift-wall temperature TdW(LDTH) 
* Perimeter-averaged, drift-wall relative humidity RHd,(LDTH) 
* Perimeter-averaged, drift-wall liquid-phase saturation SMq(LDTH) 
* Gas-phase, air-mass fraction in the drift X..,(LDTH) 
0 Liquid-phase flux 3 m above the drift q.1 (LDTH) 
* Liquid-phase saturation in the invert S,,,(LDTH) 

The LDTH submodel calculations are made in parallel with the SDT calculations.  

3.7.5.4 Discrete-Heat-Source, Drift-Scale Model 

The 3-D conduction-only DDT model (Figure 3-46c) incorporates the following processes, 

conditions, and assumptions: 
a 1-D vertical heat flow in the UZ is equivalent to that of the SDT and LDTH models.  

a Point-load and line-load designs are considered as are backfill and no-backfill 

scenarios.  
* At the drift scale, 3-D heat flow is represented in the near-field rock and in the 

emplacement drifts. For the point-load design, heat flow in and near the drifts is 

spherical at early time, becoming more radial at later time. For the line-load design, 

heat flow in and near the drifts is mostly radial.  
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a The full 3-D geometry of the emplacement drifts is represented, including the invert; 

WPs; the open drift lying below, above, and to the side of the WPs; and the open drift 
lying axially between WPs (Figure 3-53). For drift backfill scenarios, the open space in 

the drift is ifilled with a uniform, porous material.  
* The circular cross-sectional geometry of the WP and drift are approximated with 

squares having the same cross-sectional areas as their circular counterparts 
(Figure 3-14). The cross-sectional drift geometry is the same as that discussed 
previously for the LDTH and DDT models.  

* Radiative heat transfer is represented between all surfaces in the emplacement drifts, 

resulting principalfy in heat transfer between the WPs and adjacent surfaces. For the 
line-load design, radiative heat flow between WPs is also important.  

* Local topography, hydrostratigraphy, thermal properties, hydrologic properties, 
boundary conditions (T, X.,,gv P,), and initial temperature are consistent with the UZ 
site-scale model (Bodvarsson and Bandurraga, 1996; Bodvarsson et al., 1997). For the 
base-case TSPA-VA EBS TH predictions, DDT model calculations are conducted for 
the center location of the repository, which is the 13c2 location in the 3 x 5 grid and the 
14c3 location in the 5 x 7 grid (Table 3-22).  

* The thermal and TH properties within each hydrostratigraphic unit are 
homogeneous.  

* The DDT model discretely represents decay-heat output from eight WPs, and 
different heat-decay curves corresponding to seven WP types are considered 
(Table 3-24). The DDT represents six full WPs and two half WPs. The SDT, LDTH, and 
DDT models all assume the same seven WP types, as described in Table 3-24.  

* Repository AML of 85 MTU/ acre is assumed for the DDT submodel calculations for 
the base-case TSPA-VA TH predictions.  

Figure 3-53 Plan view of the WP layout represented in the DDT models 

An important role for the DDT model in the multi-scale TH modeling approach is to 
represent the drift-wall temperature deviations that occur between specific WP locations 
(ATd,), which are defined relative to the average drift-wall temperature along the drift.  
Another role is to determine the temperature difference between the WP and the average 
drift-wall temperature AT,.  

The DDT submodel inputs to the multi-scale TH modeling approach include 
the following: 

* WP-location-specific temperature deviations ATdW from the average drift-wall 
temperature along the drift.  

* WP-location-specific temperature difference AT, between the WP and the average 
drift-wall temperature along the drift.  

The DDT (conduction-only) model adequately determines drift-wall and WP 
temperatures differences, as determined from direct comparison with a DDTH model. The 
DDT model predicts slightly higher drift-wall and WP temperatures than does the DDTH 
model, but the two models produce very similar temperatures at each of the eight WP' 
locations, and the differences are insignificant. This is important because it requires several 
days to conduct a single DDTH calculation on a Sun Ultra2 Sparc workstation, whereas it 
only takes about 1 hr to conduct the corresponding DDT calculation.  

The differences in temperature at hotter and cooler locations along the emplacement drift 
are related to the heat-flux distribution, which is controlled by thermal radiation for the no
backfill case or by thermal conduction for the backfill case. Advective heat transfer driven by 
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"TH behavior in the host rock has little effect on axial temperature variation in the drift. In 

other words, TH processes in the host rock do not contribute significantly to equalization of 

axial temperature variations in the drift.  

3.7.5.5 IUne-Averaged Heat-Source, Drift-Scale, TH, Seepage Model 

The LDTH-S model is used to evaluate seepage (i.e., the proportion of liquid flux in the 

host rock) that is diverted around the drift vs. that which is projected to seep into the drift.  

The LDTH submodel is not gridded finely enough around the drift opening, to provide 

reasonable calculations of drift see. page.  
The 2-D LDTH-S model is similar to the LDTH with respect to model geometry, 

boundary conditions, thermal properties, and TH properties. Numerically, the LDTH-S 

submodel contains a finely gridded region, nested-inside of the LDTH model..The nested 

region is a more detailed representation of the emplacement drift, WP, and NFE. The fine 

gridding allows the LDTH-S to closely represent the circular cross-sectional geometry and 

also allows for investigation of the effects of spatial heterogeneity in TH properties.  

The LDTH-S submodel incorporates the same processes, conditions, and assumptions 

detailed previously for the LDTH submodel, with the following distinctions: 
" The DKM conceptual model approach is used to represent fracture-matrix interaction 

for isothermal-model calculations. For nonisothermal LDTH-S submodel calculations, 

the ECM approach is used to limit computational effort.  
"• AML of 85 MTU/acre is assumed for LDTH-S submodel calculations.  
"* Because of the finer gridding used, spatially heterogeneous TH properties can be 

assigned to the host rock near the drift (where the mesh is finely gridded).  

Subdomains within this region can be specified, each with its own heterogeneous 

stochastic field. Each TH parameter in the near field, or each hydrostratigraphic unit 

making up the host rock, can have unique statistics of variation, and the fields may be 

correlated.  
The purpose for the LDTH-S model is to evaluate seepage into drifts (q.,,p). This input is 

especially important during the thermal period, when thermally driven reflux may have 

magnitude well in excess of the ambient percolation flux. Seepage is also especially important 

if liquid water at elevated temperature is predicted to contact the engineered barriers.  

The multi-scale approach uses the LDTH-S submodel to predict the liquid-phase flux qbq 

in the rock 3 m above emplacement drifts at locations throughout the repository area.  

Homogeneous TH properties within each hydrostratigraphic unit are assumed for 

these calculations.  
The LDTH-S submodel calculations are conducted in parallel with equivalent LDTH 

calculations, to develop a relation between the LDTHMpredicted liquid flux 3 m above the 

emplacement drift and the LDTH-S predicted flux. The LDTH-S inputs to the multi-scale 

approach are drift-seepage flux q,.(LDTH-S) and liquid-phase flux contacting the WP 

q.,,(LDTH-S).  

3.7.6 Procedure for Calculating EBS TH Conditions 

Complementary I-D SDT submodels, 2-D LDTH submodels, and 3-D DDT submodels 

(Figure 3-46a, Figure 3-46b, and Figure 3-46c) are calculated for locations that are regularly 

spaced throughout the repository area, as described previously. The calculation procedure is 

described in detail in the following section.  
Briefly, for each location, parallel SDT and LDTHI- calculations are conducted for AMLs of 

S85, 56.67, and 42.5 MTU/acre (the lower two values represent cooler areas in the repository).  

This results in 6 model calculations per location, corresponding to 90 drift-scale mhodel 

Near-Field/Aftered-Zone Models Report 3-73 

LUCRL-ID-129179



3. Thermohydrologlc Models 

calculations for the 3 x 5 grid, or 210 calculations for the 5 x 7 grid. For TSPA-VA, the.5 x 7 

grid provides finer resolution of the influence of spatially varying infiltration flux in the 

repository area (Figure 3-1c).  
In addition, one DDT submodel calculation is required by the multi-scale approach; 

additional DDT calculations may be included to capture effects from the wide range of 

possible WP-type'and emplacement-sequence scenarios.  
This procedure captures the significant effects from mountain-scale heat flow as well as 

drift-scale TH behavior driven by heat output from individual WPs, each having distinctively 
different heat generation characteristics. To explicitly account for these effects in a single.  

numerical TH model would require approximately 60 million grid blocks, which is beyond 

the computational capabilities of the current generation of TH simulators.  
Altogether, using the 5 x 7 grid, a single TSPA-VA TH scenario requires 424 NUFT runs, 

including 211 2-D drift-scale calculations and one mountain-scale calculation. In a procedure 
that conditions the comparison of thermal conduction and TH model calculations, an 

additional 212 runs are used to initialize the models. Using the NUFT code, which is 

optimized for efficiency, a complete set of 424 runs requires 12 to 16 hr on 9 Sun Ultra2 Sparc 

workstation processors.  
The multi-scale model procedure is repeated to evaluate alternative TH parameter sets, 

such as the following: 
"* TSPA-VA (July 1997) base-case property set (Bodvarsson et al., 1997) 
"* TH property set, which is similar to the July 1997 property set but calibrated to SHT 

temperature data (Lawrence Berkeley National Laboratory memorandum to G.S.  
Bodvarsson from J. Birkholzer, November 19,1997; Buscheck and Nitao, 1995) 

"* Modified-TH property set that is similar to the November 1997 property set but 

calibrated to laboratory measurements of matrix imbibition diffusivity (Flint et al., 
1996b) 

The multi-scale procedure is also repeated to evaluate alternative repository models, 
including the reference point-load design, the line-load designs, and the use of engineered 
backfill in emplacement drifts.  

Themulti-scale TH modeling approach is outlined in Figure 3-54. The intermediate 
results of the calculation procedure are shown as the orange boxes in Figure 3-54. The 
interpolation/calculation steps are shown as the green boxes. This procedure involves seven 

major calculation steps, with several of the steps consisting of multiple parts.  

Figure 3-54. Flow chart for the multi-scale TH modeling approach 

3.7.6.1 Step 1. Conduct Numerical Simulations Using NUFT 

The first step is to conduct numerical-model calculations with the use of the NUFT code 

(shown as blue boxes in Figure 3-54), including the following submodels: 
* SMT model 
* SDT model 
* LDTH model using DKM 
• DDT model 
* LDTH-S model 

3.7.6.2 Step 2. Construct Scanning Curves 

The second step is to construct the functional relations, called scanning curves, among the 
various model-output variables from complementary drift-scale models (shown as yellow 
boxes in Figure 3-54). The scanning curves include the following: 
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Drift-wall TH temperature vs. drift-scale smeared-source conduction-only 

temperature 
Td,(LDTH) vs. T,,P(SDT), which is the LDTH-predicted drift-wall temperature Td, vs.  

the SDT predicted host rock temperature T, (Figure 3-SSa). This requires the parallel 

use of the LDTH and of SDT models. The variable Td, is the average over the 

perimeter of the drift wall. This relation is developed for all 35 locations, with AMLs 

of 85, 56.67, and 42.5 MTU/acre. The three different AML "scanning" curves in 

Figure 3-55a guide the interpolation (in Step 3) of the local scanning curve that reflects 

the influence of local heating conditions and percolation flux on Td, in a given region 

of the repository. At the center of the repository, it is likely that the 85-MTU/acre 

curve will apply; close to the repository edge, cooling may cause the local scanninig 

curve to lie closer to the lower AML curves.  
• Drift-wall TH RH vs. drift-wall TH temperature 

RHd,(LDTH) vs. TdW(LDTH), which is the LDTH-predicted, drift-wall relative 

humidity RHd,, vs. drift-wall temperature Td,, (Figure 3-55b). The variables Td,, and 

RH-,. are averages over the perimeter of the drift wall. This relation is developed for 

all 35 locations and AMLs of 85, 56.67, and 42.5 MTU/acre. The three different AML 

scanning curves in Figure 3-55b guide the interpolation (in Step 3) of the local 

scanning curve that reflects the influence of local heating conditions and percolation 

flux on dryout behavior at a given location in the repository. During the heat-up 

phase, nonequilibrium fracture-matrix behavior causes a lag in rock dryout (and RH 

reduction), making it necessary for Td,, to rise well above the nominal boiling point 

before dryout begins. During cool-down, rewetting (and RH rise) lag behind the 

decline in Td,.  

• Drift-wall TH matrix saturation vs. drift-wall TH temperature 

SN,(LDTH) vs. Td,(LDTH), which is the LDTH-predicted, drift-wall liquid-phase 

saturation S,,, vs. drift-wall temperature Td, (Figure 3-55c) The variables Td,, and S 

are averages over the perimeter of the drift wall. This relation is developed for all 

35 locations and AMLs of 85,56.67, and 42.5 MTU/acre. The three different AML 

scanning curves in Figure 3-55c guide the interpolation (in Step 3) of the local 

scanning curve that reflects the local heating conditions and dryout conditions at a 

given location in the repository. During the heat-up phase, nonequilibrium fracture

matrix behavior causes a lag in rock dryout (and S. reduction), making it necessary 

for T& to rise well above the nominal boiling point before dryout begins. During cool

Sdown, rewetting (and Sq rise) lag behind the decline in T,,.  

* Host-rock TH liquid flux vs. drift-wall TH temperature 

qq(LDTH) vs. Td,(LDTH), which is the LDTH-predicted, liquid-phase flux q1, 3 m 

above the drift crown, vs. drift-wall temperature T", (Figure 3-55d). This relation is 

developed for all 35 locations and AMLs of 85, 56.67, and 42.5 MTU/acre. The three 

different AML scanning curves in Figure 3-55d guide the interpolation (in Step 3) of 

the local scanning curve that reflects the influence of local heating conditions and 

percolation flux on liquid-phase flux at a given location in the repository.  
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" WP TH air-mass fraction vs. drift-wall TH temperature 

Xa,,•,(LDTH) vs. Td(LDTH), which is the LDTH-predicted, gas-phase, air-mass 
fraction in the drift (adjacent to the WP) vs. drift-wall temperature Td,. (Figure 3-55e).  

This relation is developed for all 35 locations and AMLs of 85, 56.67, and 

42.5 MTU/acre. The three different AML scanning curves in Figure 3-55e guide the 

interpolation (in Step 3) of the local scanning curve that reflects the influence of local 

heating conditions on gas-phase, air-mass fraction in a drift in a given region of the 

repository.  
" Invert TH liquid saturation vs. lower drift-wall TH temperature 

Siqj.,(LDTH) vs. Td,,(LDTH), which is the LDTH-model-predicted liquid-phase 
saturation in the invert vs. the temperature Tid at the lower drift wall (Figure 3-55f).  
This relation is developed for AMLs of 85, 56.67, and 42.5 MTU/acre and the 14c3 drift 

scale model location (Table 3-22). The three different AML scanning curves in 

Figure 3-55f guide the interpolation (in Step 3) of the local scanning curve that reflects 

the influence of local heating conditions on dryout behavior in the invert at a given 

location in the repository.  
"* Drift-wall conduction-only axial temperature variation 

ATdw(DDT; WP-type), which is the DDT-predicted temperature deviation ATdw from 

the average drift-wall temperature, axially along the drift, for a given WP type 
(Figure 3-56a). This step is required to modify the LDTH predicted T,,, to account for 
the influence of local heating conditions produced by the WP emplacement sequence.  

The value of ATdw will generally be positive for the point-load design because of the 

large gaps (in the axial direction) between WPs. Hot WP locations will have a large 

positive ATd,, particularly at early time; cool WP locations will have a negative ATd,,.  

The value AT1,,, is determined for each WP location in the DDT model by subtracting 

the average T along the entire drift in the DDT model from the local Td,, at a given 

WP location. This relation is developed for an AML of 85 MTU/acre and the 14c3 

drift-scale model location, which is at the geographic center of the repository layout.  

WP conduction-only axial temperature variation 
AT4(DDT; WP-type), which is the DDT-predicted temperature difference AT,,, 
between the WP and drift wall for a given WP type (Figure 3-56b). This calculation is 

required to predict the WP temperature. The value of ATp will always be positive for 
all WP locations. Hot WP locations will have a large AT,,, particularly at early time; 
cool WP locations will have a smaller ATp. For backfill cases, ATp will be extremely 
large, particularly immediately after backfill is emplaced. The value AT,, is 
determined for each WP in the DDT model by subtracting the average Td, along the 

entire drift in the DDT model from the WP temperature T.,. This relation is 
developed for an AML of 85 MTU/acre and the 14c3 drift-scale model location, which.  
is at the geographic center of the repository layout.  

Figure 3-55 Functional relations plotted for the process-model inputs to the multi-scale 
TH modeling approach 

Figure 3-56 Functional relations plotted for the process-model inputs to the multi-scale 
TH modeling approach as functions of time 
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3.7.6.3 Step 3. Interpolate the Distribution of Average Drift-Wall Temperature SThe 

drift-wall temperature corresponding to a 3-D mountain-scale TH model with 

emplacement drifts modeled by line-average heat sources is approximated by interpolating 

scanning curves. The interpolant Td,,(LMTH; xy) is calculated for average drift-wall 

conditions using the smeared repository heat-source temperature Tp(SMT; x,y), and the 

Tj(LDTH) vs. Tp,(SDT) scanning curve, at the 35 locations and 3 AMLs (Figure 3-55a). This 

process involves spatial interpolation between the 35 locations and also involves 

interpolation between the 3 AML scanning curves in Figure 3-55a. The result of this step is 

the distribution of average drift-wall temperatures as a function of location in the repository.  

Because this process approximates a 3-D LMTH model prediction of the'distribution of Td., in 

the repository, the resulting distribution is called T,(LMTH; x,y), where x and y refer to the 

coordinate location in the repository.  

3.7.6.4 Step 4. Interpolate the Distribution of Drift-Wall Temperature for Each WP Type 

The drift-wall temperature distribution in the repository, as a function of location, is 

calculated for each WP type by adding ,T,(DDT; WP-type) to the T,(LMTH; x,y) 

distribution determined in the previous step. The net result of this step is comparable to 

having a 3-D DMTH-model prediction of the Tdw distribution in the repository for each WP 

type; hence, the resulting distribution is called TdW(DMTH; x,y,WWP-type), where x and y refer 

to the coordinate location in the repository.  

3.7.6.5 Step 5. Interpolate the Distribution of Near-Reid and In-Drift Hydrologic Conditions 

This step involves interpolating the distribution of near-field and in-drift TH conditions 

in the repository for each WP type using the temperature distribution from Step 3 and the 

scanning curves from Step 2. The RH at the WP, the drift-wall matrix saturation, the liquid

phase flux above the drift, the air-mass fraction at the WP, and the invert liquid-phase 

saturation are calculated for each WP type, as a function of location in the repository.  

" Relative humidity at the WP surface 

RH 1,.(DMTH; xy,WP-type), which is the distribution of RH for each WP type, is 

interpolated using the abstracted drift-wall temperature Td.(DMTH; x,y,WP-type) and 

the drift-wall relative humidity RHd,(LDTH) vs. Tdj(LDTH) scanning curve at the 

35 locations and 3 AMLs (Figure 3-55b). This process involves spatial interpolation.  

between the 35 locations and interpolation between the 3 AML scanning curves in 

Figure 3-55b. The result of this step. is comparable to having a DMTH-model 

prediction of the distribution of RHd,. in the repository for each WP type; hence, the 

resulting distribution is called RHd,,(DMTH; x,y,WP-type), where x and y refer to the 

coordinate location in the repository.  
"* Drift wall matrix saturation 

SIE(DMTH; x,y,WP-type), which is the distribution of saturation for each WP type, is 

interpolated using the abstracted drift-wall temperature Td,,(DMTH; x,y,WP-type) and 

the drift-wall liquid-phase saturation Sbq (LDTH) vs. Td,(LDTH) scanning curve at the 

35 locations and 3 AMLs (Figure 3-55c). This process involves spatial interpolation 

between the 35 locations and interpolation between the 3 AML scanning curves in 

Figure 3-55c. The result of this step is comparable to having a DMTH-model 

prediction of the distribution of Su in the repository for each WP type; hence, the 

resulting distribution is called Sb, (DMTH; x,y,WP-type), where x and y refer to the 

coordinate location in the repository: 
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Liquid flux above the drift 
qm (DMTH; x,y,WP-type), which is the distribution of liquid flux for each WP type, is 

interpolated using the abstracted drift-wall temperature TdW(DMTH; x,yWP'-type) and 

the liquid-phase flux 3 m above the drift q1, (LDTH) vs. Td,,(LDTH) scanning curve at 

the 35 locations and 3 AMLs (Figure 3-55d). This process involves spatial 
interpolation between the 35 locations, and interpolation between the 3 AML 
scanning curves in Figure 3-55d. The result of this step is comparable to having a 

DMTH-model prediction of the distribution of q% in the repository for each WP type; 

hence, the resulting distribution is called q,, (DMTH; x,y,WWP-type), where x and y 

refer to the coordinate location in the repository.  
* Air mass fraction at the WP 

X.,,.g (DMTH; x,y,WP-type), which is the distribution of air-mass fraction for each WP 

type, is interpolated using the abstracted drift-wall temperature T,(DMTH; x,y,WP

type) and the gas-phase air-mass fraction X...,, (LDTH) vs. Td.(LDTH) scanning curve 
at the 35 locations and 3 AMLs (Figure 3-55e). This process involves spatial 

interpolation between the 35 locations, and interpolation between the 3 AML 

scanning curves in Figure 3-55e. The result of this step is comparable to having a 

DMTH-model prediction of the distribution of X,. in the repository for each WP 

type; hence, the resulting distribution is called X., (DMTH; x,y,WWP-type), where x 
and y refer to the coordinate location in the repository.  

* Invert liquid-phase saturation 
S$ (DMTH, x,y,WWP-type), which is the invert liquid saturation for each WP type, is 

interpolated using the abstracted drift-wall temperature Td,(DMTH; x,y,WWP-type) and 

the invert liquid phase saturation S4, (LDTH) vs. lower drift wall temperature 
Tw,(LDTH) scanning curve at the 35 locations and 3 AMLs (Figure 3-55f). This process 

involves spatial interpolation between the 35 locations and interpolation between the \) 

3 AML scanning curves in Figure 3-55f. The result of this step is comparable to having 

a DMTH-model prediction of the distribution of S•, in the repository for each WP 

type; hence, the resulting distribution is called Sq, (DM1TH; x,y,WP-type), where x 
and y refer to the coordinate location in the repository.  

17.6.6 Step 6. Determine the Distribution of WP Temperature for Each WP Type 

Step 6 is to use the drift-wall temperature distribution from Step 3 and scanning curves 

from Step 2 to determine the distribution of temperature on WPs throughout the repository 
area for each WP type. The result is the abstracted WP temperature distribution (T,•) fdr each 

WP type, T,,p(DMTH; x,y,WP-type). This is calculated by adding the temperature variation at 

the WP from Step 2, AT4(DDT; WP-type), to the abstracted temperature for an LMTH model, 
Td,,(LNTH- xy). This step determines the distribution of WP temperature as a function of WP 
type and location in the repository. The result of this step is comparable to having a DMNTH
model prediction of the TW, distribution in the repository for each WP type; hence the 
resulting distribution is called T,,(DMTH; x,y,WP-type), where x and y refer to the coordinate 
location in the repository.  

3.7.6.7 Step 7. Determine the Distribution of Relative Humidity on WPs for Each WP Type 

The final step is to determine the distribution of RH on WPs throughout the repository 
area for each WP type using the drift wall temperature Tt, distribution from Step 3, the WP 
temperature T, distribution from Step 5, and the relation RH, ,P.(T)P..(T,,)], 
where P., is the saturated vapor pressure. The result of this step is the DMTH-plredicted WP 
RH distribution, RH,,(DMTH; x,y,WI-type), calculated using the abstracted drift-wall 
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temperature Td,J(DMTH; x,VWP-type), the abstracted WP? temperature T,,(DMTH; x,y,WP

type), and the relation RH/-! = RHdP.,(Td,,,/ P,(,)], where Pa., is the saturated vapor 

pressure. The result of this step is comparable to having a DMTH-model prediction of the 

RH,,. distribution in the repository for each WI' type; hence the resulting distribution is called 

RH, (DMTH; x,yWP-type), where x and y refer to the coordinate location in the repository.  

3.7.6.8 Constructing Probability Density Functions of EBS TH Conditions 

Predictions from the multi-scale TH modeling approach are used by several modeling 

and analysis groups that support TSPA-VA: 
WP corrosion 

* NFE geochemistry 
"• Waste form dissolution 
"* Transport of radionuclides through the engineered barriers 

It is possible to provide the full set of TSPA-VA performance measures (Table 3-20) for all 

seven major WP types (Table 3-24) at every WI' location in the repository area. However, 

because it is unfeasible to perform the necessary calculations for all four of the listed groups, 

it is necessary to group WI' environmental conditions into "bins." 

For WIP corrosion analysis, the process of "binning" the WI' environments involves 

several steps. First, the repository area is subdivided into six major subdomains with respect 

to infiltration flux qw, using the infiltration map (Flint et al., 1996a). The boundaries between 

the subdomains (Figure 3-57) are chosen to minimize the variability of q~f within each 

subdomain. Thus, there are low-q• subdomains and high-qd subdomains. The rationale for 

grouping the WP environments into these subdomains is that qf is a major factor in 

determining how long and whether conditions during the thermal period are relatively hot 

and dry or cool and humid. For purposes of drift-seepage modeling, q1,• is a major factor 

determining the tendency for water to seep into emplacement drifts. The six q f'subdomains 

correspond to northeast and northwest corners of the repository area, the central region, the 

south-central region, and the southwest and southeast comers of the repository area.  

Figure 3-57 The six infiltration-flux subdomains and the infiltration-flux qid 

distribution (Flint et al., 1996a) shown for the SMT-model representation of 

the repository area 

The second step for binning WP environmental conditions is to group the five CSNF WI' 

types into a single CSNF-WP category and to group the co-disposal DHLW WPs with the 

direct-disposal DOE SNF WPs into a single DHLW-WP category.  

The third and fourth steps of binning involve developing probability density functions of 

temperature and RH conditions for the CSNF-WP category and for the DHLW-WP category 

in each of the six q1 f subdomains. The probability density functions are expressed as RH and 

temperature histograms. The environmental conditions on WPs are binned according to the 

time required by WPs to return to RH = 85% and to temperatute on the WP surface at 5000 yr.  

An RH of 85% was selected because it is a typical of the critical RH for atmospheric corrosion 

(RHm,) (i.e., the value of RH where atmospheric corrosion is initiated). Once RH >RH,., the 

corrosion rate for the outer corrosion-allowance material on the WP also depends on 

temperature at the WI' surface. Because RH generally exceeds 85% within 5000 yr (unless an 

engineered backfill is used), temperature at 5000 yr is a good indicator of whether the WP 

environment is relatively hot or relatively cool when humidity returns.  

In each of the subdomains based on infiltration flux, the CSNF and DHLW-WP categories 

are each grouped into 10 RH bins, and each RH bin is subdivided into three temperature bins, 

resulting in a total of 30 bins for CSNF WPs and 30 bins for DHLW WPs. For example, if all 
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WPs attain RH = 85% within 3000 yr, the WPs could then be subdivided into groups where 

RH = 85% is attained within 0 to 300 vr, 300 to 600 yr, and so on, with the last RH bin 
containing WPs that attain RH - 85% from 2700 to 3000 yr. Step 3 of the binning process is 

complete when all of the WPs have been placed in their respective RH bins.  

Step 4 of the WP environment binning process involves subdividing the WPs in a given 

RH bin group into three temperature bins, corresponding to temperature on the WP at 

5000 yr. After completing Step 4, all CSNF WPs and all DHLW WPs will fall somewhere 

within their respective 30 RH and temperature bins. The sum of the probabilities for the

30 bins will be 100%, for both CSNF RH and temperature and for both DHLW RH and 

temperature. It is possible for many of the RH and temperature bins to contain no WPs.  

Step 5 of the binning process involves selecting a typical WP location for each of the 

30 bins that contain a non-zero probability. The mean rewetting time (to RH= 85%) and the 

mean temperature at 5000 yr is calculated for all WPs in an RH and temperature bin. Least

squares minimization is used to find the WP location that is closest to having the mean 

RH = 85% rewetting time and the mean temperature at 5000 yr. The temperature and RH 

histories for the typical WP within each bin, alorng with the probabilities for each of the RH 

and temperature bins, are provided to TSPA-VA for WP corrosion analysis. The other NFE 

conditions listed as performance measures in Table 3-20 are also provided to TSPA-VA for 
each of these typical WPs.  

The procedure for binning near-field conditions for geochemistry analysis is similar to 

that for WP corrosion, but a smaller number of bins is generated. For each qw subdomain, 

typical locations for CSNF and DHLW WPs are selected on the basis of the short-term, 

medium-term, and long-term temperature histories. The mean temperature on WPs is 

determined for 100, 1000, and 5000 yr for all CSNF WPs. Least-squares minimization is used 

to find the CSNF-WP location with the smallest sum of the squared deviations in temperature .  

(from the mean for all CSNF WPs) at 100, 1000, and 5000 yr, with equal weight given to all 
3 times. This procedure is repeated for the DHLW WP group. A full set of NFE conditions, 
including the liquid-phase saturation in the invert S., is provided to TSPA-VA for the 

typical CSNF WP and the typical DHLW WP in each of the six q. subdomains. This 
information is also used by the groups analyzing waste form dissolution and analyzing 
transport in the engineered barriers.  

3.7.7 Multi-Scale Model Results and Analysis 

The multi-scale TH modeling approach integrates results from complementary drift- and 

mountain-scale models to simultaneously account for the influence of mountain-scale heat 

flow and drift-scale TH behavior on TH conditions in the NFE (Table 3-20). Results from the 

drift- and mountain-scale models and the calculation procedure for the multi-scale approach 
are described in previous sections of this chapter..  

This section describes the results of thermal-conduction-only models and then the results 

of the abstraction of NFE performance measures for TSPA-VA. The sensitivity of the 

abstracted results to uncertainty in TH properties, infiltration flux, repository edge effects, 
WP type, and repository design options is discussed in a series of subsections.  

3.7.7.1 Thermal-Conduction-Only, Smeared-Source, Mountain-Scale Submodel 

The evolution of temperature in the UZ, predicted by the SMT submodel, is shown in 

Figure 3-58a Figure 3-58d, and Figure 3-59. The areal temperature distribution is shown just 

for the heated footprint of the repository (Figure 3-58a, d). Figure 3-8a shows the distribution 

of hydrostratigraphic units at the repository horizon. The effects from edge cooling and 

thermal properties of the host rock units are evident at 100 yr (Figure 3-58a).  
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Figure 3-58 Temperature distribution in the repository host rock predicted by the 

SMT model 

Figure 3-59 Mountain-scale temperature distribution 

Temperature at a particular location within the repository is strongly affected by the 

thermal conductivity values of the local host-rock unit. At early time, when dryout occurs, 

the value of thermal conductivity at dry conditions (K,,,,,) is particularly informative. The 

TSw34 unit, which is the predominant host-rock unit along the eastern edge of the repository 

(Figure 3-8a) has the highest value of K,,,,, among the three host-rock units. The TSw35 unit, 

which is the host-rock unit throughout much of the repository layout, has the lowest value 

of K&h,- Consequently, areas of the repository within the TSw35 have the largest increases 

in temperature, whereas areas within the TSw34 have smaller increases, and areas within 

the TSw36 unit are intermediate. Because the reference repository design lies within the 

TSw36 only at the western edge, edge-cooling effects tend to dominate thermal evolution 

in thai unit.  
The following general observations, calculated from the SMT submodel, can be made 

about the temperature distribution in the NFE: 
0 Dry thermal conductivity K,h.d, of the host rock has a strong influence during the 

dryout period, particularly during the early heat-up period.  
a Edge cooling effects, which are initially confined to the outer edges of the repository, 

influence a progressively wider region at the edges with time.  
s Topographic effects, which are negligible during the first 300 to 500 yr, become 

increasingly important with time. Topographic effects are relatively unimportant at 

the repository edges and are increasingly important toward the center. The greatest 

long-term temperature rise (t >500 yr) occurs where the repository depth is greatest.  

Consequently, the long-term temperature rise is greatest at locations approximately 

one-third of the way from the western repository boundary (Figure 3-58d).  

In the altered zone, which extends outward from the NFE, the influence of topography on 

the temperature distribution is evident from Figure 3-59. At 100 yr, topography has no 

influence. At 1000 and 5000 yr, the elevations of the 400 and 60-C isotherms are depressed 

below topographic lows (Figure 3-59b and Figure 3-59c), and raised below topographic highs 

(Figure 3-59e and Figure 3-59f).  
The importance of including the SZ in mountain-scale models is also evident from 

Figure 3-59. The modern water table elevation is approximately 732 m. At .1000 yr,.  

temperature at the water table is projected by the SMT submodel to increase from 320 to 

about 60°C; at 5000 yr, it is projected to increase to about 80*C. This thermal disturbance 

could penetrate far into the SZ; for example, at 400 m below the water table, the temperature 

is projected to increase from the modem value of about 450, to about 60?C at 5000 yr.  

The potential for buoyant convection in the SZ is also evident from Figure 3-59. Buoyant 

liquid-phase convection in the SZ has been modeled in the past (Buscheck and Nitao, 1993) 

using mountain-scale, 2-D, axisymmetric models. The effect is caused by transport of heat 

into the water that underlies the repository. If the bulk (fracture) permeability is sufficient 

and buoyant convection is not overwhelmed by regional SZ flow, the effect could* 

significantly influence liquid-phase flow in the SZ. (As discussed in a previous section, the 

influence of regional groundwater flow in the SZ on heat flow in the SZ and UZ was not 

included in the SMT submodel calculations.) The thermal gradients that could drive such 

flow are steepest in the east-west direction (Figure 3-59e and Figure 3-59f). Consequently, 

lateral flow associated with thermally driven buoyant convection could be strongest in the 

east-west direction.  
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3.77.2 TH Multi-Scale Model Results and Analysis 

The results of the multi-scale TH modeling approach are comparable to using a 3-D, 

DMTH model. The ideal DMTH model would comprise finely gridded drift-scale models 

nested within a mountain-scale model. It is important to note that this ideal TH model would 

not utilize smeared-heat sources. This is crucial because adequate representation of 
condensate drainage between drifts and temperature variability in the NFE requires the use 

of discrete- or line-averaged heat sources.  
As discussed in previous sections, the multi-scale TH modeling approach generates a set 

of corrections to the SMT-predicted repository host-rock temperatire distribution (T,,•) to 
account for the effects of convective heat transfer and drift-scale processes not incorporated 

in the SMT submodel. One of the more important corrections is for the influence of discrete 
heat sources. Because the SMT submodel uses a smeared-heat source, it does not represent 
either the drift-wall temperature (Td,) or the WP temperature (T,) or the spatial variability of 

these temperatures. Another important aspect that the SMT model does not represent is the 
heat-pipe effect, which increases the efficiency of heat transfer (decreases the thermal 
gradient) such that the SMT model overpredicts T,,.  

The multi-scale procedure uses functional relations (scanning curves) between Td,, 

predicted by LDTH submodels and T,., predicted by SDT submodels. The LDTH submodel 
captures the heat-pipe effect and the influence of the local ambient percolation flux (qp,,.) on 
local heat flow in the UZ and on temperature in the NFE. Comparing Figure 3-58a and 
Figure 3-58d With Figure 3-58b and Figure 3-58e shows how the multi-scale-predicted Td, is 
significantly lower than the SMT-predicted T,. The primary reason is the heat-pipe effect.  
Comparing Figure 3-58c and Figure 3-58f with Figure 3-58b and Figure 3-58e shows that the 

WP surface temperature (Tm) is higher than the temperature on the adjacent drift wall; 
however, T1,, is still lower than the SMvT-predicted T,,, 

There are two potentially important processes that the multi-scale TH modeling approach 
described in this report does not represent: (1) mountain-scale, buoyant, gas-phase 
convection; and (2) mountain-scale lateral diversion of condensate. The first process could be 
evaluated by replacing the SMT model with a SMTH model. The second process must be 
evaluated with a DMTH model. A computationally feasible DMTH model might consist of a 
2-D east-west cross-sectional TH model oriented perpendicular to the structural dip of 
hydrostratigraphic units.- A quasi-2-D version of the multi-scale TH modeling approach could 
then be applied to the east-west geometry, and the results could be compared with the east
west DMTH model.  

In the following five sections, the sensitivity of TH conditions in the NFE to the following 
factors is considered: 

"* TH properties significantly influence the magnitude of matrix-imbibition flux. Matrix 
imbibition in the host rock plays a key role in determining the spatial and temporal 
extent of rock dryout and RH reduction.  

"* Ambient percolation flux qp. strongly influences the spatial and temporal extent of 
rock dryout and RH reduction. Because q., varies with location in the repository, the 
NFE is assessed at several locations.  

"* Edge cooling effects strongly influence the NFE, and conditions are assessed for 
TSPA-VA at "center" and "edge" locations.  

"* WP type is important because heat generation varies substantially among adjacent 
WPs, influencing local temperatures and rock dryout. Variation of heat output among 
WPs is more important for the point-load design because it accentuates the axial 
differences in NFE conditions 
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Repository design alternatives--including the point-load and line-load designs and 

engineered backfill-have a strong influence of NFE conditions. Point-load and line

load designs differ with respect to (1) line-average thermal loading; (2) variability of 

thermal loading along the drifts; and (3) drift spacing, which can be greater for the 

line-load design and which greatly improves the effectiveness of condensate drainage 

between drifts. Engineered backfill increases the WP temperature and thereby reduces 

the RH on WPs.  

3.7.7.3 Influence of TH Properties 

This section makes a qualitative comparison of multi-scale results obtained with three TH 

property sets, which differ chiefly with respect to representation of matrix imbibition 

diffusivity D. in the tsw36 unit (the lowermost repository host-rock unit) and in the tsw37 

unit (the basal vitrophyre). Matrix imbibition diffusivity is not an input parameter for NUFT, 

but can be calculated from the input parameters (Buscheck, 1997). The reported value for 

matrix imbibition is specific to a particular matrix saturation (chosen to be 90% by Buscheck, 

1997) because the diffusivity decreases with increasing saturation. As such, the imbibition 

diffusivity can be used as an index of the tendency for rewetting by flow in the tuff matrix.  
In the following discussion, the TH property sets considered are those that correspond to 

the nominal, TSPA-VA base-case infiltration map of Flint et al. (1996a). This proviso is 

needed because, in the development of TH property sets, the values obtained are specific to 

the magnitude of infiltration assumed (Bodvarsson et al., 1997). The three property sets are 

distinguished as follows: 
0 TSPA-VA base-case (July 1997) property set has large values of Db in the TSw36 

and TSw37 units, resulting in strong capillary-driven matrix flux. The July 1997 

K> property set also has small values for the van Genuchten alpha parameter Uf for 

fractures throughout the UZ, causing strong capillary-driven flux of water in 

fractures. Stronger capillary behavior reduces the spatial and temporal extent of 

dryout and RH reduction in the NFE.  
0 TSPA-VA 4TH" (November 1997) property set was modified from the July 1997 set 

on the basis of temperature data from the SHT (Lawrence Berkeley National 

Laboratory memorandum to G.S. Bodvarsson from J. Birkholzer, November 19,1997; 

Buscheck et al., 1993). The value of D..b in the TSw36 unit is reduced by a factor of 12 

relative to the July 1997 set. This property set has larger values for %1; and thus less 

capillary-driven flux in fractures than does the July 1997 set. It has the same value of 

D.. in the TSw37 unit: 
* TSPA-VA "modified-TH" property set is a slightly modified version of the 

November 1997 set. The modification was based on experimental imbibition data 

(Flint et al., 1996b). The value for Dk in the TSw36 unit is reduced by a factor of 2.9 

relative to the November 1997 property set, and the value for D, in the TSw37 unit is 

reduced by a factor of 28 relative to both the July 1997 and November 1997 sets.  

The influence of matrix imbibition in the TSw36 unit, for the TSPA-VA base-case property 

"set, is apparent from Figure 3-60. This is a contour map of WP RH for average 21-PWR WIs 

with medium heat output (see Table 3-24). On the western side of the repository, which lies 

within the TSw36 unit (Figure 3-8b), matrix imbibition greatly thwarts rock dryout and RH 

reduction in the NFE (Figure 3-60a and Figure 3-60c).  

Figure 3-60 Relative humidity RH on the surface of "average" 21-PWR medium-heat 

CSNF WPs plotted for the 7/97 TSPA-VA I x I hydrologic-parameter set and 

for the 12/97 modified-.TH parameter set 
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Reducing imbibition diffusivity for the TSw36 unit in the "TH" property set increases 

rock dryout and RH reduction in the NFE, especially on the western side of the repository.  
(compare Figure 3-60b and Figure 3-60e with Figure 3-60a and Figure 3-60d). Also, the 

smaller magnitude of capillary-diiven flux in fractures (larger a1) allows more rock drvout 

and RH reduction throughout the repository area.  
For the "modified-TH" property set, changes to matrix imbibition diffusivity in the 

TSw36 and TSw37 units resulted in more dryout in those units. However, the changes 

produced only a small reduction in RH in the NFE, primarily in.the southwest region of the 

repository (compare Figutre 3-60b and Figure 3-60e with Figure 3-60c and Figure 3-600.  

3.7.7.4 Influence of Ambient Percolation Flux Magnitude 

Three different infiltration flux (qj) scenarios are considered in this section. (The 

assumption is made that infiltration flux q,, and percolation flux qp.,, are equal at each 

location in the repository because lateral diversion is apparently minor (LBNL memorandum, 

Y.S. Wu to Bryan Dunlap, January 28,1997). The "modified-TH" parameter set is used in this 

section. The three q, scenarios are as follows: 
* In the I x 1 infiltration flux scenario, I stands for the nominal TSPA-VA base-case flux 

from the map of Flint et al. (1996a). The mean value for q,. is 7.8 mm/yr for the 
repository area.  

* The 1/5 infiltration-flux scenario is the nominal infiltration-flux map divided by 5.  

The mean value of qf is 1.56 mm/yr for the repository area.  
* The I x 5 infiltration-flux scenario is the nominal infiltration-flux map multiplied by 

5. The mean value of qg is 39.0 mm/yr for the repository area.  
The influence of the q.,4 distribution in the infiltration map (Figure 3-1b and Figure 3-1d) is 

evident from Figure 3-60. The areas of greatest reduction of RH, and greatest duration of 

dryout, correspond to areas of lower q•. In general, qw is lower in the eastern part of the 

proposed repository layout than in the western part. The region with the lowest qa lies 

beneath Drill-Hole Wash in the northeast quadrant of the repository. The part of the 

repository lying beneath the summit of Yucca Mountain has the highest q%. The southcentral 
area also experiences high qip. Accordingly, the magnitude and duration of RH reduction in 

the NFE is less in those regions.  
The influence of q,. on rock dryout and RH reduction in the NFE is evident from 

Figure 3-61, which is a contour plot of WI' RH for average 21-PWR WPs with medium heat 
output. The I x 5 scenario greatly thwarts rock dryout and RH reduction in the NFE, causing 
WP? RH -to exceed 80% at 500 yr and to exceed 90% at 1000 yr over most of the repository area 
(Figure 3-61a and Figure 3-61d). For the I x I scenario, rock dryout and RH reduction in the 
NFE are greater, causing WP RH to be less than 60% at 500 yr and less than 80% at 1000 yr 
(Figure 3-61b and Figure 3-61e). For the I/5 scenario, rock dryout and RH reduction in the 
NFE are much more extensive, causing WP RH-to be less than 50% at 500 yr and less than 
70% at 1000 yr (Figure 3-61c and Figure 3-610.  

Figure 3-61 Relative humidity RH on the surface of "average" 21-PWR medium-heat 
CSNF WPs plotted for three infiltration-flux q1. cases 

3.7.7.5 Repository-Edge Effects 
For the multi-scale models used to evaluate repository-edge effects, the "modified-TH" 

property set is used, with nominal (I x 1) infiltration. The supporting calculations compare 
four locations in the repository including the following (refer to Table 3-22 for location 
nomenclature): 
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0 15c2 location is located in the northwest quadrant of the repository layout, where the 

nominal infiltration flux is 8.5 mm/yr. The local host-rock unit is the TSw35 unit, and 

the repository depth is 384 m.  
0 15c4 location is located in the northwest quadrant of the repository layout, where the 

nominal infiltration flux is 2.0 mm/yr. The local host-rock unit is the TSw35 unit, and 

the repository depth is 303 m.  
* 15c5 location is located in the northwest quadrant of the repository layout where the 

nominal infiltration flux is 0.67 mm/yr. The local host-rock unit is the TSw34 unit, 

and the repository depth is 282 m.  
* 12c location is located in the northwest quadrant of the repository layout, where the 

nominal infiltration flux is 8.5 mm/yr. The local host-rock unit is the TSw34 unit, and 

the repository depth is 231 m.  

The comparative calculations are summarized in following text.  

For analysis of edge effects, two attributes of long-term temperature behavior in the NFE 

are considered: (1) duration of boiling conditions, and (2) whether boiling temperatures are 

superheated (T >96°0 or are indicative of long-term reflux/heat-pipe conditions at the drift 

wall (T - 960C). Conditions that are found to influence the duration of boiling temperatures 

in the NFE are as follows: 
a Duration of boiling temperatures is not sensitive to the local percolation flux.  

* Duration increases toward the repository center.  
* Duration increases with repository depth below the ground surface, particularly for 

central locations. This correlation weakens with proximity to the repository edges.  

Conditions that are found to influence the tendency for long-term reflux/heat-pipe activity 

are as follows: 
K,>j * The tendency for temperatures of ,-96°C to persist increases with greater dry thermal 

conductivity I4M,.  
* The tendency for temperatures of -96 0C to persist increases with greater local 

percolation flux.  
The duration of decreased RH in the NFE increases with smaller local percolation flux, 

and increases toward the center of the repository. The duration of reduced air-mass fraction 

depends primarily on the boiling period duration and is therefore less sensitive to the local 

percolation flux. The maximum decrease of RH in the NFE during heat-up depends primarily 

on the peak temperature; peak temperature is achieved early in the thermal evolution and is 

relatively sensitive to dry thermal conductivity but relatively insensitive to topographic 

effects and repository-edge effects. The maximum liquid-phase flux 3 m above the'drift 

crown occurs early in the thermal evolution and depends primarily on thermal loading. Flux 

above the drift declines throughout much of the thermal period until (at the end of the 

boiling period) it is approximately equal to the local percolation flux.  

3.7.7.6 Influence of Waste Package Type 

For the multi-scale models used to evaluate the influence of different WP types, the 

"modified-TH" property set is used, with nominal (I x 1) infiltration. Comparative ' 

calculations for the 15c2 location are used to compare the effects of different WP types, while 

holding constant the reference point-load design and the areal thermal-loading of 

85 MTU/acre (refer to Table 3-22 for location information). The 15c2 location is in the 

northwest quadrant of the repository layout, where the nominal infiltration flux is 

8.5 mm/yr. The local host-rock unit is the TSw35 unit, and the repository depth is 384 m. It 

was selected because the local percolation flux is near the average for the repository and 

because the unit is near the center of the layout 
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Three WIP types are considered: a high-output 21-PWR CSNF WP, a medium-output 21

PWR WP, and a low-output direct-disposal DHLW WP (see Table 3-24). The comparative 
calculations are summarized in f text.  

Peak temperature at the drift wall ranges from 1200 to 170°C for these three WP 

types, while peak WP surface temperature ranges from 130° to 2050C (Figure 3-62a and 

Figure 3-62b). These calculations were made without backfill, which would result in 

significantly higher WP temperatures. The duration of the boiling period is nearly the same 

for the three WP types; thus, the duration of decreased air-mass fraction at the WPs is also 

the same (Figure 3-62f). The value of the air-mass fraction approaches zero in 1 yr for the 

spent-fuel WPs; it takes fo yr for the DHLW WI.  

Figure 3-62 Summary of TH conditions for three WP types 

The magnitude of RH reduction during heat-up and the duration of decreased RH are 

both directly related to the WP heat output (Figure 3-62c and Figure 3-62d). The magnitude 

of liquid-phase flux 3 m above the emplacement drift differs among the three WP types 

during the first 100 yr (Figure 3-62e). The high-output WP has the earliest and greatest peak 

flux, whereas the low-output WP has the latest and smallest peak flux. After 100 yr, all three 

WPVI types have about the same liquid-flux history 3 m above the drift crown. During the first 

800 yr, the flux at this location remains relatively large (q.4 > 40 mmlnyr). From 1000 yr until 

the end of the boiling period at about 5000 yr, the flux gradually declines until it approaches 

the ambient percolation flux (q.., - 8.5 mm / yr).  

3.7.7.7 Influence of Repository Design Alternatives 

For the multi-scale models used to evaluate repository design alternatives, the "modified

TH" property set is used, with nominal (I x 1) infiltration. Comparison of the effects of line- 1ý., 
load and point-load designs, and drift backfill, are made by computing the TSPA-VA 
performance measures over the entire repository footprint area and by computing drift-scale 

behavior at a representative location. Four repository design alternatives are compared: 
* Point load with no backfill, the TSPA-VA base-case design (Figure 3-53) 
* Line load with no backfill, in which the WPs are spaced 10 cm apart axially (end-to

end) and the spacing between drifts is doubled to 56 m (Figure 3-53) 
* Point load with backfill, in which backfill is placed between and around WPs and 

does not completely fill drift 
* Line load with backfill, which assumes that measures are taken to prevent backfill 

from filling the 10-cm gaps between WIs 
The backfill is assumed to be a quartz sand, with low imbibition diffusivity, that results in 

negligible capillary-driven moisture flux toward the WPs. It is assumed that the backfill is 

emplaced at 100 yr. The thermal conductivity of the backfill is 0.6 W/ iK.  
Differences between the line-load and point-load designs, with respect to rock matrix 

saturation and RH reduction in the NFE, are evident from Figure 3-63. The line load causes 

much greater decrease of WP RH. For the line-load design with medium-output 21-PWR 
WPs, the WP RH is projected to be less than 60% at 1000 yr for a large fraction of the 

repository area, compared to 80% for the point-load design (Figure 3-63a and Figure 3-63b).  

At 2000 yr, the area of the repository with WP RH less than 80% is projected to be about 10 

times greater for the line load than for the point load (Figure 3-63d and Figure 3-63e).  

Figure 3-63 RH on the surface of "average" I1-PWR medium-heat CSNF WPs plotted for 
the point-load design 
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For further analysis of differences in drift-scale TH effects, the 15c2 location was selected 

for the reasons previously discussed. Three WP types are considered, including the high

output, medium-output and low-output types described in earlier text. The influence of 

repository design alternatives on RH in the NFE is evident from Figure 3-64. The line-load 

design produces more intense heating near the drifts and more efficient condensate drainage 

between the drifts. The result is greater decrease of RH and more persistent RH reduction on 

the drift wall and on WPs. The duration of decreased RH is three times longer for the line

load design than it is for the point-load design. The most substantial improvement in RH 

conditions is for the low-output DHLW WPs (Figure 3-64f) because radiative heat transfer 

between WPs helps to eliminate the cold trap effect.  

Figure 3-64 Temperature and RH on the drift wall and on the W" for the point-load and 

design-load designs with no backfill 

There is a profound contrast in RH reduction in the NFE between the line-load design 

without backfill and with backfill. For medium-output WPs in a backfilled line-load 

repository, the WP RH is projected to be less than 35% at 1000 yr over the entire repository 

(Figure 3-63c). At 2000 yr, the WP RH is less than 55% for the same design (Figure 3-63f); at 

10,000 yr, the WP RH is less than 75%, over the entire repository area, for the same design 

(Figure 3-65d). With backfill, RH reduction occurs mainly within the drift backfill and not 

within the host rock. Consequently, the projected performance of backfill is insensitive to 

edge-cooling effects.  
The use of backfill in the point-load design causes the WPs to be thermally isolated.  

Consequently, for medium-output and high-output WPs, drift-wall temperature increases 

abruptly at 100 yr when the backfill is emplaced, (Figure 3-65a and Figure 3-65c). Before 

backfill is emplacedthermal radiation smoothes out the heat flux and temperature along the 

drift wall. After backfilling, heat flux from a WP is conducted locally, sharply increasing the 

temperature. The temperature increase with backfill in the point-load design is enormous for 

the hottest WPs, even compared with the line-load design. By contrast, low-output WPs.  

produce a decrease in temperature at the drift wall after backfilling because radiative heat 

transfer from neighboring WPs is eliminated (Figure 3-65e).  

Figure 3-65 Temperature and RH on the drift wall and on the WP for the point-load and 

design-load designs with backfill at 100 yr 

Radiative heat trnsfer between WPs in the backfilled line-load design enables "sharing" 

of the thermal load, which equalizes the distribution of temperature. The result is that the 

low-output WPs are much hotter and drier in line-load designs (with or without backfill) 

than they are in the point-load design (Figure 3-65f).  

3. Summary 
Thermohydrologic (TH) models provide estimates for the distributions of temperature 

and flow velocity in rock surrounding the repository, permitting the use of partially coupled 

models described in other chapters to determine whether or not more rigorous altered-zone 

(AZ) models are needed. TH models are also used to calculate the evolution of liquid water 

seepage flux, temperature, RH, and mass-fraction air within the drifts as functions of time 

after closure. These results are used directly to develop total system performance assessment 

(TSPA) abstractions for these NFE performance measures. They also provide input 

parameters for other process-level calculations, such as models for changes in water 

chemistry as water works its way into and through the different components of the 

engineered barrier system (EBS), which are documented elsewhere in this report.  
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3.8.1 Conceptual Models and Codes 

The physical principles of heat and mass flow in fractured porous media are well 

understood and can easily be expressed as a set of coupled partial-differential equations.  

Using well-known and documented methods, these equations are approximated by finite

difference or similar formulations that can be solved by several computer codes (principally 

NUFT, VTOUGH, and TOUGH2) available to the project. These codes have been thoroughly 

tested in applications within and outside the Yucca Mountain Project and have been qualified 

under the project quality assurance (QA) program. They will produce essentially equivalent 

results given the same input data, so the choice of code is largely a matter of preference of the.  
individual modeler, perhaps influenced by relative computational efficiency and ease of use 

for specific types of problems.  
All these codes can perform calculations using any of several different ways of treating 

the coupling of heat and mass flow between matrix elements and their bounding fractures.  
All actual rock units underlying Yucca Mountain are fractured, with the highest frequency of 

fractures in -the densely welded tuffs and the lowest in the nonwelded tuffs. A'fully rigorous 

model would have to incorporate a 3-D variably connected network of fractures embedded 

within a 3-D matrix. Because hydrologic and thermal properties of both components may be 

highly variable spatially, many millions of grid blocks would be required in a model for 

rigorous calculation of a rock mass of even a few tens of meters on a side.  
Because it is clearly impractical to model repository and mountain-scale processes in 

explicit detail, it has been necessary to develop approximations listed in the following text.  
Examples of all three of these approaches have been mentioned in this chapter; applications 
of the first two methods are described more fully because these have been used in the 
majority of TH studies for Yucca Mountain.  

Equivalent-Continuum Method 
The first approximation used in studies of Yucca Mountain unsaturated (UZ) hydrology 

and UZ thermohydrology is the ECM. By assuming that there are no local differences in flow• 

or thermal potential between a matrix block and its bounding fractures, the potential 
equations can be written for the bulk rock, with properties given as volume-weighted 
averages of fracture and matrix properties. In effect, this assumes instantaneous heat and 
mass transfer between the two components of the bulk rock. ECM is the least 
computationally demanding method for treating fracture-matrix coupling, but it is not 
adequate if transient effects are important Transient, episodic infiltration may be the 
predominant mechanism for local recharge at Yucca Mountain and will be represented more 
realistically by alternative methods.  

Dual-Permeability Method 

The next level of approximation is known as the DKM. In this approach, two sets of 
properties (one for fractures, the other for matrix) are associated with each geometric grid 
block. The coupling between them is assumed to be given by the product of a material 
constant times the local difference in potential between the fractures and the adjacent matrix.  
In effect, this assumes that a local steady-state condition exists everywhere. Adjustment of the 
coupling constant allows this model to represent more realistically the role of fractures in 
flow and transport calculations. However, the coupling constant is not directly measurable 
and must be inferred by comparison of model predictions of observable phenomena with 
actual field data.  
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Discrete-Fracture Method 
The DFM is a more refined approach that requires explicit representation of both 

fractures and matrix components with grid blocks, including the interblock-transfer functions 

for heat and mass. Because of mathematical limitations on the numerical solution of the 

relevant equations, DFM can be applied only for the simplest geometry of fracture networks 

with a high degree of spatial symmetry so that the model domain can be spanned by a 

practical number of grid blocks. These problems on even a modest spatial scale quickly 

exceed the capabilities of professional workstations and even the current generation of 

supercomputers.  

3.8.2 Process Model Applications 

3.8.2.1 Reld tests 
Field tests in unsaturated tuffs provide the only means of building confidence in TH 

models. Although not discussed in detail in the present report, the single-heater G-Tunnel 

test was a key step in developing the project's current TH modeling capability. It dearly 

showed that a zone of dry rock develops around the heater as water vaporizes due to 

heating, and it led directly to the idea that heat could be used constructively to help prevent 

the contact of waste by water. Conduction was found to be the dominant heat-transfer 

mechanism throughout most of the heated volume, except within a zone of active boiling.  

Early modeling of this test, using ECM, produced reasonably good agreement between 

calculated and measured temperatures, but the calculated values of liquid saturation in the 

boiling zone were much higher than the neutron log measurements.  

K> This test stimulated both conceptual and mathematical model development and provided 

some of the impetus for developing the NUFT code. The G-Tunnel test was recently re

analyzed using NUFT and the DFM. The results of these calculations agreed more closely 

with saturation values determined from the neutron logs than did the ECM results.  

The SHT, currently in its final cool-down phase, closely resembles the G-Tunnel 

experiment in test geometry, instruments used, and duration. The SHT, however, is 

being conducted in actual repositoryhost rock near the planned location of emplacement 

drifts, and pre-test characterization was more comprehensive for the SHT than for the 

G-Tunnel test.  
Preliminary modeling results discussed in this report focus on the effects of parameters 

that determine the extent to which capillary forces control the distributions of temperature 

and liquid water around the heater borehole. Six property sets were considered, using 

different values for TH parameters. In Figure 3-7a, plots of temperature vs. time are shown at 

a radial distance of about 0.4 m (0.33 m above and 0.22 m to the left of the heater borehole 

axis) and about 1 m in from the end of the heater nearest the drift. The experimental 

measurements increase monotonically with time, except for a few, relatively short downward 

excursions associated with power outages. There is no indication of a plateau at the nominal 

boiling point, as would be expected if a boiling front of finite width passed through this 

measurement point. In contrast, all but one of the calculated temperature-vs.-time plots show 

a plateau at 96oC. In Property Set 6, using the data set selected in July 1997 for TSPA-VA, the 

plateau lasts throughout the heating phase, and the calculated temperature never rises above 

boiling. This data set corresponds to the strongest capillary forces of any set considered.  

Property Set 4, with both matrix and fracture capillarity reduced, agrees well with the 
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experimental data and did not exhibit a plateau. Although the saturation distributions were 

also calculated for each of the six sets of parameters, comparison of the model results with 

experimental data is still in progress.  
The LBT is still in progress, using a partially excavated 3-rn x 3-m x 4-m block in an 

outcrop of the repository host rock at Fran Ridge east of the crest of Yucca Mountain. Heat is 

supplied through an array of five parallel, horizontal boreholes placed approximately 1 m 

above the base of the block. The intent was to produce a heat source as nearly planar as 

possible, maximizing the likelihood of generating an observable condensate bank and heat

pipe zone above the heater plane. Results are given in Section 3.4.3 for the first 300 days of 

the heating phase. Most of the calculations are in 3-D and based on the ECM, although some 

have used the DKM. Calculations were performed using the same six parameter sets that 

were used in modeling the SHT. Sensitivity of the temperature to capillary properties in the 

LBT models is qualitatively similar to that of the SHT cases, with the additional complication 

that moisture could escape from the model domain in the LBT. Detailed comparison of all 

measured temperatures and saturation values is in progress at this writing.  

The actual data also show several episodes of instability, in which measured 

temperatures at points within the superheated region suddenly drop as much as 40°C, 

reaching the nominal boiling point in less than an hour. These events are believed to have 

resulted from rapid fracture flow of condensate from above the superheated region, triggered 

by greater than normal heat loss at the top of the block. These anomalous heat losses were 

caused in one case by the loss of heating at the top of the block and in another by a storm.  

This phenomenon has yet to be modeled.  

3.82.2 Reference Calculations 
The NUFT code was used in a series of 2-D models to calculate drift-scale spatial 

distributions of temperature, liquid saturation, and liquid flux in the rock surrounding the 

emplacement drifts, and of the NFE variables of interest within the drifts, as functions of 

time. The results provide input for preliminary coupled-process investigations as well as for 

estimating waste package (WP) lifetime. To provide model parameters over the range of 

uncertainty consistent with experimental data, these calculations used two different sets of 

hydrologic properties, two different infiltration rates, and two different thermal-loading 

options. Five of the eight possible combinations of these parameters were used.  

These reference calculations indicate that liquid flux near the emplacement drifts, q1i is 

initially much greater than the ambient percolation flux and gradually declines, returning to 

ambient within 100 to 500 yr. The maximum flux is not sensitive to the ambient flux. In 

addition, q• is about the same for point-load and line-load designs, indicating that the total 

return flow of condensate does not depend on the details of moisture distribution within the 

heated zone. This implies that, in both designs, about the same fraction of total heat released 

supplies the latent heat for evaporating water somewhere in the heated zone. What differs is 

the effect of evaporation. A larger dryout zone is developed for the line load than for the 

point load because there is less refluxing and more effident drainage of condensate through 
the pillars.  

3.82.3 Drift-Scale Seepage 

The determination of temporal and spatial distribution of seepage into the emplacement 

drifts is the most important problem for both ambient and thermally driven UZ hydrology at 

Yucca Mountain. It is also the most difficult to treat rigorously because the location of seeps 

and their magnitude depend on the spatial heterogeneity of flow properties at s.ales much 

smaller than typical grid-block dimensions used in site-scale models. Ideally, a model should 
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have grid-block dimensions somewhat less than the corresponding correlation lengths. The 

results documented in Section 3.6 should be viewed as a progress report on this topic, but 

they are probably good within an order of magnitude. Some of the tentative conclusions are 

summarized here, and will be tested to some extent, as data become available from the DST.  

Models have been developed, using the NUFT code, for estimating seepage into drifts under 

isothermal and nonisothermal conditions.  
Isothermal models include 2-D and 3-D steady-state ECM and 2-D and 3-D transient 

DKM. Heterogeneity was introduced in the form of spatially correlated, random distributions 

of hydrologic parameters, and results were compared with cases with homogenous 

properties having the same mean values as in the heterogeneous cases. Grid spacing was on 

the order of one-third the correlation length. Nonisothermal calculations so far have been 

limited to 2-D ECM; accordingly, the results comparing isothermal with nonisothermal 

behavior should be used with caution.  
The studies to date indicate that seepage increases with the degree of heterogeneity in 

hydrologic properties and is greater in 2-D than in 3-D models with similar properties and 

assumptions. Transient DKM simulations of episodic infiltration produce higher seepage 

rates than does the steady infiltration at the same average rate.  

For models with heated drifts, some sets of hydrologic parameters lead to seepage into 

the drifts when the wall temperature is below boiling; others do not. This suggests that an 

immediate, short-term application of these models should be to investigate systematically the 

dependence of seepage on the capillary properties of the fracture-matrix system, particularly 

in consideration of the sensitivity of condensate drainage found in the analyses of the LBT 

and SHT results.  
Perhaps the most important result to date of drift-scale seepage models is that the 

seepage flux is only a small fraction of total percolation flux in the rock near the repository.  

When combined with the possibility that much of the seepage will run down the inner 

surfaces of the drift and liner, rather than dripping onto the waste, a case could be made that 

very little water would contact waste even without such measures as drip shields and 

backfill. Making these speculations as credible as possible, by an appropriate combination 

of experiments and models, should receive very high priority as the project approaches 

license application.  

3.8.3 TSPA Multi-Scale Abstraction 

A multi-scale TH abstraction methodology has been developed and provides critical 

input to TSPA-VA. The abstraction tool calculates performance measures, including WP 

temperature and drift-air RH at the WP surface. The need for a methodology that is 

abstracted from TH (NUFT) simulations, rather than using TH simulations directly, arises 

from the limited number of simulation runs that can reasonably be conducted. The 

abstraction methodology accurately estimates the TSPA performance measures-while 

accommodating the expected variability of TH properties-percolation flux and WP 

configurations in the repository. It does this while using the DKM problem-formulation with 

radiative thermal coupling inside the drift open.ings, but it substantially limits the required 

number of drift-scale TH simulations and completely avoids the need for detailed (drift-scale) 

3-D TH simulation of the entire repository. The computational effort required for TSPA-VA 

is substantial, but it is within the capabilities of the network of professional workstations 

at LLNL.  
The abstraction tool exploits several aspects of the repository TH problem to reduce 

computational effort. Scaling relations are used in which the repository is modeled as a 

smeared-heat source for calculating large-scale effects such as 3-D repository-edge effects.  
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Another important aspect is that much of the heat transfer in certain parts of the repository 

TH problem occurs primarily by thermal conduction, which requires less effort to simulate , 

than does heat transfer by coupled conduction and convection. For regions of the host rock 

that are dried out, or beyond the influence of water reflux activity, the influence on the TSPA 

performance measures can be accurately represented by conduction-only models.  

Assumptions used in the abstraction tool have been tested by comparing the results of 

approximate analysis with computationally intensive, full simulations.  

The methodology has made it possible to compare the effects of different TH property 

sets and percolation flux maps and to compare the performance of point-load vs. line-load 

repository designs. Comparisons are facilitated by calculating the TSPA performance 

measures over the entire repository layout Results show that, depending on the values 

selected for capillary properties and infiltration flux, rewetting behavior can significantly 

prolong or shorten the period of reduced RH in the emplacement drifts. The most reliable 

results are obtained using TH property sets that have been calibrated against the results from 

thermal testing in the Exploratory Studies Facility (ESF) The magnitude of estimated 

infiltration is arguably the strongest influence oni the calculated performance measures.  

The abstraction methodology has been constructed so that refinements in the repository 

design can be readily analyzed. Backfill has been incorporated as an option in the 

methodology. Seepage models have been developed and show that spatial heterogeneity of 

fracture properties in the host rock can strongly influence the TSPA performance measures.  

Spatial heterogeneity can be readily accommodated in the present implementation of the 

abstraction methodology, although the computational effort will increase significantly.  

3,&4 Improving TH Models to Reduce Uncertainty 

TH modeling has led the way in predicting NFE conditions for several years and will 

continue to do so until and beyond the repository license application. Improved accuracy and 

reliability of TH predictions will contribute directly to success in licensing and to potential 

cost-saving features of the repository design.  
The abstraction methodology described in the previous subsection is one of the most 

significant accomplishments in TH modeling for near-field studies because it consolidates all 

the knowledge that has been gained about TH processes and optimizes the use of the 

available modeling tools. The full benefit of this methodology has not yet been realized by 
the Yucca Mountain Project. This methodology can be used to incorporate EBS features such 

as backfill and drip shields and can be extended to efficiently estimate the TH effects.  
associated with alternative repository development sequences. For each major advance in the 

application of the abstraction methodology, additional work will be needed to verify the 

method against computationally intensive, full-scale simulations of the processes of interest 

For the present, some additional verification against full-scale simulations is needed for 

TSPA-VA. In addition, the NUFT pre- and post-processors that implement the abstraction 

methodology will need to be qualified for use in licensing., 
The usefulness of TH simulations depends critically on the properties used to set up the 

models. Problems were identified with property sets proposed in 1997 for use in TSPA-VA 

and were corrected through ad hoc measures. In the future, a new approach to parameter

estimation is needed-one that identifies which TSPA performance measures are most 

affected and then constructs the complete UZ hydrostratigraphy using heuristic principles 

that maximize confidence in the most sensitive (host-rock) properties. As a first step, 

nonisothermal TH data from field tests should be incorporated, with systematic weighting 

relative to data on the ambient syster, in parameter-estimation to represent TSPA 
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sensitivities. Uncertainty on the ambient percolation flux needs to be estimated and 

incorporated quantitatively into parameter estimation. Episodic flux boundary conditions 

should also be evaluated as means to improve confiderice in TH property sets.  

In the near future, more emphasis will be given to TH models for evaluating EBS design 

alternatives that will control in-drift flow processes. Modeling of drip shield and backfill 

options will involve very finely gridded models, application of existing software for radiative 

heat transfer in drift openings, conceptualization of the properties of failed concrete and 

rockfall, and representation of the partial failure of EBS components. In addition, the 

chemical and thermal conditions likely to be present in backfill will facilitate THC effects that 

may degrade or enhance EBS performance. Modification of TH simulators to investigate 

these effects is underway, as demonstrated by the drift-scale NUFT calculations presented in 

this report.  
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Figure 3-I. Surface topography, shallow infiltration, repository footprint, and model domain for site-scale 

thermal modeling at Yucca Mountain: (a) contour map showing repository depth Z.. below the ground 

surface; (b) contour map of infiltration-flux distribution [Flint, 19%1 plotted over the SMT-model representa

tion of the repository area; (c) SMT-model representation of the repository area compared with the actual 

repository area (depicted in gray); also shown-the 35 drift-scale-model iocations in the 5 x 7 grid used in the 

multi-scale TH modeling approach; (d) frequency histogram for the shallow infiltration flux, corresponding to 

the contour map of (b) 
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.3A.. Figures for Chapter 3

Figure 3-2. Drift-scale schematic showing decay-heat-driven TH flow and transport processes, including 
(I) radiative, conductive, and convective heat flow (red arrows), (2) boiling in the rock matrix and- matrix-to

fracture vapor transport (yellow arrows), (3) vapor flow in fractures (yellow arrows), and (4) condensation 
and condensate drainage (green arrows) 

3A-2 Near-Field/Altered-Zone Models Report 
UCRL-JD- 129179



3A. Figures for Chapter 3

infiltration I Infiltration 5 Advective Vapor 
not imbibed imbibed I vapor flow out, diffusion out 
by UZ I by UZ

Lateral drainage 

Vapor vapor flow K Condensate 

removed by -. and infiltration 
ventilation moved. r f shedding 

.- in i o zaround 
4~ boiling 

~~Va or B~lng-driven and Initration ne

Figure 3-3. Mountain-scale schematic showing decay-heat-driven TH flow and transport processes that influ

ence moisture redistribution and the moisture balance in the UZ

OA '�

Near-Field/Aftered-Zone Models Report 
UCRL-ID-129179

I



A.Figures for Chapter 3

Access 
observation 

drift

.*-- 5.0 m

Plan view

Thermomechanical 
alcove 

extension

Heater

WA

-5 
5.0 M

8.264 

1.988

(0,0;0)'/ 

Thermomechanical 
alcove 5.5 m

S.0 m

12.857 m

Vertical section A-A'

Figure 3,4. SHT layout, including dimensions and SHT-model coordinate system, in plan view and vertical 
Section A-X

K)

* Near-Field/Aftered-Zone Models Report 
UCRL-ID: 12917 93A-4

A,

"&T X



3A. Figures for Chapter 3

(a) t,= k75 days

4 

2 

0 

-2 

a 
&-41 

C 

4 

2 

0 

-2 

-4

T(0 C) 
"280 

"260 

240 

220 

200 

180 

160 

140 

120 

100 

so 

60 
40 

1.0 I0.9 
0.8

(b) t,= 275 days

-4 -2 0 z 
Lateral distance (m)

4

0.7 

0.6 

o.s 

0.4 

0.3 

0.2 

0.1 

0.0

Figure 3-5. (a) Temperature T distribution and (b) liquid-phase saturation Si'q distribution at the end of the 

SHT heating phase (t = 275 days) in a vertical (x-z) plane transverse to the midpoint of the heater for Case 2

at r

Near-Field/Altered-Zone Models Report 
UCRL-ID-129179

QM19°



.3A. Figure's for Chapter 3

(a) t= 275 days

4 

2 

0 

-2 

1-4 

4 

2 

0 

-2 

-4

2 4 6 8 10 
Axial distance (in)

T(°C) 

280 

260 

240 

220 

200 

180 

160 

140 

120 

100 

8o 

60 

40

Sliq 

1.0 
0.9 

0.8

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0

Figure 3-6. (a) Temperature T distribution and Mb) liquid-phase saturation Siq distribution at the end of the 
SHT heating phase (t = 275 days) in a vertical (y-z) plane along the axis of the heater for Case 2 (zero axial 
distance corresponds to the collar of the heater borehole)

Near-Fiei/Altered-Zone ModelsReport 
UCRL-ID- 129179

(b) t = 275 days

0

3A-6



3A. Figures for Chapter 3

(a) thermocouple TMA-TC-1A-9

200 300 
Time (days)

(b) borehole TMA-TC-5

4 
Axial distance (W)

6 8

)0 500 

(c) borehole TMA-TC-5

4 Distance (m)
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Figure 3-15. Temperature T distributions at (a) 50 yr, (b) 100 yr, and (c) 500 yr, and liquid-phase saturation Sliq 

distributions at (d) 50 yr, (e) 100 yr, and (f) 500 yr plotted in a vertical (x-z) plane transverse to the drift for 

Case 1. which assumes the point-load design, the 7/97 TSPA-VA "I x 1" hydrologic-paramneter set, and a per
colation flux of 16.0 mm/yr, where I stands for nominal infiltration flux 
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Figure 3-16. Temperature T distributions at (a) 50 yr, (b) 100 yr, and (c) 500 yr, and liquid-phase saturation Sliq 

distributions at (d) 50 yr. (e) 100 yr, and (f) 500 yr plotted in a vertical (x-z) plane transverse to the drift for 
Case 2. which assumes the point-load design, the 7/97 TSPA-VA "1/5" hydrologic-parameter set, and a 
percolation flux of 32. mm/yr, where I stands for nominal infiltration flux 
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Figure 3-17. Temperature T distributions at (a) 50 yr, (b) 100 yr, and (c) 500 yr, and liquid-phase saturation Sliq 
distributions at (d) 50 yr, (e) 100 yr, and (f) 500 yr plotted in a vertical (x-z) plane transverse to the drift for 
Case 3, which assumes the point-load design, the 12/97 "modified-TI-H" hydrologic-parameter set, and a 
percolation flux of 16.0 mm/yr 
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Figure 3-17. Temperature T distributions at (g) 1000 yr, (h) 2000 yr, and (i) 5000 yr, and liquid-phase satura
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drift for Case 3, which assumes the.point-load design with no backfill, the 12/97 "modified-TH" hydrologic

parameter set, and a percolation flux of 16.0 mm/yr 
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Figure 3-18.-Temperature T distributions at (g) 1000 yr, (h) 2000 yr, and (i) 5000 yr, and liquid-phase satura
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drift for Case 4, which assumes the point-load design with no backfill, the 12/97 "modified-TH" hydrologic

parameter set, and a percolation flux of 3.2 mm/yr
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Figure 3-19. Temperature T distributions at (a) 50 yr. (b) 100 yr, and (c) 500 yr, and liquid-phase saturation Si,q 
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Case 5, which assumes the line-load design with no backfill, the 12/97 "modified-TH" hydrologic-parameter 
set, and a percolation flux of 16.0 mm/yr i 
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3A. Figures for Chapter 3
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Figure 3-19. Temperature T distributions at (g) 1000 yr, (h) 2000 yr, and (i) 5000 yr, and liquid-phase satura

tion Siq distributions at (j) 1000 yr, (k) 2000 yr, and (1) 5000 yr plotted in a vertical (x-z) plane transverse to the 

drift for Case 5, which assumes the line-load design, the 12/97 "modified-TH" hydrologic-parameter set, and 

a percolation flux of 16.0 mm/yr 
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-3A. Figures for Chapter 3.

(a) drift centerline (b) pillar centerline
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Figure 3-20. Vertical distribution of liquid-phase flux q'.q plotted at (a) the drift centerline and (b) the pillar 

centerline at various times for Case 3 which assumes the point-load design with no backfill; vertical distribu

tion of qiiq also plotted at (c) the drift centerline and (d) the pillar, centerline for Case 5, which assumes'the 

line-load design with no backfill (all distributions assume the 12/97 "modified-TH-" hydrologic-parameter set, 

and a percolation flux of 16.0 mm/yr)
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Figure 3-21. Vertical temperature T distribution (a) and liquid-phase saturation Sq distribution (b) at the drift 

centerline are plotted at various times for Case 3, which assumes the point-load design with no backfill; verti

cal T distribution (c) and Sieq distribution (d) at the drift centerline also plotted for Case 5, which assumes the 

line-load design with no backfill (all distributions assume the 12/97 Mmodified-TH" hydrologic-parameter set, 

and a percolation flux of 16.0 mm/yr) 
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.3A. Figures for Chapter 3
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Figure 3-22. Front and side views of 3-D base-10 logarithm of hydraulic conductivity (mis) field for the 
matrix continuum
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3A. Figures for Chapter 3

14

12 

10

8

6

II I I l ii I I ! J

2 4 6 8 
Meters

10 0 1 2 3 4 5

Figure 3-23. Front and side views of the 3-D grid. A random field of log 10 of the fracture permeability is also 

shown.
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-,3A. Figures for Chapter 3
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Figure 3-24. Seepage flux into drift vs average percolation flux into top of model 
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Figure 3-25. Ratio of seepage flux into the drift divided by ambient percolation flux vs. time
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3A. Figures for Chapter 3

Figure 3-26. Steady-state isosurfaces of 50% fracture saturation for a 3-D simulation
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Figure 3-27. Seepage flux into the drift vs. percolation flux into the top of the model for the heterogeneous 
dual-permeability base case, heterogeneous equivalent continuum case, and homogeneous dual-permeability 
case
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Figure 3-28. Seepage flux vs. percolation flux for the July 1997 TSPA-VA DKM case
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3A. Figures for Chapter 3
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Figure 3-29. Seepage flux vs. percolation flux is 1.2 m around the drift for the base case and the increased 

fracture permeability case
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Figure 3-30. Total flux into drift vs. percolation flux for the base case and the case with 5T,, RH in the drift to 

simulate ventilation
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3A. Figures for Chapter 3-.
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Figure 3-31. Seepage flux vs. time for cases with and 'without ventilation at 500,, relative from time 0 to 100 yr 
(Percolation flux is increased from 5 mm/yr to 50 mm/yr at 100 yr) 
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Figure 3-32. Seepage flux vs. time for the case with 10,000-mm/yr pulse every year. lasting over a 2-day 
period, imposed on a background flux of 5 mm/yr
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(a) Start of infiltration pulse

(c) 1.2 hours
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Figure 3-33. Liquid fracture saturation during the start of an infiltration event with a flux into the top of the 

model of 10,000 mm/vr over a 2-day period
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3A. Figures for Chapter 3
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Figure 3-34. Seepage flux vs. time from beginning of each year for the case with 100-mm/yr pulse 
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Figure 3-35. Seepage flux vs. time from beginning of each year for the case with 1000-mm/yr pulse 

ever' year
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3A. Figures for Chapter 3
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Figure 3-36. Seepage flux vs. time from beginning of each year for the case with 10,000-mm/yr pulse 

even' year 
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Figure 3-37. Seepage flux vs. time from beginning of each year for the case with 100,000-mm/yr pulse 

evenr year
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- 3A. Figures for Chapter 3
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Figure 3-38. Closeup of the nested grid and the logl bulk permeability (m2) field around the drift 
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3A. Figures for Chapter 3
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Figure 3-39. Seepage flux into the drift for the homogeneous, 5-mm/yr case under point loading with the 

TSPA-VA 
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Figure 3-40. Seepage flux into the drift for heterogeneous, 5-mm/yr caseunder point loading with TSPA-VA 

property set
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3A. Figures for Chapter 3
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Figure 3-41. Seepage flux into the drift for the homogeneous, 5-mm/yr case under point loading with the 

Klavetter and Peters (1986) property' set 
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Figure 3-42. Seepage flux into the drift for the heterogeneous, 5-mm/yr case under point loading with the 
Kiavetter and Peters (1986) property set
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Figure 3-43. Liquid saturation in the drift at 3 yr for 5-mm/yr percolation flux using the Klavetter and Peters 
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Figure 3-44. Seepage flux into the drift for the heterogeneous 5-mm/yr case with the Klavetter and Peters 
(1986) property set-comparison between line and point loading
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Figure 3-45. Seepage flux into the drift for the heterogeneous 5-mm/yr case under point loading with the 

Kiavetter and Peters (1986) property set-effect of altering the degree of fracturing around the drift
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3A. Figures for Chapter 3

(a) SDT model

UI

(b) LDTH model

IUI

(c) DDT model

(d) SMT model

Figure 346. Schematic of conceptual models used by the multi-scale TH modeling approach, including 

(a) SDT model, (b) LDTH model, (c) DDT model, and (d) SNIT model
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Figure 3-47. Vertical distribution of hydrostratigraphic model units sho%%n for several drift-scale model 
locations (in Nevada-State coordinates), including (a) lidl at Northing - 232406 mn, (b) l1c2 at 
Northing =232394 m, (c0 lc3 at Northing 232382 m,. (d) 11c4 at Northing =232370 mn, and (e) l1c5 at 
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Figure 3-48. Vertical distribution of hydrostratigraphic model units shown for drift-scale model locations (in 

Nevada-State coordinates), including (a) 12cl at Northing = 232857 m, (b) 12c2 at Northing = 232845 m, (c) 12c3 

at Northing = 232833 m, (d) 12c4 a.t Northing = 232821 m, and (e) 12c5 at Northing = 232809 m
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Figure 3-49. Vertical distribution of hydrostratigraphic model units shown for drift-scale model locations (in 
Nevada-State coordinates), including (A) 13cl at Northing = 233308 m, (b) 13c2 at Northing = 233296 m, (c) 13c3 
at Northing = 233285 m, (d) 13c4 at Northing - 233273 mn. and (e) 1365 at Northing = 233261 m

K)j

. Near-Field/Altered-Zone. Models Report 
UCRL-ID-129179

"3A-46

1600

1400

1200

.2

1000 

Soo 

600

(a) 13cl

170238

(b) 13c2

170465



3A. Figures for Chapter 3

(a) ISci

1 
170285

(b) 15c2

170512

(c) 15c3

170739 
Easting (m)

(d) 15c4

170966

(e) 15c5

1 
171193

1600 

1400 

1200

Figure 3-50.. Vertical distribution of hydrostratigraphic model units shown for drift-scale model locations (in 

Nevada-State coordinates), including (a) 15cl at Northing = 234211 m. (b) 15c2 at Northing = 234199 m, (c) L5c3 

at Northing = 234187 m, (d) 15c4 at Northing = 234175 m, and (e) 15c5 at Northing = 234164 m
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Figure 3-51. Vertical distribution of hydrostratigraphic model units shown for drift-scale model locations (in 
Nevada-State coordinates), induding (a) 16cl at Northing = 234663 n. (b) 16c2 at Northing = 234651 m, (c) l6c3 
at Northing = 234639 n, (d) 16c4 at Northing = 234627 m, and (e) 16c5 at Northing = 234615 m 
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Figure 3-52. Vertical distribution of hydrostratigraphic model units shown for drift-scale model locations (in 

Nevada-State coordinates), including (a) 17cl at Northing = 235114 m. (b) l7c2 at Northing - 235102 mn, (c) 17c3 

at Northing = 235090 n, (d) 17c4 at Northing = 235078 m, and (e) 17c5 at Northing = 235066 m
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3A; Figures for Chapter 3....

(a) Point-load design; LML = 0.588 MTUIm
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Figure 3-53. Plan view of the WP layout represented in the DDT models for (a) the point-load design, which 

is the TSPA-VA base-case design, and (b) the line-load design, which is an alternative design for TSPA-VA
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4. Thermomechanlcal and Thermohydromnechanical Models 

4. Thermomechanical and ThermohydrOmechanical Models 

by Stephen C. Blair 

4.1 Introduction to Thermomechanical and Thermohydromechanical Models 

The hydrologic behavior of rock surrounding emplacement drifts in the proposed 

repository will depend on the mechanical response of the fractured rock mass to excavation 

and heating. This chapter describes the thermomechanical (TM) behavior of rock in the near

field environment (NFE) and the coupling of this behavior with hydrologic processes.  

The stress field in the rock mass surrounding emplacement drifts at Yucca Mountain will 

be altered by excavation of drifts and by heating associated with radioactive decay. The 

directions and magnitudes of the principal stresses will change significantly due to thermal 

loading and then will revert during cool-down. Eevated horizontal compressive stress will 

build up rapidly in the host rock, approaching maximum values within approximately 100 yr 

after waste emplacement. Such stress presents ground-support performance issues that are 

the subject of engineering analyses not discussed in this report.  

Rock-mass bulk permeability is an important thermohydrologic (TH) property that is 

controlled by fractures in the host rock, and the fractures will deform as stress conditions 

evolve. Two types of fracture deformation will contribute to thermohydromechanical (THM) 

coupling: 
"* Normal displacement (perpendicular to the fracture plane) 
"* Shear displacement (parallel) 

Associated with these two types of deformation are important differences in the magnitude 

and the durability of fracture aperture changes: 
Normal displacement is associated with changes in normal stress. Fractures stiffen 

readily as they close in response to normal compression, which limits the relative magnitude 

of the permeability change that can be produced. If the average normal stress is maintained 

well below the intact rock strength, and if creep is not significant, then fractures generally 

return to their previous aperture when unloaded (i.e., normal displacement is reversible).  

Fractures open in response to decreasing normal stress and eventually open at zero load. If 

fracture surfaces remain well aligned, and if shear displacement does not occur, fracture 

opening is also reversible.  
Shear displacement is produced when the stress conditions in the fracture plane exceed 

the slip criteria for the fracture. The tendency for slip in response to shear stress is controlled 

by the frictional properties and geometry of the fracture surfaces, the hydraulic conditions 

within the fracture, the deformation history of the fracture, and the normal stress on the 

fracture. Frictional and geometrical properties are represented for all fractures in the host 

rock at Yucca Mountain by average property values. Fractures in the host rock may be wet, 

but there will be no significant positive pressure head in the unsaturated zone (UZ). The 

deformation history of individual fractures is unknown; as an approximation, deformability 

is assumed to be independent of past deformation. The normal stress is a major determinant 

of shear behavior and is considered extensively in this chapter.  
SWhereas this chapter discusses changes in fracture permeability, which may be equated 

to changes in bulk permeability of the repository host rock, the importance of these changes 

to repository performance is discussed in Chapter 8. Following are a few of the key questions 

that arise when considering performance issues: 
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What is the magnitude of permeability decrease associated with closure of fractures 

that are radially oriented and proximal to the emplacement drifts, and is this change 3 
reversible during cool-down? 

• What is the magnitude of the decrease in vertical permeability of the host rock caused 

by closure of subvertical fractures in response to horizontal thermal stress, and is this 

change reversitle? 
* What are the magnitude and durability of local changes in horizontal permeability, 

associated with temperature gradients that occur during expansion and collapse of 

the thermal field, caused by opening of subhorizontal fractures in response to shear 
stress? 

* What are the magnitude and durability of local changes in permeability caused by 
shear deformation associated with irregularity in the predicted temperature field and 
with stress concentration around drift openings? 

This chapter reviews the conceptual and numerical models available for TM analysis of 

fractured rock and presents TM analyses of the Drift-Scale Test (DST) and the reference cases 

used for investigation of coupled processes in this report. The likely durable changes in bulk 

permeability associated with the calculated stresses are inferred using the calculated TM 
stresses. This chapter is structured as follows: 

0 Section 4.2 presents background information on the nature of TM behavior expected 
in the near field/altered zone and a discussion of the general types of numerical 
models and techniques available for TM calculations.  

0 Section 4.3 presents rock-mass constitutive models and supporting data, including 
recent results of fracture deformation and fracture flow experiments using 0-5-m 
blocks of tuff.  

0 Section 4.4 describes simulation of the drift-scale TM response for the reference cases 
used to investigate coupled processes in this report. In this presentation, stress and 
displacement are calculated using two different modeling approaches. The 
temperature fields for these calculations were taken directly from TH simulations, or 
matched to TH simulations; thus, these calculations are weakly coupled. Predictive 
TM calculations for the DST and the Large-Block Test (LBT) are also discussed.  

• Section 4.5 discusses conceptual models for changes in fracture permeability resulting 
from changes in stress conditions. A conceptual model is developed for THM analysis 
in this report.  

• In Section 4.6, the conceptual model for THM coupling is applied to prediction of 
fracture permeability changes for the DST.  

9 In Section 4.7, the conceptual model is applied to the reference cases for investigation 
of drift-scale coupled processes in the repository.  

0 Section 4.8 is a summary of results.  

4.1.1 Identification of Users for Thermomechanical and Thermohydromechanical 
Models 

This chapter describes two types of mechanical models: 
1. Drift-scale TM models 
2. Models of THM coupling 

These models are listed in Appendix A (Table A-9) along with the other models that make up 
this report.  

Drift-scale TM models are.used to predict the stress conditions that will exist in the 
repository host rock and ground support during the thermal period (Section 4.4). TM loading 
is also important for preclosure performance of repository subsystems and for analysis of ) 
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ground-support longevity and rock fall after permanent closure. These models are used 

directly or indirectly by performance assessment (PA) and engineered barrier system 

(EBS) /Repository Design.  
The conceptual model for THM coupling is based on laboratory and field experiments 

and on modeling of TM stresses in the host rock. The effects of fracture deformation on bulk 

permeability are of particular interest to PA because they influence seepage conditions 

during the post-thermal period.  

42 Conceptual Basis for Rock-Mass Thermomechanical Models 

4.-1 Geomechanical Aspects of the Near-Field Environment 
The proposed repository host rock is a fractured, densely welded, ash-flow tuff. The rock 

has low matrix permeability, and the bulk permeability is mainly associated with fractures.  

Any changes in rock mass permeability from TM effects can be attributed to the fractures 

because changes to matrix permeability in riesponse to stress and temperature are small 

(Hardin and Chesnut, 1997).  
Laboratory studies (Bandis et al., 1983; Barton et al., 1985) have shown that greater impact 

often results from shear deformation of fractures rather than from normal deformation.  

Fractures may be more deformable in shear under certain stress conditions, in which case the 

magnitude of changes in fracture aperture is greater than it is for perpendicular (normal) 

deformation. With greater deformation, there is increased likelihood of permanent 

displacement, which could produce durable changes in fracture permeability. This may be 

especially true for stress-unloading conditions during repository cool-down. Permanent 

changes in hydrologic properties or flow paths can result from normal deformation, but they 

tend to be smaller than those caused by shear displacements. This has been observed in field 

studies (e.g., Wilder, 1987). A "qualitative evaluation of the coupling complexity between 

mechanical behavior and void space evolution between the joint walls during shear 

displacement." has been suggested by Archambault et al. (1997)'but has not yet been applied 

to prediction of NFE conditions.  

4.2.2 Available Model Approaches 
Several numerical codes have been developed for simulating rock-mass behavior. These 

codes employ finite-element, distinct-element, and boundary-element numerical techniques 

and can incorporate a wide variety of constitutive models. Some have been generalized to 

three dimensions. A wide range of codes is discussed in the following sections, and 

calculations, using a subset of these codes (FLAC and FRACROCK), are presented in this 

chapter. The quality assurance (QA) status for codes used for calculations is summarized in 

Appendix A.  
To predict rock-mass response over long time periods and for changing temperature and 

hydrologic conditions, simulators should accommodate appropriate constitutive equations 

for elasto-plastic behavior, nonlinear properties of joints (natural fractures), and fracture.  

propagation. The rock properties that are included in these equations are the intact rock 

compressive and tensile strengths, coefficient of friction, fracture stiffness, and fracture 

toughness. The codes use these parameters, along with boundary stresses and calculated 

thermal stresses, to obtain a stress distribution throughout the region of interest in the NFE.  

Two different methods are typically used to estimate the stress in a fractured rock mass: 

the continuum method and the discrete-element method. The more common is the 

continuum approach, which uses the finite-element, the finite-differenc, or the boundary 

element method for computing stress and displacement. The rock mass is assumed to be a 
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continuum, and the network of cracks and fractures contained in the rock behave in a manner 
similar to that of an individual crack. Equations describing the response of an ensemble of 

cracks are assumed to be identical in form to those describing the response of a single crack.  

These models handle the creation of new cracks and fractures in various ways. One method 
is to derive a damage vector D that describes the number of cracks and fractures 
accumulated during the entire history of deformation (Costin, 1987).  

4.2.2.1 Finite-Difference and Finite-Element Methods.  

In finite-difference and finite-element methods, the behavior of a structure is simulated 
by representing the material as elements or zones that form a grid. Each element behaves 

according to a prescribed constitutive law in response to applied forces or boundary 
conditions. Both finite-difference and finite-element methods translate a set of differential 
equations into matrix equations for each element relating forces at nodes to displacements at 
nodes. The Fast Lagrangian Analysis of Continua (FLAC) User's Manual (Itasca Consulting 
Group Inc., 1996) describes these methods as follows: 

In the finite-difference method, every derivative in the set of governing 
equations is replaced directly by an algebraic expression written in terms of 
the field variables (e.g., stress or displacement) at discrete points in space; 
these variables are undefined anywhere else.  

In contrast, the finite-element method has a central requirement that the field 
quantities (stress, displacement) vary throughout each element in a prescribed 
fashion, using specific functions controlled by parameters. The formulation 
consists in adjusting these parameters to minimize error terms or local or 
global energy. K) 

Both methods produce a set of algebraic equations to solve. Even though these 
equations are derived in quite different ways, it is easy to show (in specific 
cases) that the resulting equations are dentical for the two methods. Over the 
years, certain "traditional" ways of doing things have taken root: for example, 
finite element programs often combine the element matrices into a large global 
stiffness matrix, whereas this is not normally done with finite differences 
because it is relatively efficient to regenerate the finite difference equations at 
each step. [Then] an "explicit," time-marching method [can be used] to solve 
the algebraic equations. Implicit, matrix-oriented solution schemes are more 
common in finite elements.  

The Fast Lagrangian Analysis of Continua (FLAC) Code 

FLAC is a numerical code that uses a time-dependent finite-difference algorithm. The 
code is capable of treating both mechanical and thermally induced stresses and deformations.  
In FLAC, materials are represented by arbitrarily shaped, quadrilateral zones; several built
in, constitutive models are available for describing material behavior. FLAC is often used in 
two-dimensional (2-D) modeling, assuming plane-strain geometry and linear mechanical and 
thermal properties where mechanical properties (e.g., elastic moduli) and thermal properties 
(e.g., thermal expansion coefficient) are independent of stress and temperature. Constitutive 
relations often are either isotropic and elastic or make use of the ubiquitous joint model 
capability of the FLAC code (Itasca Consulting Group Inc., 1996)). In the code, heat transport 
is usually isotropic heat conduction. FLAC has recently become available for three
dimensional (3-D) modeling, and this new version is currently being configured to simulate.  
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"the 3-D stress and displacement field in the NFE over time. FLAC capabilities include the 

following: 
* The thermal module simulates transient heat flow and development of thermal 

stresses and can be coupled to the mechanical stress calculation.  

• Failure criteria such as the Mohr-Coulomb criterion (Jaeger and Cook, 1976) or the 

Hoek-Brown criterion (1980) can be incorporated with equilibrium calculations.  

* Interface elements are allowed to undergo tensile separation or Coulomb slip to 

simulate faults, joints, or frictional boundaries. These elements can have any-spatial 

orientation in three dimensions, but are treated as impermeable boundaries for fluid 

flow; hence the FLAC-3-D code cannot directly solve the coupled THM problem.  

• Ubiquitous fractures (see subsequent text) can be incorporated as part of the rock

mass properties (e.g., Itasca Consulting Group Inc., 1996). This feature allows closely 

spaced joint sets to be modeled as part of a continuum, as long as the scale of the 

model is much larger than the spacing between individual joints. The ubiquitous

fracture model assumes a series of parallel, weak planes embedded in a Mohr

Coulomb solid. Yield behavior may occur either in the solid or along the slip plane. A 

joint tensile-strength limit is also tested.  
FLAC is used to simulate TM effects for the reference cases defined for analysis of coupled 

processes, as discussed in the following subsections.  

ABAQUS.  
Another widely available code is ABAQUS, a 3-D finite-element code with capability for 

time-dependent analysis of thermal and mechanical behavior. The numerical model is 

weakly coupled in the sense that the temperature field produces thermal stresses, but these 

Sstresses do not, in turn, influence temperatures. The temperature field is calculated as a 

function of time from a thermal-diffusion model. The mechanical model uses the.temperature 

field, which can vary with time, to apply thermal loading.  

4.2.2.2 Boundary-Element Method 

The boundary-element method (BEM) is a very different continuum method that can be 

used to simulate the NFE. With this method, the boundary of a region of interest is divided 

into elements, and the numerical solution of the problem of interest builds on the analytical 

solutions that have already been obtained for simple, singular problems. These mathematical 

singular solutions are combined using superposition to form the overall solution of the larger 

problem being studied. Because each of the singular solutions already satisfies the governing 

partial differential equations in the region of interest, there is no need to divide the region 

into a network of elements as in done in finite-element and finite-difference methods (Crouch 

and Starfield, 1990). Blair (1994) developed a numerical code called FRACROCK that 

calculates elastic deformation, as well as crack nucleation and propagation; FRACROCK is 

based on the BEM. FRACROCK has since been modified to incorporate thermal effects and is 

suited to study of fracturing and fracture behavior in the vicinity of drifts. FRACROCK is 

used to simulate TM effects for the reference cases defined for analysis of coupled processes, 

as discussed subsequently.  

4.2.2.3 Distinct-Element Method 
The distinct-element method represents a fundamentally different approach to analysis of 

the mechanical behavior of a fractured rock mass. In the distinct-element method, the rock 

mass is composed of an assembly of deformable blocks that are interfaced by discontinuities.  

"In some of the distinct-element models, the blocks are. discretized by means of triangular 
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zones where the strains are assumed to be constant. In a distinct-element code, fractures in 

the rock mass are entered individually. One of the most commonly used distinct-element 

codes is called UDEC. Millard, et al., (1995) discusses the use of UDEC in a THM simulation.  

Zhang and Sanderson (1996) employed a distinct-element code to illustrate why rock masses 

with one or more systematic sets of oriented fractures should not be represented as an 

equivalent continuum. The distinct-element method has also been formulated in 3-D and is 

available in a code named 3-DEC.  
Four distinguishing characteristics of the distinct-element method have been identified by 

Hart and Cundall (1992): 
1. Discrete bodies within the system can undergo finite displacements and rotations.  

2. New contacts develop between bodies as the calculation evolves.  

3. Contacts are deformable.  
4I The equations of motion are solved in an explicit time-stepping scheme.  

A quasi-static solution scheme can be substituted for (4) in the preceding list. As with the 

continuum codes, Coulomb slip and joint dilation are incorporated into the model. An 

important application for distinct-element modeling rather than for continuum modeling, is 

use with problems in which major failure occurs.  
Distinct-element models were initially designed to model the interaction of independent, 

tumbling grains or bodies. Because of the need for generality, allowing particles to interact at 

any angle, these algorithms perform search-and-contact angle operations that are 

computationally slow. Attempts to extend distinct models to well-ordered, jointed rock 

masses (where displacements are small, with slippage on a few fractures) have resulted in 

distinct-element models that resemble continuum models. The boundaries must be 

represented in detail, but the search-and-contact angle operations are unnecessary.  

4.2.24 Conceptual Models for Incorporating the Effects of Fractures 

How best to incorporate fractures and fracture behavior is a fundamental question in 

geomechanical modeling. The simplest way is to assume that the fractured rock is a 

homogeneous, isotropic, and elastic medium having elastic properties that can be calculated 

from measured properties of intact rock and from ubiquitous fractures with known 

properties and abundance (e.g., Berryman, 1996). The simplest effective-medium approach 

requires a minimum of four parameters: density and two elastic moduli for the unfractured 

rock and a parameter describing the fracture abundance and deformability. More 

sophisticated effective-medium theories require an additional parameter that describes the 

shape or aperture of typical fractures. Although this approach is a good way to estimate 

mechanical properties of fractured rock, information about fracture orientation and 

connectivity is not used, and some of the effective-medium theories break down for high 

concentrations of thin fractures. The effective-isotropic-continuum approach is best for 

randomly oriented fractures, such as thermally induced microcracks, that are moderately 

small and sparse.  
The preceding approach can be readily modified, by relaxing the assumption of isotropy, 

to incorporate information about fracture orientation. For an elastic but anisotropic 

constitutive model, additional elastic moduli are required (e.g., 3 more for the case of 

transverse anisotropy or as many as 21 independent parameters for general anisotropy) 

(Auld, 1973). There is some evidence from laboratory measurements that the Topopah Spring 

tuff matrix is slightly anisotropic in a transverse sense because of horizontal foliation (Blair 

and Berge, 1996a; Martin et aL, 1992). The presence of a dominant set of subvertical fractures 

striking approximately to the north, as mapped in'the LBT (Lin, 1994), suggests that the rock

mass deformability may be anisotropic with orthorhombic symmetry. Because the LBT also 
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contains other fractures in different orientations, the anisotropy may be weak. Available 

laboratory or field measurements are not sufficient to quantify all the independent elastic 

parameters that would be required to describe anisotropy in the Topopah Spring tuff (Blair 

and Berge, 1996a). For the purposes of this report, the host rock is assumed to be 

mechanically isotropic.  

An isotropic, elastic, but inhomogeneous model can be used by assuming the tuff is 

homogeneous except for a few fractures that can be represented in the computer model as 

interfaces where displacement is allowed. Several of the modeling codes described in a 

previous subsection (e.g., FLAC, ABAQUS) allow such interfaces. Parameters required for an 

explicit interface model include density and two elastic moduli for the tuff itself, plus fracture 

length, orientation, and strength information for each interface. Information about fracture 

orientation is used in this approach, but it is impractical to incorporate many interfaces in the 

model. Simulation of discrete interfaces (fractures) is best for repiesenting a few major 

fractures that are considered most significant for fluid flow. This simulation is 

complementary to the effective-mediun-theOry approach described previously, and both 

methods are planned for future use in repository performance calculations.  

If the assumption of purely elastic behavior is dropped and the ubiquitous-fracture model 

(e.g., Arulmoli, 1987; Blair et al., 1995) is used, the necessary parameters then include density, 

two elastic moduli, cohesion, dilation angle, tension limit, and internal friction angle for the 

tuff matrix, plus joint angle, joint cohesion, joint tension, and joint friction angle for the 

fracture set represented in the model. The main limitation of the ubiquitous-fracture 

approach is that it assumes a high abundance of parallel fractures, which controls the 

behavior of the rock mass. Note that the ubiquitous-fracture approach, the effective-medium 

theory, and the explicit-interface approaches are complementary; thus, all three have 

appropriate applications in modeling the repository host-rock response.  

42.3 Approach to Study of Coupled Behavior 
rCoupling of TM and TH behavior is principally through the temperature field because 

the permeability is controlled by fractures, which may be modified significantly by thermal 

stress. Other, more fully coupled approaches have been developed. For example, work 

conducted in conjunction with the DECOVALEX program (see Section 42.4) includes 

development of an analytical solution for coupled THM behavior by Rehbinder (1995) and a 

study of THM behavior of sparsely fractured rock by Nguyen and Selvadurai (1995). In 

addition, Jiao and Hudson (1995) have presented a fully coupled model for engineered 

systems in rock.  
At present, the available TH algorithms are more sophisticated than are the available 

fully coupled THM algorithms. Sophisticated simulators such as NUFl (see Chapter 3) are 

needed to capture the TH behavior, which-controls the temperature field. Accordingly, for 

this report, temperature distributions are generated by TH simulators, thermal-stress 

distributions are calculated using weakly coupled TM calculations, and the results are 

analyzed using alternative conceptual models for fracture-permeability change in response to 

deformation. This approach represents the state-of-the-art in combining the information 

needed to assess THM coupled behavior for a Yucca Mountain repository..  

42.4 Model Validation Studies 
An international cooperative project was established for theoretical and experimental 

studies of coupled thermal, hydrologic, and mechanical processes in hard (crystalline) rock.  

"This project is called DECOVALEX and is described by Jing, Tsang, and Stephansson (ling et 

al., 1995). In this work, different mathematical models and computer codes were used to 
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study problems of interest to geologic disposal of nuclear waste. In particular, 11 codes were 

evaluated; these included both 2-D and 3-D finite-element codes in which the rock was 

modeled as a porous/fracture media and a 2-D discrete-element code in which the rock was 

modeled as discrete deformable block assemblages. Much of the work done for 

DECOVALEX is documented in a special issue of the International Journal of Rock Mechanics 

(Stephansson, 1995)..  
As partof the DECOVALEX program, two intercode benchmark comparisons were 

carried out The benchmark test BMT1 considered a large-scale (kilometer-scale) mass of rock 

as described by Millard et al. (1995). The benchmark problem BMT2 involved a system of 

nine blocks of intact, hard rock separated by two pairs of soft fractures, as described by Chari 

et al. (1995). For each of these exercises, both finite-element and distinct-element methods 

were used. Chan et al. found that, for the BMT2 test, heat convection significantly affects the 

distribution of temperature, thermal stresses, and displacements and that the predominant 

coupled effect is fracture closure caused by thermal expansion of the rock blocks. Results for 

DECOVALEX also indicate that, for tests BMT1 and BMT2, the different modeling techniques 

produced very similar results. This indicates that use of the continuum codes is adequate for 

study of host-rock behavior for a Yucca Mountain repository.  
Another study used a physical model to simulate waste emplacement for evaluating a 

nuclear waste disposal concept in Japan. The large-scale laboratory test involved heating and 

flow testing, and was simulated with a version of ABAQUS (Hibbitt, 1994)) that includes 

vapor-flow processes (Borgesson and Hernelind, 1995). The test was performed using a 

partially saturated buffer material surrounding a simulated waste package (WP) in a hollow 

cylinder of rock. The calculations resulted in a prediction of void ratio, temperature, water 

saturation, pore pressure, and effective stress. The calculations were coupled THM; the 

hydrologic and thermal results compared well with the experiment, but the prediction of 

mechanical response did not. The 3-D finite-element model THAMES underestimated the 

experimental measurements of temperature in the buffer material (Ahola et aL, 1994).  

For another field-scale experiment, FLAC 2-D (Itasca Consulting Group Inc., 1996) was 

used to model heat and water flow through a 50-m x 50-m block of fractured granite 

(Israelsson, 1995). Stress-induced permeability changes were limited to one order of 

magnitude, and fractures were assumed to be randomly oriented, thus allowing use of the 

continuum approach in FLAC.  

4.2.5 Testing Model Predictions for the Large-Block Test 

4.2-5.1 Field Observations from the Large-Block Test 

Efforts to understand and characterize coupled processes in a fractured rock mass include 

the LBT currently underway at Fran Ridge, near Yucca Mountain, Nevada. The LBT is being 

conducted on a rectangular prism of rock that is 3 m x 3 m in cross section and 4.5 m high. It 

is a fractured rock mass that was exposed from an outcrop by excavating the surrounding 

rock to leave the block in place. Two subvertical sets of fractures and one set of subhorizontal 

fractures intersect the block. The subvertical fracture sets are approximately orthogonal, with 

spacing of 0.25 to 1 m, and are oriented generally in the NE-SW and NW-SE directions. The 

block also contains one major subhorizontal fracture located approximately 0.5 m below the 
top surface.  

Results from the LBT show that the overall temperature profile is consistent with 

conduction-dominated heat flow, except for major temperature excursions at 2520 and 

4475 hr. These excursions probably represent the formation of transient heat pipes, with 

episodic flow conditions.  
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Preliminary analysis of deformation from the LBT has been conducted using data from 

the multiple-point borehole extensometers (MPBX) and fracture-deformation monitoring 

systems. Results from these systems show that, within a few hours of the heater start-up, the 

block began to expand 0.1 in. The total deformation observed is approximately 0.1 in. Data 

from MPBX systems show similar expansion in the E-W and the N-S directions and indicate 

that horizontal expansion is directly dependent on height above the base. This is in 

disagreement with continuum calculations (Blair et al., 1995) that show a nonlinear profile of 

horizontal expansion associated with the thermal gradient imposed on the block. MPBX data 

and fracture-deformation data show that most of the deformation occurs in discrete, 

vertically oriented zones and is probably caused by opening of vertical fractures. In 

summary, the mechanical measurements indicate that'the block expanded in the horizontal 

direction more than in the vertical direction and that macroscopic deformation was 

dominated by movement along fractures.  
The hydrothermal response of the block is probably dominated by flow in'vertical 

fractures. Interestingly, for the major thermal excursion at 2520 hr, the largest associated 

deformation was movement on a horizontal fracture.  

4.2.5.2 Thermomechanical Simulation of the LBT 

Blair, Berge, and Wang (Blair et al., 1995) analyzed the TM behavior of the LBT. This work 

was to provide analysis and interpretation of coupled THM behavior of the block as it was 

heated. Objectives of the modeling were to aid in experimental design of the test, to evaluate 

alternative thermal and constitutive models, and to evaluate different numerical methods. In 

this study, TM simulations of the heat-up phase of the LBT were conducted using two 

different commercially available numerical codes: FLAC and ABAQUS (see Section 4..2.1).  

SA 2-D, plane-strain, FLAC model was constructed in a plane orthogonal to the heater.  

holes in the LBT. The thermal predictions made with FLAC showed a 2-D temperature field 

near the heaters at early time. At later time, the code predicted a nearly 1-D temperature field 

because the sides of the block are insulated. Temperature fields in the 3-D simulation were 

very similar to those predicted by the 2-D FLAC model.  

Initial TM modeling of the LBT calculated temperatures, stresses, and displacements in 

2-D and 3-D using a simplified continuum representation of the block. Although numerous 

fractures intersect the block, these simulations provided a general understanding of TM 

behavior. In these simulations, the gridding used in the models was similar to that used by" 

Lee (1995) for hydrothermal modeling. Two additional simulations were conducted in which 

discrete fractures were represented and smaller stress values were predicted, demonstrating 

that the presence of compliant fractures tends to reduce the stress levels.  

Blair et al. concluded that the TM FLAC and ABAQUS thermal-conduction modeling 

produced temperature fields similar to that of Lee (1995), who used a code containing a more 

sophisticated TH model (Blair et al., 1995). This suggests that the FLAC and ABAQUS codes 

could be used with a TH model to better investigate coupled processes. The 2-D modeling 

was useful for evaluating constitutive models, but was unable to simulate the outside face of 

the LBT where stresses are highest because the plane-strain assumption is equivalent to 

assuming that the model plane lies at the center of the block. The 3-D model required an 

order of magnitude more computer time, but it computed stresses and displacements 

everywhere in the block.  
Blair et al. compared 2-D and 3-D models using FLAC and ABAQUS, respectively (Blair 

et al., 1995; Itasca Consulting Group Inc., 1996). The plane-strain assumption in the 2-D 

"model is overly restrictive for this application because the block is limited in the third 

dimension and is stress-free at those boundaries, whereas the plane-strain assumption 
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corresponds to infinite extent in the third dimension. (The plane-strain assumption is less 
restrictive underground, where the extent of the medium in the third dimension can be much 

greater.) It was found that temperature predictions in the block were similar with both the 

2-D and 3-D models, but differences in predicted stresses became more pronounced near the 

edges of the block.  

4.3 Initial Conditions and Rock-Mass Rheological Behavior at Ambient and 
Elevated Temperature 

Simulation of TM effects in the repository host rock requires specific input on the rock

mass properties, initial conditions, and boundary conditions. The types of parameters 
required depend on the constitutive model used to represent stress-strain behavior. This 

section reviews the information assessed in the development of TM models for this report.  

The parameter values selected for analysis of the five reference cases and used in calculations 
in described in subsequent text are a subset of the information assessed. The QA status of the 
data sources used for this assessment is reports in Appendix A.  

Three different types of stratigraphic nomenclature are used in this discussion. The TM.  

stratigraphy of Ortiz-et al. (1985) is the original system and is currently used most often for 

repository engineering analyses. In this stratigraphy, the repository horizon is located 
entirely within the TSw2 unit. The more detailed hydrostratigraphy used in the UZ site-scale 
model (Bodvarsson et al., 1997) is also used here, and there is a direct correspondence to the 

nomenclature of Flint (1998) (given in parentheses). In these systems, the repository horizon 
lies mostly within the tsw35 (Tptpmn), but in peripheral areas the horizon crosses into the 
overlying tsw34 (Tptpml) and the underlying tsw36 (Tptpll). The tsw37 (Tptpv) unit 

underlies the repository host rock and may also contribute to altered-zone mechanical 
response (this is the TSw3 unit of Ortiz et al., 1985).  

4.3.1 In Situ Stress 
In situ stress has been measured, by hydraulic fracturing, in drillholes USW G-1, USW 

G-2, and USW G-3 at Yucca Mountain (Stock et al., 1984,1985). Stock et al. found that the 

vertical stress has an average value of approximately 7 MPa, with a range of values from 5 to 

10 MPa. The minimum horizontal stress was found to have a bearing of about N57W (± 80); 
the bearing for the maximum horizontal stress was found to be about N320E (* 80). The ratio 

of horizontal stress to vertical stress had an average value of approximately 03 or 0.6 and a 

range of about 0.3 to 0.8 for the minimum horizontal stress or 0.3 to 1.0 for the maximum 
horizontal stress. Table 4-1 shows the mean value and ranges for vertical stress, which is the 

maximum prindpal stress and which is determined from the overburden thickness and 
density. The table also shows the ratios of minimum and maximum horizontal stresses to the 
vertical stress and the directions of the horizontal stresses.  
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Table 4-1 Values and ranges of principal stresses in the potential repository horizon at 

Yucca Mountain (Stock et al., 1984,1985) 

Parameter Average Values Range 

Maximum principal stress (vertical) 7.0 MPa (1015 psi) 5.0 to 10.0 

Ratio of minimum horizontal stress 0.5 0.3 to 0.  

to vertical stress 
Ratio of maximum horizontal stress 0.6* 0.3 to 1.0 

to verti--ca- "st---s 
Bearing of minimum horizontal N57OW N50NW to N65OW 

Bearing of maximum horizontal N32WE N25E to N400E 

Average value for a depth of about 0.3 km (1000 ft) 

A stress profile for the in situ stress near the Exploratory Studies Facility (ESF) was 

estimated using a 2-D finite-element analysis, similar to that presented in Hardy and Bauer 

(1991). The stress profile can be found in Wilder (1996) Sec. 4.0). Information about in situ 

stress is also discussed in Blair and Berge (1996c).  

4.3.2 Mechanical Properties of Topopah Spring Tuff 

Laboratory measurements (Table 4-2) of the mechanical strength of intact samples have 

been made on a substantial number of samples from the proposed repository horizon. These 

data indicate that the intact rock is strong relative to the stress magnitudes expected, having a 

uniaxial strength of 155 MPa (±59 MPa) and a Young's modulus of approximately 30-35 GPa.  

Upon loading, unfractured samples produce stress-strain curves that show nearly linear 

elastic behavior until failure. Fractured samples exhibit less brittle behavior, and the onset of 

yield typically occurs at 50% of the ultimate strength. Most of the tests for compressive 

strength have been conducted on samples that were saturated with water and tested under 

drained conditions. This represents a minimum value because rocks are moderately weaker 

when saturated with water. When uniaxial loading is used to measure elastic constants the 

results can be strongly influenced by inhomogeneities.  
Price (1986) studied the effect of sample size on mechanical properties of Topopah Spring 

tuff and found that both the ultimate strength and the axial strain at failure are inversely 

related to sample diameter, whereas Young's modulus and Poisson's ratio are independent of 

sample diameter.  

Table 4-2 Mechanical properties of Topopah Spring tuff and fractures 

S Pror-perty _ Conditions Value Source Comments
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porosity ambient temperature, 9%-28% Un and Roberts. 1996 laboratory 

pressure 
measurements on 
cores, small blocks 

bulk density 2280-2360 Blair and Berge, 1996c laboratory 

kglms measurements on 
dry cores 

peak strength 25C, unconfined 155* ±59 MPa Price. 1986 laboratory tests on 

uniaxial compression I cores
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Property Conditions Value Source Comments 

. N 154±35MPa Blairand Berge. 1996c " 

* " 139* 73 MPa laboratory tests on 

irradiated cores 

22C. unconfined 68-102 MPa Price et al., 1987 laboratory tests on 

uniaxial compression dry and saturated 
cores 

1500C, unconfined 89-138 MPa -laboratory tests on 

uniaxial compression saturated cores 

22"C, 5 MPa confirmed 155-220 MPa 
pressure 
"1500C, 5 MPa conf. 48-155 MPa 
press.  
22"C, 10 MPa 152-305 MPa " 

confirmed pressure 

indirect tensile ambient temperature 4-16 MPa Martin et al., 1994, Brazil tests on 

strength 1995b saturated cores

Young's modulus 25°C, unconfined 
uniaxial comression.

33±5GPa DOE, 1990 laboratory tests on 
cores

250C, unconfined 38-40 GPa Price, 1993 
uniaxial compression 

25*C, unconfined 25:±13 GPa Blair and Bergs, 1996c 
uniaxiai compression 

25°C, unconfined 23 ± 5 GPa & laboratory tests on 

uniaxial compression irradiated cores 

22°C, unconfined 27-46 GPam Price et al., 1987 laboratory tests on 
uniaxial compression dry and saturated 

cores 

150*C, unconfined 28-33 GPa laboratory tests on 
uniaxial compression saturated cores 

220C, 5 MPa confirmed 36-41 GPa 
pressure 
150°C. 5 MPa 16-38 GPa " 
confirmed pressure •__ 

220C, 10 MPa 33-41 GPa 
confirmed pressure _ 

ambient temperature, 3.6-31 GPa Blair and Berge, 1996b laboratory tests on 
unconfined, 8.5 MPa 0.5-m block, 
uniaxial compression measured across 

matrix and 
matrix+fracture 

02-0.65 GPa measured across 
fracture only
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Property
Value 

approximately 

4 GPa 

approximately 
6 GPa

Conditions 

ambient temperature, 
unconfined, 0.1-4 MPa 

uniaxial compression 

ambient temperature, 
unconfined, 4-8.5 MPa 
uniaxial compression 

ambient temperature, 
unconfined, 5-8. 5-5 

MPa stress cycle 

ambient temperature, 
unconfined, 5-8. 5-5 
MPa stress cycle 

85°C, unconfined, 5-8.  

5-5 MPa stress cycle 

850C, unconfined, 5-8.

approximately 
54 GPa 

approximately 
10 GPa 

approximtely

Source Comments 

measured across 
matnx44racture

meas. across 
matrix+fracture 

measured acros 
matrix only

5-5 MI"8 stress cycle .,+ 

ambient temperature, approximately measured across 

unloading from 8.5 MPa 11 GPa matrix+fracture 
(permanent strain 

observed) 

220C. unconfined 0.09 ±:0.07 Martin et al., 1993 laboratry tests on 

uniaxial compression 
cores.  

0.14-0.40 Martin et al., 1994, 
1995b 

0.22-0.30 DOE. 1990 "

- 012032 10.1-.2
22°C, 5 MPa conf.  
press.  

220C, 10 MPa 
confirmed pressure

cohesion for tuff 

tuff angle of 
intermediate 
friction

fracture cohesion 

friction angle for 

fracture
coefficient of 
friction for fracture

1. approximately
ambient temperature, 
unloading from 8.5 MPa

,.�.-- I

ambient temperature, 
5-10 MPa normal stress

-4 5-lie
dilation angle for 

fracture
-J

0.17-0.21 

0.1"--.24

18-38 MPa

20--37

approximately 1 MPa 

28.40 *1
0.8-1.1

________ t 
DOE. 1990

r Blair and Berge, 1996b
Blair and Berge, 1 996b 

MacDougall et al., 1987 

Olsson and Brown, 1994 laboratory tests on 

fractures in dry 

cores
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4.3.3 Thermal Properties of Topopah Spring Tuff 
Simulation of TM responses requires the following thermal properties for Topopah 

Spring welded tuff, for temperatures between about 250 and 250OC: thermal conductivity, 

thermal capacitance, and thermal expansivity. These parameters are discussed in detail in 

Blair and Berge (1996b) and summarized in Table 4-3. The observations from which these 

properties are estimated are mainly from core samples at the scale of a few centimeters. New 

information from field-scale tests will be incorporated as it becomes available.  

Table 4-3 Thermal properties of Topopah Spring tuff 

Property Conditions Value Source Comments 

Thermal in situ 2.1 :t 0.2 Wlm-K Nimick, 1990 in situ tests 

conductivity 

30-290°C 1.67:1:0.15 W/m-K TRW. 1996 laboratory tests on 
rock from ESF 

Specific heat 840 J/kg-K DOE, 1990: 

"25-300C 928 J/kg-K TRW, 1996 laboratory tests on 
rock from ESF 

Thermal 25-94 and 2.0-2.3 J/cm3-K DOE, 1990 

capacitance 115-2750C 

95-1140C 11 JIcm-K "_(dehydration) 

Thermal expansion 25-100"C 7.7-10.8 x l0e K4  Martin et aL, 1996 laboratory tests on 

coefficient cores 

"5.4-9.1 x 10 4 K"- DOE. 1990 " 

"near250 °C 1422-20.6 x 10-6 K-' Martin et al., 1998 

25-35.6 x 10-4 K-1 DOE, 1990 

Thermal conductivity and thermal capacitance have been measured in the laboratory as 
summarized by Hardin and Chesnut (1997), and values are found in the Reference 
Information Base (RIB; DOE, 1990). Measured values for these parameters vary by less than 
10% over a wide temperature range. The thermal-expansion coefficient, however, increases 
with temperature (Martin et al., 1996). Data from the RIB show this parameter increasesby a 

factor of 5 or more for measurements made at temperatures of approximately 2500C 
compared to measurements made at approximately 250 C.  

The thermal properties of rock samples from the proposed repository horizon have been 
the subject of several laboratory and field studies. Results reported in the RIB indicate that 
the dry matrix thermal conductivity is 1.49 + 0.44 (W/mK). The in situ thermal conductivity 
has been measured dry and at a saturation of 65% with the same result (2.1 + 02. W/mK).  
Brodsky et al. (1997) found that saturation had an effect. Using the stratigraphic 
nomenclature of Ortiz et al. (1985), for the TSw2 unit, the thermal conductivity for saturated 
samples is 2.29 ± 0.42 W/mK, whereas that for dry samples is 1.50 ± 0.44 W/imK.  

The effect of temperature on strength of the intact host rock has not been intensively 
investigated. Rock strength appears to decline somewhat at elevated temperature, but the 
effect is probably not significant. Price et aL (1987) reported that, for samples from the 
repository horizon, Young's modulus decreased an average of 16% as temperature increased 
from 22* to 150°C. The average ultimate strength decreased 16% as temperature increased 
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from 220 to 150°C for both unconfined conditions and 5 MPa confining pressure. Further 

discussion of temperature effects is provided by Hardin and Chesnut (1997).  

Measurements of linear thermal expansion have been made on samples from unit TSw2 

and are reported in the RIB. In general, the coefficient of linear thermal expansion increases 

with increasing temperature. At temperatures less than 1000C, the coefficient of thermal 

expansion is reported to be in the range 7.7 to 10.8 x 10-6 °C"1. At temperatures near 250°C, the 

coefficient increases to the range 14.2 to 20.6 x 10-6-C-i. Conclusions reached by Wilder 

(1993a, 1993b) regarding the use of these values to simulate processes in the near field, and 

for simulation of cooling, still apply. Recent measurements (Brodsky et al., 1997) indicate that 
thermal expansivity is strongly temperature-dependent and that there is a hysteresis between.  

heating and cooling. -Brodsky et al. reported some Prmanent elongation Because the 

coefficients are strongly temperature-dependent, ranges of values must be specified at 

different temperatures (Table 4-4).  
The increase with temperature is attributed to local distortions and formation of 

mricrocracks from differential expansion of constituent grains. Brodsky et al. (1997) attributed 

the hysteresis observed at temperatures near 200(C to phase changes in cristobalite and 

possibly in trydimite. Data on mineralogical phase changes in the host rock are summarized 

by Hardin and Chesnut (1997). Cristobalite is expected to represent about 30% of total 

volume, but a limited region of the rock mass is likely to get hot enough for the phase change 

to occur. If it does occur, the phase change is reversible, and a volume decrease may occur 

upon cooling well below 200*C.  

Table 4-4 Coefficient of thermal expansion in TSw2 unit at different temperatures, 

from Brodsky et al. (1997) 

Mean Coefficient of Thermal Expansion (x 10'4 per "C) During Heat-Up 

Saturation 25- 150- 75- 100- 125- 150- 175- 200- 225- 250- 275

State Statistic 75 ' 10° 125=' 1 1750 1750 200q 225' 250- 275 30011 

'- I- 
4 .0 

30 

Saturated Mean 7.14 7.47 7.46 9.07 9.98 , 11.74 13.09 15.47 19.03 25.28 37.13 

Saturated Std. dev." 0.65 1.51 1.21 2.41 0.77 1.28 1.40 1.75 13.09 6.67 14.27 

Saturated Count 19 19 19 19 19 19 19 16 16 16 16 

Dry Mean 6.67 8.31 8.87 9.37 10.10 10.96 12.22 14.54 20.79 25.13 35.13 

Dry Std. dev. 1.20 0.42 0.40 0.55 0.88 1.16 1.50 2.57 17.03 10.07 14.56 

Dry Count 40 40 40. 40 40 38 38 35 35 35 35

Mean Coefficient of Thermal Expansion (x 10"4 per OC) During Cool-down 

Saturated Mean 21.89 27.83 26.55 2138 17 14.06 12.49 52 10.27 9.48 8.81 

Saturated Std. dev. 6.16 10.36 10.01 5.70 3.07 1.38 1.32 2.00 0.62 0.83 0.62 

Saturated Count 16 16 16 16 19I 19 19 19 19 19 . 19 

Dry Mean 120.57 24.31 24.20 21.16 18.45 14.34 11.74 10.51 9.54 8.87 7.48 

Dry Std. dev. 4.68 7.55 8.08 624 9.36 4.23 3.03 2.26 1.79 1.56 1.99 

Dry Count 35 .3 W 35 W38 38 40 40 40' 40 40 

Standard deviation 

Calculating stress changes due to mechanical or thermal loads requires information about 

the original in situ stresses, mechanical properties, and thermal properties of the rock being 
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modeled. The second step-determining how stresses affect fractures-requires statistical 
information about the numbers and sizes of the fractures and data on rock strength and 
mechanical properties of the fractures. The third step-estimating permeability changes
requires either assumptions or additional information about the permeability of individual 
fractures under different stress and temperature conditions. Field measurements of in situ 
permeability for networks of fractures would also be useful. The following sections discuss 
these input parameters in terms of the input parameters that are required and of the 
observations that are available for different parameters.  

4.3.4 Fracture Mechanical Properties 
Calculating stress changes from mechanical or thermal loads requires data on the 

strength and other mechanical properties of fractures and on the distribution of fractures.  

4.3.4.1 Mechanical Properties of Fractures 
The available information on fracture mechanical properties includes laboratory 

measurements on cores at the scale of a few centimeters (e.g., Martin et al., 1994; Price et al., 
1987; Blair and Berge, 1996c), laboratory measurements on small blocks of tuff at 0.5-m scale 
(Blair and Berge, 1996a), and field measurements at a scale of a few meters (e.g., Zimmnerman 
et al., 1986). Observations include elastic moduli and strength data for the tuff under different 
temperature conditions (e.g., Blair and Berge, 1996b; Price et al, 1987) as well as mechanical 
properties of the fractures at laboratory scales of a few centimeters to a few tens of 
centimeters (e.g., Blair and Berge, 1996b; Olsson and Brown, 1994). Laboratory measurements 
may overestimate rock-mass strength and stiffness because the scale of measurement cannot 
readily incorporate multiple fractures or fractures that are longer or more widely spaced than 
the laboratory samples. On the other hand, laboratory tests can provide information that may =) 
not be available from field tests (e.g., Blair and Berge, 1996c).  

4.3.4.2 Fracture Statistics 
Required information on the distribution of fractures includes statistical estimates of 

fracture length, orientation of fracture sets, fracture frequency or abundance, and fracture 
apertures. This information is available at various scales, including descriptions of cracks and 
fractures in tuff core samples (e.g., Blair and Berge, 1996a; Lin et al., 1993), observations of 
cracks and vugs in small blocks of tuff at the 0.5-m scale (Blair and Berge, 1996a), detailed 
maps of fractures in the LBT (Lin, 1994; Lin et al., 1995), and information about fractures 
mapped in the ESF (Badan et al., 1991). Fracture statistics are discussed in detail by Lin * 
(1994). In summary, fracture mapping at the LBT and the ESF found subvertical fractures 
striking predominantly N-S (Lin, 1994), with typical fracture concentrations of about 1.5 to 
2.5 fractures/meter for the LBT and 3 to 4 fractures/meter for the ESF (Uin, 1994). The 
orientation data are consistent with earlier data from boreholes (Lin et al., 1993).  
Subhorizontal fractures were also mapped at the LBT and the ESF, but they are less abundant 
than vertical fractures.  

Fracture apertures observed on the surface of the LBT varied from hairline (<0.5 mm) to 
approximately 2 an. Borehole camera images from vertical holes in the LBT showed large 
openings (apertures of several centimeters) for some vertical fractures in areas near the base 
of the block. Detailed information is not available about the fracture surface morphology that 
could be used to infer which fractures are tensile and which originated from shearing 
(Einstein and Dershowitz, 1990).  
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4.3.4.3 Fracture Permeability 
Several investigators have shown that increasing stress across fractures causes a 

reduction in fracture aperture, and, to a first approximation, flow in a fracture is related to 

the cube of the fracture aperture (Raven and Gale, 1985). Heating the rock generally increases 

stress and thereby reduces the fracture aperture. Studies have also shown that fracture shear 

displacemeht can significantly increase fracture permeability and that the magnitude of the 

change may readily exceed that due to normal displacement (Barton et al., 1985). Finally, it is 

widely accepted that the hydrologic behavior of a fractured rock mass is controlled by 

relatively few, well-connected fractures.  
In other work Blair and Berge (1996a) linked several concepts to predict where 

permeability may be changed significantly in the DST: 

* Flow along critically stressed fractures (Barton et al., 1985) 

* Mapped fracture sets 
* Evolution of the TM stress field 

*. Permeability increase due to initial shear deformation 

This analysis predicted that significant TM effects on permeability may extend to a 

distance of several tens of meters from the drift; this is in contrast to previous work that 

suggested the effects will be limited to the immediate vicinity. Enhanced permeability is 

likely in regions of increased thermal stress gradients. This means that a region of increased 

permeability may accompany the thermal pulse as it travels outward from the heat source.  

Estimation of permeability changes requires information on ambient conditions. Field

scale borehole pneumatic tests provide the most reliable information on bulk permeability, 

which is attributed mainly to fracture permeability in this rock type. In addition, information 

is needed about the permeability of individual fractures and the connectivity of fracture 

K>j networks.  
Air-permeability data from pneumatic injection tests performed in the LBT and for tests 

at G-Tunnel show that measured permeability at the scale of a few meters can vary over 

about five orders of magnitude (Lin, 1994; Lin et al., 1995). For example, LeCain and Walker 

(1994) found that air permeability measured in a borehole at Yucca Mountain was several 

orders of magnitude greater than for tuff core samples. Measured permeability values for the 

Topopah Spring tuff are in the range 1.1 to 12.0 x IWO ma (0.11 to 1.2 D) (L ain and Walker, 

1994). For the LBT, measured air-permeability values range from 10-16 r 2 to 7 x 10-12 ma 

(0.1 mD to 7 D), with the highest values measured where open, subvertical fractures were 

encountered (Lin, 1994). The G-Tunnel test data show that permeability changed where the 

tuff was strongly heated. Regions in which permeability was low before heating developed 

microcracks, and the permeabilities increased by approximately an order of magnitude (Lin, 

1994).  

4.3.4.4 Laboratory Tests on 0.5-m-Scale Blocks 

Tests on small block samples of tuff have contributed to understanding of fracture 

deformability and permeability. Laboratory tests have the advantage that known boundary 

and environmental conditions can be imposed on samples that contain one or more .ractures, 

whereas field tests have inherent limitations in this regard.  

The laboratory samples were 0.5-m, artificially fractured blocks of Topopah Spring 

welded tuff containing an artificial, horizontal fracture. A uniaxial load was applied 

perpendicular to the fracture plan using a 300-ton press. The sample assembly was heated 

using heaters on copper plates at the top and bottom. Fluid flow was generated by an 

injection source at the center of the fracture plane (Figure 4-1).  
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Figure 4-1 Illustration of small-block experiment for flow through horizontal fracture 

The experiment first characterized flow in the fracture at ambient (unstressed) conditions, 
then cycled the uniaxial stress to values from 0.5 to 8 MPa, while measuring the injectivity 
and monitoring flow paths by detecting permeant seepage at the fracture edges. The fluid 
inlet pressure (PJ) and cumulative flow in and out of the sample are shown as a function of 

elapsed time in Figure 4-2. Uniaxial stress vs. elapsed time is shown in Figure 4-3. Fluid was 
injected into the fracture only for discrete time intervals.  

Figure 4-2 History of.fluid flow and axial stress on sample SB-3 during first 600 hr of 
testing 

Figure 4-3 Axial load (uniaxial stress) vs. elapsed time for Test 7195 

Figure 4-2 shows cumulative flow vs. elapsed time for the entire test. Cumulative injected 
water volume is plotted along with the cumulative weight of fluid collected from the 
fracture. The close match between these two curves indicates that the flow occurred primarily 
in the fracture, with little or no diversion in the rock matrix. Total flow out of the fracture at 
all edges is shown as a function of time in Figure 4-4.  

Figure 4-4 Cumulative flow data for Test 7195 

Total flow out of each port is shown graphically in Figure 4-5. All but a small fraction of 
the water was collected in just a few of the ports. The dominant flow paths were in the center 
of each face and were oriented in the E-W and N-S directions. This is consistent with 
analysis of the surface topology.  

Figure 4-5 Spatial representation of total flow in plane of fracture for sample SB-3 
during Test 7195 

Flow rate through the fracture at several fluid inlet pressures is plotted as a function of 
axial stress in Figure 4-6. This figure shows that the flow rates through this artificial fracture 
are quite high and that axial stress had a minor effect on the flow rate, even at low axial 
stresses for which fracture closure was observed. This indicates that, even for a relatively 
smooth, artificial fracture, most flow occurred in channels that were not affected by increased 
normal stress. Several channels were observed in the fracture profiles shown in Figure 4-4, 
and these do not close at the stress levels applied in this experiment.  

Figure 4-6 Flow rate at four different fluid inlet pressures, plotted as a function of axial 

stress for Test 7195 

The laboratory data provide approximate values to assign to individual fractures in 
modeling changes in rock-mass permeability and provide guidance for how permeability is 
likely to vary with environmental conditions. Field data provide information about bulk 
permeability for networks of fractures and indicate the magnitude of changes to be expected 
from heating. A new experiment is underway in which water flow through a single fracture 
in a block of tuff is being measured as a function of temperature and stress. The LBT and 
ongoing thermal tests in the ESF are expected to provide additional field observations of 
permeability changes due to heating.  
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4.3.4.5 Time-Dependent JolnifRock Mass Properties 
Microcracking and subcritical crack growth in the host rock over long time periods are of 

interest because the formation, growth, and coalescence of midcrocracks could lead to rockf all.  

Little work has been done to predict rock fall at elevated temperatures over hundreds of 

years or longer. Kemeny and Cook (1990) used a probabilistic approach that included time

dependent crack-growth measurements to examine borehole emplacement schemes for waste 

disposal. They estimated that, over the lifetime of the repository, spalling would be likely to 

occur in a significant portion of emplacement boreholes. (Emplacement boreholes; are not 

included in the repository reference design for viability assessment.) 

Martin et al. (1995a) performed laboratory experiments to investigate creep in Topopah 

Spring tuff samples at ambient and elevated temperatures. They found that observed creep 

deformation is consistent with a mechanism of time-dependent crack growth, particularly for 

stress magnitude greater than 90%/ of the uniaxial compressive strength. Temperature caused 

a reduction in strength, but further testing would be required to quantify the strength and 

creep deformation as a function of temperature, saturation, and applied load.  

Blair and Berge (1996c) found that imposing low levels of compressive stress for periods 

of a few days on 0-5-mn blocks of Topopah Spring tuff caused time-dependent, inelastic crack 

Closure to occur for cracks oriented parallel to the applied stress.  

Deformation Results 
*Fracture flow and uniaxial compression tests have been conducted with a small block of 

Topopah Spring tuff (0.5-mn scale) that contains an artificial fracture oriented in the horizontal 

direction. Results show that ash-flow textures in the rock fabric are associated with 

significant anisotropy in both fluid flow and geoinechanical properties. Observed flow in the 

plane of the fracture was anisotropic, with more flow along the direction of the rock fabric.  

It was also found that, for this fracture, increasing .normal stress across the fracture from 

0.1 to 8 MPa did not substantially reduce the flow rate, indicating that flow in the plane of the

fracture was due primarily to flow in channels that were unaffected by the normal stress.  

Profiling of the fracture surface indicated the presence of several channels a few millimeters 

in width and depth. Similar features probably exist in natural fractures.  

The rock sample was tested in compression in the direction parallel to the rock fabric and 

it exhibited a Young's modulus of 40 GPa for compressive stress in the range 4 to 8 MPa. This 

value is much higher than that observed in a similar sample of tuff that was tested in the.  

direction perpendicular to the fabric (Blair and Berge, 1996c). This result indicates that the 

fracture mechanical properties may have significant anisotropy correlated with the rock 

fabric. Anisotropy in Young's modulus is at least 25% and can be greater when vuggy zones 

occur. This amount of anisotropy is significant for simulations of TM behavior in the 

repository host rock.  
Displacement measurements made on the block surface during uniaxial load cycling 

indicate that much of the cumulative deformation of the block was caused by fracture 

deformation, but that, when loaded, the artificial fracture became quite stiff in compression 

(Table 4-5). Significantly different results were obtained with two blocks that were prepared 

with the fracture parallel to the ash-flow fabric and with the fracture perpendicular to fabric.  

The fracture parallel to fabric (SB-3) was apparently stiffer than the fracture perpendicular to 

fabric (SB-I).  
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Table 4-5 Young's modulus values for Experiment 7195 (SB-3 fracture parallel to rock 
fabric) 

Axial Stress (MPa) Young's Modulus (GPa) 

0-1 2.8 

1-4 17 

4-8 40 

Thus, for sample SB-I, values of Young's modulus were highly dependent on the locationi 

of the transducers, indicating that the rock is very heterogeneous. For the other sample, SB-3, 

all transducers produced similar values for the modulus. The Young's modulus of 40 GPa for 

the stress range 4-8 MPa is significantly higher than any moduli observed for sample SB-1 
(Table 4-5). For sample SB-3, the fracture closure data show that most closure occurred for 
axial stress in the range 0-0.5 MPa, with little closure for stress greater than I MPa. Thus, it is 
possible for an artificial fracture to be hydraulically conductive and stiff at the same time. The 
conductance is associated with aberrations of the surface, and the stiffness is probably 
associated with the high contact area for sawcuts. The stiffening behavior is consistent with 

the idea that increasing TM stresses normal to fractures may not significantly reduce 
permeability.  

4A Simulation of Thermomechanical Responses to Thermal Loading 

4.4.1 Thermomechanical Simulation of Drift Scale Test 

The Yucca Mountain Site Characterization Project is currently conducting the DST in the 
ESF at Yucca Mountain, and analysis of the DST presents an opportunity to predict TM 
effects on permeability. This test is well suited for investigation of TM and THM effects for 
the following reasons: 

* The geometry and heat load are well known.  
• The access drift and heated drift were thoroughly mapped.  
* The TH response to heating has been simulated (Buscheck and Nitao, 1995).  
* Multiple data sets (e.g., rock-mass deformation, bulk permeability, and temperature) 

will be collected and jointly interpreted.  
In this subsection, the nature of TM stress changes in response to heating will be 

evaluated. The DST is shown schematically in Figure 4-7. A 2-D TM analysis was madeof the 
test along cross section A-A', which is perpendicular to the access and heated drifts.  

Figure 4-7 Schematic of the Drift-Scale Test 

4.4.2 Thermomechanical Modeling 

4.4. 1 Model Description: 2-D FLAC Model of Drift-Scale Test 

The TM analysis is based on the 2-D version of the geomechanical FLAC code developed 
by the Itasca Consulting Group, Inc. (1996). FLAC is an uncoupled TM model: the stress field 
depends on the temperature field, but the temperature field is independent of the stress field.  
Therefore, the thermal-conduction problem can be solved independently of the mechanical
equilibrium problem.  

The DST TM model represents a 2-D, 87-m x 75-m cross-sectional region using 2170 grid 
elements, with the smallest grid spacing being approximately 0.1 m in the centtral part of the 
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model (Figure 4-8). The rock making up the DST is modeled as a homogeneous elastic 

medium having the same mechanical properties as those found from laboratory 

measurements made on Topopah Spring tuff cores and small blocks (e.g., Blair and Berge, 

1996c). Thermal properties were chosen to match those used in TH simulations (Buscheck 

and Nitao, 1995).  

Figure 4-8. Total FLAC grid 

Heater drift and canister are at the center of the left edge of the model. The access drift is 

located at about x = 30 m and y = 0. For the canister heaters in the DST TM model, the FLAC 

model uses interior sources within grid elements. The DST TM model simulates aline heat 

source of 0.9-m radius that is aligned perpendicular to the model in the center of a 5-m x 5-m 

drift with linear power density of 0.8 kW/m in the direction perpendicular to the model. The 

DST model also includes the wing heaters in a plane perpendicular to the model and 

extending about 4 to 14 m from the center of the drift Figure 4-9. These are the wing heaters 

that Buscheck and Nitao (1995) modeled using planar heat sources having aerial power 

densities of 105 W/mr and 157.5 W/m2 in planar strip sections 5 m wide.  

Figure 4-9 Enlarged portion of grid between heated drift and access drift 

The mechanical initial conditions in the DST TM model are chosen to be 

a, = -5.0 MPa (compression negative) 

aCF = -10.0 MPa 

S= -5.0 MPa 

The center of the heater drift is taken to be a symmetry boundary (zero horizontal 

displacement, in contrast to the stress boundary condition used in the reference cases 

discussed subsequently). The top, bottom, and far side boundaries are fixed in both the 

horizontal and vertical directions. These boundary conditions will create artifacts due to edge 

effects, but will not significantly affect results in the central part of the model within about 

30 m of the heater drift. The edges of the model are far enough away to ensure accurate 

results for the region of interest between the heated drift and the access drift. The TM 

simulation for the DST is performed in several stages: 
1. The mechanical model containing the heated drift and access drift excavations is run 

until force equilibrium is achieved.  
2. The heated drift is backfilled between the heater and the drift wall as one method of 

providing a thermal connection to the repository rock. The mechanical model is again 

run to achieve force equilibrium.  
I The mechanical mode in FLAC is switched off, and the thermal option is switched on.  

The thermal-conduction solution is saved at 0.5 yr (183 days), 1.0 yr (365 days), 2.0 yr 

. (730 days), 3.0 yr (1090 days), and 4.0 yr (1460 days). The temperature, stress, and 

displacement fields for these five times are calculated. The temperatures are in 

general agreement with those in the TH model of Buscheck and Nitao (1995).  

4. Finally, the thermal option is switched off, and the mechanical mode is switched on to 

calculate the thermally coupled stress field for each of the saved time steps. The TM 

solution is calculated at 0.5,1.0,2.0, 3.0, and 4.0 yr.  
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4.4.2.2 Modeling Results 
The temperature fields, stresses, and displacements are calculated for 0.5,1, 2, 3, and 4 yr 

of heating to compare with results from TH modeling (Buscheck and Nitao, 1995). After 4 yr 

of heating, the region in the DST TM model having temperatures greater than 100°C forms an 

ellipsoid extending approximately 10 m above and below the center of the heated drift and 

extending approximately 17 m out to the sides of the heated drift. This is roughly equivalent 

to the dryout zone in the TH model of Buscheck and Nitao (1995). For regions outside the 

heated drift, the calculated temperature field for the DST model agrees with the TH modeling 

results. Inside the drift, the temperatures in the FLAC model and peak temperature at the 

center of the heater are higher than those for the TH model because FLAC uses sources with 

finite cross-sectional areas to represent the heaters, whereas the TH code (NUFr) used line 

sources. The calculated temperatures, at the drift wall and beyond, match for the TH and 

FLAC models.  
After 4 yr of heating, calculated horizontal stresses reach maximum values of 

approximately 30 to 70 MPa compression in the region outside the drift. Corresponding 

vertical stresses range from 20 to 60 MPa compression. The highest stresses are found at the 

drift wall, where temperatures are highest. Shear stresses are low: less than 20 MPa.  

Horizontal displacements are as great as 20 mm after 4 yr of heating, and vertical 

displacements are as great-as 12 mm. At this time step, a stress gradient develops in the.  
region between the drift wall and the end of the wing heater plane a few meters away.  

Although the FLAC modeling approach may tend to overestimate stresses and displacements 

because the effects of fractures are ignored, this stress gradient results from a large 

temperature gradient and is probably important to interpretation of test results.  

The agreement between the TH and the FLAC temperature calculations indicates that 

stress and displacement results calculated using FLAC' can be related to the TH modeling for 

the ESF tests. Coupled THM processes can also be modeled using temperature fields taken 

directly from the TH code as input for FLAC calculations of stress and displacement.  

4A.3 FLAC Simulation of Reference Case 1-Total System Performance 

Assessment-Vlability Assessment (TSPA-VA) Base Case 

In this subsection, a suite of TM simulations is presented for the reference Case 1. As 

indicated in Chapter 3, this case is based on the reference repository point-load design, with 

no backfill, and using the TSPA-VA base-case TH property set. The other case evaluated here 

is Case 5, which represents a line-load design with double drift spacing (56 m), and the 

"modified TH" property set. These calculations demonstrate the importance of coupling TM 

and TH models to capture behavior that is not predicted by either model. The other cases (2, 

3, and 4) are not analyzed for TM response because the temperature fields are nearly identical 

to those of Case 1.  
Temperature changes can substantially change the stress levels in a confined rock mass 

because rock has a relatively high deformation modulus. Temperature also has other 

influences on rock mechanical behavior and properties, including a general decrease in 

deformation modulus with increasing temperature and an increase in subcritical crack

growth rate with increasing temperature. Other behaviors that are expected to contribute 

significantly only as temperatures rise above 200*C are rock creep and elasto-plastic 
behavior.  

Even though these effects may become important over long time periods, or in the hottest 

parts of the repository, they are considered minor when compared to thermal expansion and 

the associated increase in stress that occurs as temperature in the host rock increases to as 

high as 2000C.  
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For the analyses discussed in this section, two different TM models are used: the FLAC 

model (Itasca Consulting Group Inc., 1996) and the FRACROCK model (Blair, 1994). For both 

simulations, a 5.1-m-diameter drift is located in the TSw2 unit. Simulations are conducted for 

time steps of 0, 50,100, and 1000 yr after emplacement.  

4.4.3.1 FLAC Implementation 
The FLAC code (version 3.22) is used to calculate stresses and displacements for the 

temperature fields from the reference Case 1-TH model calculated using TSPA-VA base-case 

properties, nominal infiltration, and a point-load repository design. (Reference cases for.  

investigation of coupled processes in the NF/AZ Models Report are visually depicted and 

linked in the presentation on the CD-ROM that accompanies this report.) The NUFr

generated temperature fields are used directly as input, and the grids are identical to the 

NUFT grids, except that a few additional grid lines have been added to maintain grid-block 

aspect ratios within acceptable limits. Block dimensions are all between 0.5 and 2.5 m, except 

at the extreme edges of the model. The FLAC model contains about 5775 blocks.  

The model is 170 m x 98 i and represents depths from 300 m to 470 m in the vertical 

direction. The horizontal direction represents drifts with centers spaced 28 m apart. To 

ensure that the central portion is relatively free of artifacts caused by edge effects; several 

drifts are represented in the model grid. The drifts are circular in cross-section to avoid stress 

concentration at the corers. The drift diameter is 5.1 m, and drifts are centered at a depth of 

385 m. A portion of the grid used for these simulations is shown in Figure 4-10.  

Figure 4-10 Portion of mesh used for FLAC simulations of reference Case 1 

The rock in the model is represented using properties appropriate for geologic unit 

Tptpmn (tsw35, within the TSw2 TM unit) for depths from 300 m to 395.6 m; unit Tptpll 

(tsw36, TSw2) for depths from 395.6 m to 431.8 m; and Tptpv (tsw37, TSw3) for depths from 

431.8 m to 470 m. Values for physical and thermal properties were obtained from the same 

source used for NUFT parameters, and are consistent with the UZ site-scale model 

(Bodvarsson et al., 1997).  
The FLAC code requires specification of the properties shown in Table 4-6 for each-zone 

in the model.  

Table 4-6 FLAC required properties and sources 

Property Source 

Bulk modulus Values selected for Near-FieldtAftemd-Zone Models 

I Report and Site Description Document 

Shear modulus Values selected for Near-Field/Atterd-Zone Models 

Report and Site Description Document.  

Density UZ Site-Scale Model 

Thermal conductivity UZ Site-Scale Model 

Specific heat UZ Site-Scale Model 

Coefficient of thermal expansion Values selected for Near.Field/Altered-Zone Models 

Report and Site-Description Document 

The bulk and shear moduli values and densities do not vary much for the different tuff 

layers, and small variations in these properties are not expected to affect the modeling 
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results. The bulk modulus value used is 20 GPa, and the bulk shear modulus is 13 GPa for the 
tuff. The bulk density is 2285 kg/m 3. Although thermal conductivity and specific heat values Q 
are supplied for the model, they are not used in the calculations because there are no heat 
sources in the model. Heating is instead accomplished by applying a temperature field. A 
thermal e4pansion coefficient value of 1.0 x 10. K' is used because this is a representative 
value over the range 200 to 2000C. It is possible to use thermal properties that vary with 
temperature in FLAC, but these properties were not allowed to vary with temperature for 
this model. Future modeling will explore this issue. Physical property values for concrete and 
air are used for zones within the drifts, where appropriate. The WP is represented using two 
grid elements in each drift, and the model results are not sensitive to the physical properties 
selected to represent the WP.  

The boundary conditions used in the FLAC modeling are (1) applied vertical stress of 
7 MPa compression at the top of the model (representing lithostatic stress) and (2) horizontal 
compressive stress of 5 MPa acting at one side of the model domain. The other side of the 
domain is fixed in the horizontal direction, and the bottom of the model is fixed both 
horizontally and vertically; it is necessary to fix it least two comers to prevent the entire 
model from sliding or rotating. This configuration produces initial horizontal stresses of 4 to 
6 MPa and initial vertical stresses of 8 to 10 MPa at the depths where the drifts are located.  
The vertical stress increases with depth due to gravitational loading. The variation in 
horizontal stress (approximately 2 MPa) across the model is a result of the side boundary 
conditions and gives an estimate of model uncertainty in the center of the model due to edge 
effects. Making the model large will not reduce the edge effects.  

Initial temperatures are set to the same uniform vertical gradient used in the NUFl 
model, in which the surface temperature is 15.8°C, and the water table temperature is 34.60C.  
Thus, the FLAC model initially has a temperature of approximately 23.5*C at 300 m depth 
and a temperature of approximately 27.9*C at 470 m depth, with a uniform vertical gradient 
between those depths.  

FLAC calculations for each drift-scale problem, representing pre-waste emplacement 
conditions, were initialized using the following procedure: 

1. Construct the grid.  
2. Assign properties to all zones in the model.  
3. Set the initial and boundary conditions as described.  
4. Run FLAC in the mechanical mode to bring the model to initial mechanical 

equilibrium.  
5. Run FLAC in the thermal mode to set the initial temperatures as described 

previously.  
6. Run FLAC again in the mechanical mode to bring the model to mechanical 

equilibrium.  
7. Define the initial displacements to be zero.  

The result is a model with temperature and stress values appropriate for the unheated state 
and representing the effects of excavation. To compute thermal stresses and displacements 
that result from heating, two additional steps are followed: 

8. Run FLAC in the thermal mode to apply the new temperature field.  
9. Run FLAC in the mechanical mode to calculate stresses and displacements.  

This procedure was followed for temperature fields representing the 50-, 100-, and 1,000-yr 
time steps from the TH models for the reference cases considered. In each case, the 
temperature difference relative to the initial temperature distribution was used to produce 
the stress and displacemint fields. In other words, thermal effects were calcdlated relative to 
pre-waste emplacement conditions.  
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Although temnperature fields were calculated by NUFT for time steps beyond 1000 yr, the 

maximum extent of thermal evolution generally does not change much for time steps beyond 

100 yr; thus, time steps beyond 1000 yr are not analyzed. This is consistent with the emphasis 

given in this chapter to permanent hydrologic effects from nonreversed shear deformation of 

fractures. In addition, only reference Cases I and 5 are analyzed for TM effects because the 

NUFT-calculated TH temperature fields for Cases 1 through 4 are similar.  

4.4.32 Effects from Drift Excavation 

The resulting vertical compressive stress near the drift spring line is calculated to be 12 to 

20 MPa, and the horizontal compressive stress at the drift crown (and the inve rt) is 4 to 

8 MPa. Initially the shear stresses are less than 2 MPa everywhere in the model. The 

mechanical equilibration calculations that simulate excavation are the same for all the 

reference cases. Figure 4-11, Figure 4-12, Figure 4-13, and Figure 4-14 show the vertical and 

horizontal normal stress fields, and the vertical, horizontal, and shear stress fields.  

Figure 4-11 Principal stresses computed for excavation only using FLAC for Case 1 

Figure 4-12 Vertical stress field computed using FLAC for excavation only, Case I

Figure 4-13 Horizontal stress field computed using FLAC for excavation only, Case I

Figure 4-14 Shear stress field computed using FLAC for excavation only, Case 1 

4.4.3.3 Case 1: TM Results at 50 Years (FLAC) 

* Temperature Field-The NUFr-calculated temperature field shows temperatures at 

or aboveboiling within a few meters above the drifts, and extending more than 10 m 

below the drifts (Figure 4-15). The maximum temperature at the WPs is about 140*C.  

It should be noted that the WP temperature varieswith local repository conditions 

and design features, as discussed in Chapter 3.  

* Stress Field-The maximum stress in the region near the drifts is increased by about 

20 MPa (Figure 4-16), and the. principal stress directions are rotated.  

"• Vertical Stress and Displacement.-After 50 yr heating, the vertical stress increases 

slightly to approximately 10 to 15 MPa compression near the drifts, with values of 15 

to 30 MWa within one diameter of the drift springline (see Figure 4-17). Lower vertical 

stress values of 5 to 10 MPa compression are found in the pillars and above and below 

the drifts. Vertical displacements are 2 to 8 cm near the drifts (see Figure 4-18) 

"* Horizontal Stress and Displacement-Stress conditions differ above and below the 

drifts because of asymmetry of the temperature field. Elevated values of 15 to 30 MPa 

compression are found within about one diameter above and below the drifts 

(Figure 4-19). Horizontal displacements are approximately I to 6 cn near the drifts, as 

shown in Figure 4-20.  
" Shear Stress--Shear stress magnitudes (Figure 4-21) are less than 2 MPa above the 

drifts, increasing to 4 to 6 MPa below the drifts, and as much as 10 MPa within one 

drift diameter.  

Figure 4-15 Temperature field for Case I at 50 yr 
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Figure 4-16 Principal stress field computed using FLAC, Case I at 50 yr 

Figure 4-17 Vertical stress field computed using FLAC, Case I at 50 yr 

Figure 4-18 Vertical displacement field computed using FLAC, Case I at 50 yr 

Figure 4-19 Horizontal stress field computed using FLAC, Case I at 50 yr 

Figure 4-20 Horizontal displacement field computed using FLAC, Case I at 50 yr 

Figure 4-21 Shear stress field computed using FLAC, Case 1 at 50 yr 

4.4.3.4 Case 1: TM Results at 100 Years (FLAC) 

9 Temperature Field-The NUFT-calculated temperatures are at or above boiling, 
extending from 30 m above the drifts to nearly 30 m below. Maximum temperatures 
of about 120°C are calculated for the WPs (see Figure 4-22).  

0 Stress Field-The computed maximum stress in the region near the drifts is less than 
that for 50 yr (Figure 4-23), but the stress field is still rotated between and below the 
drifts.  

0 Vertical Stress and Displacement-Vertical stress decreases slightly to 
approximately 5 to 15 MPa compression near the drifts (Figure 4-24) and to 15 to 
25 MPa compression near the drift springline. Vertical displacements are about 4 to 
9 cm near the drifts (Figure 4-25), which is I to 2 cm more than values at 50 yr. This 
result is due to the extension of the heated region above and below the drifts.

e Horizontal Stress and Displacement-Horizontal stress (Figure 4-26) is 
approximately 5 to 10 MPa compression near the drifts and 8 to 13 MPa between and 
below the drifts. Horizontal stresses of 10 to 20 MPa compression are computed at 
about one diameter above and below the drifts. The horizontal displacements are 
similar to those at 50 yr. 1 to 6 an near the drifts (Figure 4-27).  

0 Shear Stress-The shear stress magnitudes remain at about 2 MPa near the drifts, but 
values as large as 10 MPa are found within one diameter of the drifts (Figure 4-28).  

Figure 4-22 Temperature field for Case I at 100 yr 

Figure 4-23 Principal stress field computed using FLAC, Case I at 100 yr 

Figure 4-24 Vertical stress field computed using FLAC, Case I at 100 yr 

Figure 4-25 Vertical displacement field computed using FLAC, Case I at 100 yr 

Figure 4-26 Horizontal stress field computed using FLAC, Case I at 100 yr 

Figure 4-27 Horizontal displacement field computed using FLAC, Case I at 100 yr 

Figure 4-28 Shear stress field computed using F.LAC, Case 1 at 100 yr 
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4.4.3.5 Case 1: TM Results at 1000 Years (FLAC) 
"" Temperature Field-After 1000 yr of heating, NUFT calculations show temperature 

within a few degrees of boiling throughout the FLAC model domain (Figure 4-29).  

"* Stress Field-The maximum stress near the drifts is less than that after 100 yr, and the 

stress field is no longer rotated between the drifts (Figure 4-30).  

"* Vertical Stress and Displacement-The vertical stress remains at 5 to 15 MPa 

compression near the drifts (Figure 4-31), with values of 20 MPa compression near the 

drift springline. Vertical stress is approximately 5 MPa compression within one 

diameter abqve and below the drifts. The pattern is basically the same as that for 

100 yr, but stresses are slightly less near the drifts. Vertical displacements are shown 

in Figure 4-32. Values are 5 to 11 cm near the drifts, which is I to 2 cm more than after 

100 yr.  
" Horizontal Stress and Displacement-The horizontal stress is 5 to 10 MPa 

compression near the drifts (Figure 4-33). Horizontal stresses of 10 MPa compression 

are computed within one diameter above and below the drifts, and values as low as 

2 MPa are found within one diameter of the drift springline. Stresses are less than 

those at 100 yr because thermal loading has decreased by an order of magnitude.  

Horizontal displacements (Figure 4-34) are about I to 6 cm near the drifts, the same as 

those for 50 and 100 yr.  
" Shear Stress-Shear stress magnitude after 1000 yr is still about 2 MPa near the drifts 

(Figure 4-35), which is similar to conditions after 100 yr.  

Figure 4-29 Temperature field for Case 1 at 1000 yr 

Figure 4-30 Principal stress field for 1000 yr computed using FLAC 

Figure 4-31 Vertical stress field for 1000 yr computed using FLAC 

Figure 4-32 Vertical displacement field for 1000 yr computed using FLAC 

Figure 4-33 Horizontal stress field for 1000 yr computed using FLAC 

Figure 4-34 Horizontal displacement field for 1000 yr computed using FLAC 

Figure 4-35 Shear stress field for 1000 yr computed using FLAC.  

4.4.4 FRACROCK Simulation of Reference Cases I and 5 

The FRACROCK model consists of two main parts: a boundary-element module for 

computation of mechanical effects due to external boundary conditions, excavations, and 

fractures; and the HEAT (Hart, 1981) module for computing thermal stresses. (Reference 

cases for investigation of coupled processes in the NF/AZ Models Report are visually depicted 

and linked in the presentation on the CD-ROM that accompanies this report) The 

FRACROCK code is based on the boundary-element method presented by Crouch and 

Starfield (1990). In particular, the displacement-discontinuity technique, as formulated in the 

TWODD computer program, is the form of the boundary-element method used in 

FRACROCK.  
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The thermal stresses for TM analysis are computed using the HEAT code, which is a 

straightforward algorithm that computes thermally induced stresses in a continuum, without 

provision for excavations or multiple material types. HEAT does allow mult'ple heat sources, 
which can be placed anywhere and turned on and off independently. The HEAT routine is 

used to produce a temperature field that closely matches the NUFT-calculated TH 

temperature fields at selected time steps and that calculates the continuum stress field for 

each of these fields. The thermal stress fields are then superimposed on the mechanical stress 

fields computed using the boundary-element module.  
The problem defined in the FRACROCK simulations is shown in Figure 4-36. This figure 

shows that the drift-pillar system is contained in a continuous region 400 m wide and 

extending from the free surface to a depth of 910 m. The region is anchored at the bottom, 

and the right and left sides are essentially free surfaces, with minimal values of shear and 

normal stress applied to maintain stability of the solution. The vertical stress at each location 

is due to the overburden at that location, assuming a constant rock density of 2.3 g/cc. The 

horizontal stress at each location within the region is proportional to the vertical stress at the 

location, and a proportionality constant of 0.55 is used. Three drifts are simulated. These are 

located at a depth of 385 m with center-to-center spacing of 28 m. Each of these drifts has a 

radius of 2.55 m (5.1-m diameter). A subregion 14-m wide and 120-m high is-used for 

detailed calculation of temperature and stress fields in the vicinity of the drifts. Stress and 

temperature values are calculated at points distributed uniformly over this subregion on a 

0.5-m square grid. Input values for this calculation are shown in Table 4-7. An interesting 

feature of the FRACROCK boundary-element approach is that drift geometries are circular 

and smooth, whereas discretized, rectilinear boundaries are developed for FLAC. The model 

used for Case 5 is similar, but has drift spacings of 56 m.  

Figure 4-36 Zone used in FRACROCK for Case 1 stress analysis 

Table 4-7 Input parameters for FRACROCK and HEAT 

Parameter Value 

Thermal Expansion Coefficient 10 x 10' (K)' 

Young's Modulus 15 GPa 

Poisson's Ratio 0.21 

The FRACROCK model is used to calculate stress fields corresponding to 50 and 100 yr of 

heating, for reference Cases 1 and 5. Case I is the TSPA-VA base case for which FLAC 
calculations are discussed above. Case 5 corresponds to the line-load design, using the 

"modified TH" property set discussed in Chapter 3, with the same average areal thermal 

loading as that for Case 1, but double the drift spacing.  
The first step in simulation of the TM response is to compute the stress field produced by 

drift excavation. The calculations (not shown) indicate vertical stress (sigle) and horizontal 

stress (sig2e) decrease with distance from the drift, converging to the applied far-field 

stresses, in a manner consistent with the elastic response to a circular opening. This 

calculation was consistent with the FLAC calculation and suggests that excavation will not 
cause significant local movement along fractures.  
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4.4.4.1 Case 1: TM Results at 50 Years (FRACROCK) 
• Temperature Field-Matching contours generated using NUFF and HEAT are shown 

in Figure 4-37 and Figure 4-38. The 100i C isotherm extends approximately 10 m 

below the drift, but only about 3 m above the drift.  

* Vertical Stress (sigyye)-Vertical stress near the drifts has increased moderately 

(Figiure 4-39). The asymmetrical distribution of temperature has caused the stress 

contours around the drift to become butterfly shaped, with greater vertical stress near 

the springline and lower stress directly above and below the drifts. The computed 

peak stress near the drift wall is approximately 35 MPa, a bounding value, which is 

considerably less thari the intact rock strength.  

* Horizontal Stress (sigxxe)-The horizontal stress magnitude is in the range of 10 to 

25 MPa (Figure 4-40). Lobes of greater stress are shown around the drifts. Locally 

elevated horizontal stress in the pillars is associated with the temperature field.  

* Shear Stress (sigxye)-The asymmetry of the temperature field is reflected in the 

diagonal configuration of shear-stress contours (Figure 4-41).Values of shear stress are 

low (<1 MPa) at distances greater than one drift diameter.  

Figure 4-37 Temperature field for Case I at 50 yr, as computed by NUFT 

Figure 4-38 Simulation of 50-yr temperature field for Case I for input to FRACROCK 

Figure 4-39 Vertical stress field for Case I at 50 yr, computed using FRACROCK 

K> Figure 4-40 Horizontal stress field for Case I at 50 yr, computed using FRACROCK 

Figure 4-41 Shear stress field for Case I at 50 yr, computed using FRACROCK 

4.4.42 Case 1: TM Results at 100 Years (FRACROCK) 

*Temperature Field-Matching contours generated using NUFT and HEAT are shown 

in Figure 4-42 and Figure 4-43. All the rock within about one diameter of the drift 

wall is at or above the boiling temperature, but the zone of superheated rock is 

smaller than it is at 50 yr. It should be noted that, whereas the drift appears square in 

the figures, the appearance is an artifact of the plotting algorithm because the drift 

wall is modeled as a smooth, circular boundary.  

• Vertical Stress-The largest vertical stress magnitudes are somewhat lower than 

those computed for 50 yr (Figure 4-44). The configuration of stress contours is similar 

to that at 50 yr, with somewhat more uniform conditions in the middle of the pillar.  

Normal stress magnitude near the drift wall is still approximately 30 MPa.  

" Horizontal Stress-Horizontal stress magnitude is slightly lower than it is for 50 yr 

(Figure 4-45). Stress concentrations persist immediately above and below the drift.  

"* Shear Stress-Shear stress contours continue to be aligned along diagonals 

(Figure 4-46). Overall, the distribution is similar to that for 50 yr, with greater shears 

above the centerline.  

Figure 4-42 Temperature field for Case I at 100 yr, as computed by NUFT 

Figure 4-43 Simulation of 100-yr temperature field for Case I for input to FRACROCK 
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Figure 4-44 Vertical stress field for Case 1 at 100 yr, computed using FRACROCK 

Figure 4-45 Horizontal stress field for Case 1 at 100 yr, computed using FRACROCK 

Figure 4-46 Shear stress field for Case I at 100 yr, computed using FRACROCK 

4.4.4.3 Case 1: TM Results at 1000 Years (FRACROCK) 
* Temperature Field-The temperature distributions by NUF" and HEAT are in good 

agreement, as shown in Figure 4-47 and Figure 4-48.  
* Vertical Stress-Stress magnitudes of 15 to 20 MPa at the center of the pillar are 

similar to those for 100 yr (Figure 4-49). Verticalstresses within a meter of the drift are 
lower than they are at 100 yr.  

* Horizontal Stress-The horizontal stress magnitudes are very similar to those for 
100 yr. e.g., 12-MPa compression at the center of the pillar (Figure 4-50).  

* Shear Stress-The magnitudes of shear stresses are similar to those at 100 yr 
(Figure 4-51), and, when compared with 100 yr, the peak shear stress at 1000 yr is 
generally less near the drift. Shear stresses are low and do not indicate rock failure or 
instability.  

Figure 4-47 Temperature field for Case 1 at 1000 yr, as computed by NUFF 

Figure 4-48 Simulation of 1000-yr temperature field for Case I for input to FRACROCK 

Figure 4-49 Vertical stress field for Case I at 1000 yr, computed using FRACROCK •m

Figure 4-50 Horizontal stress field for Case I at 1000 yr, computed using FRACROCK 

Figure 4-51 Shear stress field for Case 1 at 1000 yr, computed using FRACROCK 

4.4.4.4 Case 5: TM Results at 50 Years (FRACROCK) 
* Temperature Field-Temperatures are much greater at the drift wall than for Case 1 

(2400 vs. 140*C), and thermal gradients of 10*C/m extend as far as 10 m into the rock 
(Figure 4-52). The asymmetry about the horizontal centerline observed in Case 1 is 
enhanced, and a greater region is heated below the drift than above the drift. The 
HEAT temperature field captures many attributes of the NUFT temperature field, but 
the match is not as close as it is for Case 1 (Figure 4-53).  

* Vertical stress-The vertical stress distribution is much different than that predicted 
for Case I at 50 yr (Figure 4-54). Stress magnitudes are greater, especially near the 
drift and 1 to 2 diameters below the drift.' 

• Horizontal Stress-Horizontal stress magnitudes are in the-range 10 to 20 MPa, with 
stresses as great as 30 MPa concentrated around the drift (Figure 4-55).  

* Shear Stress-Shear-stress magnitudes are generally low (I to 2 MPa), except near the 
drifts (Figure 4-56). Shear stresses of approximately 5 MPa extend from the drift wall 
about one drift diameter into the rock.  

Figure 4-52 Temperature field for Case 5 at 50 yr, as computed by NUFI -) 
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Figure 4-53 Simulation of S0-yr temperature field for Case 5 for input to FRACROCK 

Figure 4-54 Vertical stress field for Case S at 50 yr, computed using FRACROCK 

Figure 4-55 Horizontal stress field for Case 5 at 50 yr, computed using FRACROCK 

Figure 4-56 Shear stress field for Case 5 at 50 yr, computed using FRACROCK 

4.4.4.5 Case 5: TM Results at 100 Years (FRACROCK) 

* Temperature Field-The temperature field calculated with HEAT is comparable to 

that calculated using NUFT, but trends in the 1000C isotherm are not accurately 
expressed, and shear-stress magnitudes are likely to be underestimated (Figure 4-57 

and Figure 4-58). Temperatures at the drift wall are decreasing (1800C). The 10(0C 

isotherm extends nearly 30 m below the drift and 20 m to the side.  

Vertical Stress-The overall stress level is 15 to 20 MPa (Figure 4-59), with greater 

stresses concentrated near and below the drifts.  

Horizontal Stress-Horizontal stress contours form oblate regions centered below the 

drifts and extending laterally (Figure 4-60). Computed stresses reach magnitudes of 

about 23 MPa very near the drift and 15 MPa within I to 2 diameters of the drift wall.  

* Shear Stress-Shear stress magnitudes are approximately 0.5 MPa, increasing to 7 to 

9 Mha near the drifts (Figure 4-61).  

Figure 4-57 Temperature field for Case 5 at 100 yr, as computed by NUFI 

Figure 4-58 Simulation of 100-yr temperature field for Case 5 for input to FRIACROCK 

Figure 4-59 Vertical stress field for Case 5 at 100 yr, computed using FRACROCK 

Figure 4-60 Horizontal stress field for Case 5 at 100 yr, computed using FRACROCK 

Figure 4-61 Shear stress field for Case 5 at 100 yr, computed using FRACROCK 

4.4.5 Discussion of TM Calculations 

FLAC calculations for Case 1 (TSPA-VA base case) are in reasonable agreement with 

previous predictions of thermal stress and displacement for the repository (e.g., Bauer and 

Costin, 1990). Direct comparisons with previous studies are difficult because the temperature 

fields are not readily available. FLAC simulations were run using a constant-stress boundary 

condition rather than a zero-displacement boundary condition at the sides of the model.  

Whereas the zero displacement condition represents rock-mass response near the center of 

the repository, the constant-stress boundary condition represents conditions closer to the 

edge. The constant-stress condition may actually represent a greater portion of the repository 

area and serves as a reasonable lower bound on horizontal stress magnitudes.  

FRACROCK simulations produced much higher vertical stresses because an intact rock 

deformation modulus was used (from tests on core samples), and the vertical boundary 

condition was that of arr infinite space rather than of a free surface. Horizontal stresses 

predicted using the FRACROCK model are similar to those predicted by other investigators 
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(e.g., Bauer and Costin, 1990). The FRACROCK calculations show that implementation of the 

Case-5 line-load scheme significantly increases both the temperature and thermal stress 

magnitudes. More sophisticated calculations using temperature-dependent rock properties 

(e.g., thermal expansivity) are warranted for the line-load design.  
It is important to note that these are idealized calculations of a simple cross-section, with 

heavy use of symmetry, that do not account for third-axis effects or sequential emplacement 

of waste. It is expected that, if the base-case point-load design is implemented, complex 
variation of the stress and displacement fields will arise along the drift axis.  

4.5 Conceptual Models of Fracture-Permeability Change In Response to Stress 
and Deformation 

The permeability of the host rock is an important parameter for characterizing the host 
rock's hydrologic performance. Knowledge and understanding of rock permeability and how 
it may change over the lifetime of a geologic repository is important to the prediction and 
evaluation of repository performance.  

To assess the performance of the proposed repository over long times, it is necessary to 

estimate bounds on how the permeability of the rock mass forming the proposed repository 
may be altered by TM effects. TM effects will primarily include changes in stress and rock 
properties during heating and cooling.  

Generally, as compressive stress across a fracture is increased, the aperture is reduced, 
which reduces the fluid flow. Thus, as the general level of stress in the potential repository 
horizon increases from TM effects, some fracture apertures may be reduced, decreasing the 
permeability. However, increasing the magnitude of stress in the rock may also increase 
shear stresses on favorably oriented fractures, causing shear displacement and increasing the 
fracture aperture and, thus, increasing the permeability.  

TM coupling is generally thought to influence the permeability of fractured rock via two 
basic mechanisms. First, increasing temperature causes the rock to expand and normal stress 
magnitudes to increase. As this happens, fractures close and permeability decreases. In 
addition, as hot rock cools, it contracts, and TM stresses relax, causing some fractures to open 
and permeability to increase. Second, thermal expansion in the presence of drift openings or 
a thermal gradient may increase the shear stress, leading to fracture slip. This second 
mechanism has the greatest potential to cause significant change in permeability because 
small shear displacements can produce relatively large increases in fracture permeability.  
Fracture shear displacement is less likely to be reversed on cooling than is normal 
displacement 

4.5.1 Shear-Slip Model 

4.5.1.1 Stress Criterion for Shear Slip 
Barton et al. (1997) presented evidence that hydraulically conductive fractures are the 

fractures that are critically stressed. To estimate permeability changes due to heatin& this 
concept is applied to the stress field calculated from'TM considerations. The ratio of the shear 
stress to normal stress was calculated, for potential slip planes in 300 increments between 00 
and 1800. The planes are defined by the angle 8 of their normals to the x axis. Therefore, an 
angle of 0* corresponds to a vertical plane, and an angle of 900 corresponds to a horizontal 
plane. The rotation formulas for this definition of angle 8 are taken from Turcotte and 
Schubert (1982): 

-Sn =Oxy =0, C0cos2 0+yyy sin2 9+ CYsin20 (Eq. 4-1) 
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a = on sin2 0 + a.' cos 2 0-axa. sin2O (Eq. 4-2) 

and 

T= Y' =2(0Y +' _ )+o, cos2) (Eq. 4-3) 

where ris the shear stress and S, is the compressive normal stress. The Mohr-Coulomb 

criterion is 

11?C+JS. 
(Eq. 4-4) 

where c is the cohesion andfis the coefficient of friction. The maximum potential for 

frictional slip occurs for a cohesion value of zero (i.e., shear offset occurs when the ratio 

I4/(SnJ) Ž1). This ratio can be contoured for values greater than one for the six angles at the 

five times. Thus, contoured regions are those in which the slip criterion is satisfied and shear 

offset is expected.  

4.5.1.2 Relation of Slip to Permeability Change 

Knowing which fractures are hydraulically conductive is necessary for estimating how 

the permeability of a critically stressed fracture will change if slip actually occurs. Brown 

(1995) and Brown and Bruhnl(1997) developed a methodology to estimate permeability from 

fracture-aperture distributions. Their basic result is summarized in the following equation: 

_ m0 =-C 11 sec(w / 2) 4-5) 

where mo is the variance of the fracture aperture, s is the shear offset along the fracture, a is a 

scaling exponent, C is a scale factor, and r is the specialized mathematical gamma function.  

The aperture b is related to variance by b = 3 ;m for a Gaussian distribution (Brown, 1995).  

Finally, the permeability is assumed to satisfy the standard parallel-plate equation k = b2/12.  

Combining these assumptions and taking logarithmic derivatives give the fractional change 

in k as 

S(Eq.4-6) 

k s.  

The scaling exponent cx is related to the fractal dimension D of the fracture surface according 

to cc = 7 - 2.D. Typical values of D range between 2, for smooth fractures, and 3, for rough 

fractures (Brown, 1995). Therefore, maximum changes occur for c. = 3. Assu-ing that the 

shear offset from thermal stress is the same as for a pre-existing slip (i.e., As/s =1) gives 
A~K = 2. If cz = 1, no change occurs in the permeability. In other words, the maximum change 

in permeability with this set of assumptions is that it doubles as a result of frictional slip.  

One limitation of the shear-slip model derived here is that stresses are not redistributed 

as a result of slip. Therefore, the possibility that multiple slip events could occur during 

heating has not been addressed. Under different assumptions from those used here, each 

occurrence of fracture slip could enhance. the permeability.  
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4.5.1.3 Discussion of Normal Deformation Models 

Models of normal stress effects on permeability fall into two general categories: explicit

fracture models and porous-medium models. Porous-medium models typically 

conceptualize the medium as a packing of spherical grains. The stiffness of elastic sphere-to

sphere contacts is well known in mechanics and is used to derive the macroscopic 
deformability. A rock mass with sufficient fracturing can be considered an effective porous 

medium for describing hydraulic response, and this assumption is made in TH simulations.  

However, the porous-medium model is not well suited for mechanistic description of THM 

coupling in fractured media because few, if any, of the model parameters are measurable.  

Explicit-fracture models generally assume parallel-plate fracture geometry and use the 
"cubic law" representation of hydraulic transmissivity for a single fracture (Snow, 1965).  

Variations on this approach account for the hydraulic effects of aperture variability by using 

a tortuosity constant that reduces the parallel-plate transmissivity or by using statistical 

models that describe aperture as a spatially correlated random variable with corresponding 
average fracture-flow properties. Conceptual models for the deformation response of explicit 

fractures are based on abundant bench-scale normal and shear-deformation measurements.  
reported in the literature. Shear displacement of a parallel-plate fracture does not change the 

transmissivity, but shear of a variable aperture fracture can produce large increases.  
.Extending an explicit model for fracture-normal displacement to estimate the effective 

properties for a rock mass, a set of parallel fractures is assigned values for the effective bulk 

permeability and deformation modulus. Fractures within a set are often assumed to have 

identical properties, to have uniform spacing, and to be hydraulically connected. The fracture 

spacing is required to describe rock-mass properties. Where there are multiple, hydraulically 

significant fracture sets, the directional flow properties from each can be superimposed. The 
deformability tensor for one or more sets of parallel fractures can be approximated using an 
approach such as that of Schoenberg (1980).  

The concept of ubiquitous fractures is commonly used to model the deformability of a 

fractured medium. Whereas the hydraulic behavior of individual, randomly oriented 
fractures could be represented by the cubic law, the bulk permeability depends strongly on 
the connectivity between fractures. Connectivity is tedious to describe and difficult to 
measure, and it is not used in ubiquitous fracture models of medium deformability.  

THM coupling in explicit-fracture models requires that the fractures be mechanically soft 

compared to the rock matrix, which is a reasonable representation for the repository host 
rock in which the ambient normal stress magnitudes are small. Medium deformability is 
partitioned between fractures and the intact matrix. The mechanical and hydraulic respbnses 

of fractures are inherently directional; thus, they determine directional properties of a 
fractured medium. THM coupling in partially saturated media differs from the general case 
for saturated media because the fluid pressure in fractures is negligible, and there is no 
effective stress correction.  

For a 2-D medium with two perpendicular sets of fractures, a conceptual model for 
deformability and hydraulic conductivity of the medium is given by Ouyang and Elsworth 

(1993). Major points from their presentation are given below. The hydraulic conductivity of a 
set of parallel fractures is 

K = gB3 (Eq. 4-7) 

12.p5 
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where g is the acceleration of gravity, i is the kinematic viscosity, B is the fracture aperture, 

and S is the fracture spacing. When fracture normal displacement Au occurs, the conductivity 

becomes 

KA = (B + zAU)3 "(Eq. 4-8) 

Displacement Au can be defined in terms of the stress change Act perpendicular to the 

fractures 

(B+SAEF1_T) 
(Eq 4-9) 

where R = E/E. is the ratio of the rock-mass modulus E to the intact matrix modulus E..  
Comparing the modified conductivity to the initial conductivity, the relative change is 

A = $ A ["1 --1]3 (Eq. 4-10) 

The notion of a constant fracture-normal stiffness is implicit in this formulation, thus its 

application is limited to displacements less than the initial aperture (Au < B). This is the 

simplest stiffness model and will tend to overestimate fracture closure, depending on the 

value selected for the rock-mass modulus reduction factor. The rock-mass modulus (E) and 

modulus reduction factor (R.) describe deformability over the range of in situ loading 

conditions and are assumed not to vary with changes in stress.  
It is of interest to apply this model in estimating the relative change in vertical 

conductivity of the repository host rock due to horizontal thermal compressive stress. Values 

for several rock-mass parameters are required. For representative values of fracture spacing 

(S = 0.3 m) and bulk vertical permeability (k = 3.79 x 10"u m! is the fracture permeability in 

base-case TH simulations), the initial hydraulic fracture aperture can be calculated 

(B = 239 prn). From the FLAC calculations discussed previously, the horizontal stress 

increases during thermal loading from 5 to 15 MPa (Ac-- -10 MPa). The matrix deformation 

modulus can be estimated from values in Table 4-2 (E. -35 CPa ). Using a value of 0.5 for the 

rock mass modulus reduction factor, the estimated relative change in permeability is about 

four-fold (KIK = 026). For larger values of the modulus-reduction factor, smaller changes in 

conductivity are produced (e.g., for R = 0.75, K,/K = 0.68).  

The permeability change suggested by the preceding calculation may be the product of 

elastic deformation and, therefore, reversible during unloading. The Topopah Spring tuff is 

competent, and the anticipated stress magnitudes are much less than the laboratory

measured strength at elevated temperature. There are few data available upon which to 

judge the reversibility of permeability reduction in the repository host rock. Aquifer response 

to shallow underground mining sometimes exhibits reversal, but such observations transpire 

over days or months, not hundreds of years, and the exact mechanism is not generally 

known. Pneumatic-packer injectivity measurements for the SHIT indicate a reduction in 

permeability at elevated temperature; again, the exact mechanism has not been determined.  

The duration of the repository effect will be on the order of 2000 yr, which is much longer 

than any modem observation and longer than any foreseeable field test at Yucca Mountain.  

Assessment of the reversibility of fracture-normal displacement must be based on the few 

facts available. Fractures in tuff are loaded by in situ stress, and they exhibit elastic relaxation 

behavior when mecharically unloaded (e.g., Zimmerman and Finley, 1987; Zimmerman et 
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al., 1986). The present condition of natural fractures is the result of equilibration, at ambient 

temperature, over geologic time. Based on a few laboratory tests, rheological behavior of the 

Topopah Spring tuff matrix is not observed to change much at 960C relative to the behavior 

at ambient temperature (Hardin and Chesnut, 1997). It is therefore likely that some, if not all, 

of the fracture closure caused by TM stress will be recovered during cool-down. The residual 

effect after cool-down will be some fraction of the initial change, which can be estimated from 

the DST. The expected small magnitude of residual changes is the basis for selection of the 

shear-slip model to predict the measurable rock-mass response to heating in the DST.  

4.5.1.4 Discussion 
From the preceding discussion it is clear that, whereas understanding of rock-mass 

permeability changes in the repository host rock is important, no rigorous basis has yet been 

developed for estimating TM effects. Available models are based on concepts such as the 

cubic law, Mohr-Coulomb slip criteria, idealized fracture stiffness, hypothetical scaling 

relations, and statistical assumptions. The calculated stress changes also depend on 

repository design features that are not finalized. As described in Section 4.4.1, analysis of the 

DST presents a unique opportunity to experimentally test conceptual models for TM effects 

on permeability. Prediction of rock-mass permeability changes for the DST, using a method 

based on shear-slip criteria, is presented in Section 4.6.  

4.6 Thermohydromechanical Changes Predicted for the Drift-Scale Test 

4.6.1 Predicted Changes 
In general, three fracture sets have been identified in the ESF (Albin et al., 1997): 

0 Set #1 is a steeply dipping set of fractures striking E-W.  

* Set #2 is a steeply dipping set of fractures striking N-S.  

& Set #3 is a subhorizontal set of fractures striking E-W.  
The axis of the heated drift is oriented E-W; hence, set #1 and set #3 strike perpendicular 

to the plane of the 2-D FLAC model representing the DST. Thus, the calculations of shear slip 

for vertical and horizontal fractures correspond to set #1 and set #3, respectively.  
To estimate regions of increased permeability for the DST, the conceptual model 

developed in the previous section is applied, with the assumption that permeability will 

double at any location where fracture slip is predicted to occur. It is also assumed that slip on 

one set of fractures does not interfere with slip on any other set and that changes in 

permeability predicted for one set of fractures can be added linearly to changes predicted for 

the other set. Thus, if a zone of enhanced permeability predicted for slip along a vertical set 

of fractures overlaps a zone of enhanced permeability predicted for a set of horizontal 

fractures, four-fold total (isotropic) permeability enhancement is predicted. This is 

comparable to an assumption that all connected pathways for fluid movement traverse 

fractures from both systems. In addition, small changes are assumed, and thus they are 

additive.  
Predicted zones of enhanced permeability due to excavation of the DST are shown in 

Figure 4-62. This figure indicates that drift excavation will increase permeability in a region 

extending up to half a drift diameter from the drift wall. This is typical for underground 
excavations.  

Figure 4-62 Zones of enhanced permeability predicted for the DST before heating 
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Permeability changes predicted to occur after 0.5 yr of heating are shown in Figure 4-63.  

Permeability may be enhanced in two, large, symmetric V-shaped regions, above and below 

the plane of the guard heaters. The scale of these regiozis is on the order of the separation of 

the drifts, and the width is on the order of half the drift separation.  

Figure 4-63 Zones of enhanced permeability predicted for the DST at 0.5 yr 

As discussed previously, these regions are derived from the estimates of frictional slip for 

fracture sets oriented in both vertical and horizontal planes. The regions of frictional slip for 

planes of different orientation correlate with the principal stresses. Vertical fractures are 

expected to be favorably oriented for slip when they are approximately 300 to the maximum 

principal stress direction; inspection of the stress field shows that 0.5 yr after the start of 

heating, the ratio of maximum to minimum principal stresses 10 m above and below the 

heater plane becomes quite large and that the maximum stress direction rotates 

approximately 300 relative to the vertical.  
Horizontal fractures are favorably oriented for slip when the maximum principal stress 

lies approximately 30o to the horizontal and the ratio of maximum to minimum principal 

stress becomes large. These conditions are met for horizontal fractures in regions between the 

wing heater and the access drift, centered at a distance of about 4 m above and below the 

plane of the wing heaters.  
In Figure 4-63, two zones are shown where permeability is predicted to increase four

fold. These zones occur where both fracture sets are expected to slip, and they are also 

symmetric above and below the heater plane. They are to the side of the heater and constitute 

approximately 25% of the total area of permeability enhancement.  

Figure 4-64, Figure 4-65, Figure 4-66, and Figure 4-67 show that the predicted zone of 

enhanced permeability will grow with time, while the same basic shape is maintained.  

Figure 4-66 and Figure 4-67 indicate that the zone of enhanced permeability may recede 

outward from the heaters after 2 yr of heating. Comparison with stress plots shows that the 

permeability is enhanced in areas of high thermal gradients, as required by the formulation.  

Figure 4-64 Zones of enhanced permeability predicted for the DST at 1.0 yr 

Figure 4-65 Zones of enhanced permeability predicted for the DST at 2.0 yr 

Figure 4-66 Zones of enhanced permeability predicted for the DST at 3.0 yr 

Figure 4-67 Zones of enhanced permeability predicted for the DST at 4.0 yr 

4.7 Thermohydromechanical Changes Predicted for Reference Drift-Scale 

Repository Cases 
The objective of this section is to evaluate the TM stress fields generated for reference 

Case I and Case 5 in terms of the potential to cause shear slip on fractures and consequent 

permanent alteration of TH properties. No effort is made to quantify the resulting 

permeability changes. (Reference cases for investigation of coupled processes in the NF/AZ 

Modes Report are visually depicted and linked in the presentation on the CD-ROM that 

accompanies this report.) 
The potential for permeability change is evaluated by first assuming that for slip to occur 

on a given fracture plane, the stress must exceed a Mohr-Coulomb slip citerion such as that 
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given in Eq. 4-4. Values for friction parameters are given in Table 4-2. The repository host 
rock generally contains three sets of fractures: two subvertical and one subhorizontaL For this 

discussion, shear stress/strength ratios are calculated for vertical and horizontal fractures.  

Note that, due to the 2-D idealized geometry, these represent only a subset of the fractures 

and shear directions possible in the repository. For example, for vertical fractures, the 

fracture plane is assumed to be oriented parallel to the drift axis. Similarly, slip on horizontal 

fractures is considered only in the direction perpendicular to the drift axis.  
Potential zones of slip are predicted using FLAC for vertical and horizontal fractures for 

Case I at 50 and 100 yr. These zones are shown in Figure 4-68, Figure 4-69, Figure 4-70, 

Figure 4-71, respectively, as areas where the shear ratio is greater than or equal to 1. Slip on 
fractures due to induced shear stresses is expected to be limited to a few small zones that are 

within about one drift diameter of the drift wall. If equivalent calculations are performed 

using thermal-stress magnitude estimates from the FRACROCK simulations, similar zones of 

shear are obtained. This is in contrast to the relatively large zones of slip that are predicted 

for the DST using this same technique. Shear is predicted to develop in the DST because of 

the geometry of the wing heaters. The repository drift problem has more symmetry, and only 

line-heat sources perpendicular to the model are considered. Calculation of stress on a cross

section along the axis of the drift would produce a different result.  

Figure 4-68 Ratio of shear stress to frictional strength for vertical fractures for Case 1 
after 50 yr heating, computed using FLAC 

Figure 4-69 Ratio of shear stress to frictional strength for horizontal fractures for Case 1 

after 50 yr heating, computed using FLAC 

Figure 4-70 Ratio of shear stress to frictional strength for vertical fractures for Case 1 
after 100 yr heating, computed using FLAC 

Figure 4-71 Ratio of shear stress to frictional strength for horizontal fractures for Case 1 
after 100 yr heating, computed using FLAC 

4.8 Summary of Thermomechanical Models 

This chapter presents a method for estimating changes in permeability from TM effects.  

The method is similar to published approaches (Barton et al., 1985) and considers only effects 
from shear displacement, which has greater potential to produce permanent changes than 
does normal displacement. The method will provide the basis for estimating the magnitude 
of permanent changes in permeability associated with repository heating and will be tested 
by comparison to changes in permeability associated with the DST.  

For the DST, TM effects may cause significant enhancement of permeability in a 

significant volume of the rock mass. Permeability is predicted to increase where temperature 
and thermal-stress gradients develop. A zone of enhanced permeability is likely to 

accompany the outwardly diffusing thermal "wave" as it emanates from the heaters.  
Permeability is predicted to increase by a factor of 2 to 4, within a significant portion of the 
rock mass heated by the DST, within the first few months of heating. For the reference cases 
used to investigate coupled processes in this report, small changes in permeability are 

predicted using the FLAC-calculated stress fields for Case 1. Slip on fractures due to induced 
shear stresses is expected to be limited to a few small zones that are within about one drift 
diameter of the drift wall.  
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A critical link in the proposed method for THM coupling is the concept that permeability 

enhancement occurs as a result of shear offset due to Mohr-Coulomb slip on pre-existing 

fractures. This concept can be tested by comparing to predictions both displacement 

measurements and permeability measurements made during the DST. Other experiments, 

including the LBT and the SHT (Lin et al., 1997) provide similar opportunities for model 

testing.  
As a final note, the guard heater geometry used in the DST introduces TM effects that 

may differ significantly from repository drift-scale effects. The MST heater arrays were 

designed primarily to achieve representative TH conditions (Wilder, 1996). Additional work 

is needed to improve predictions of permeability changes in response to repository heating.  
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4A. Figures for Chapter 4

Figure 4-1. Illustration of small-block experiment for flow through horizontal fracture (fracture separation 

exaggerated)
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Figure 4-2. History of fluid flow and axial stress on sample SB-3 during first 600 hr of testing: (a) history of 
fluid flow during first 600 hr of testing of sample SB-3 during Test 7195 showing flow intervals and inlet pres
sures for the first portion of flow testing on this sample; (b) history of axial stress imposed on sample SB-3 
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Figure 4-3. Axial load (uniaxial stress) vs. elapsed time for Test 7195
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Figure 4-4. Cumulative flow data for Test 7195: shows overall cumulative flow into and out of the sample 
and cumulative flow out of the fracture along each face
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4A-�
Near-Field/Altered-Zone Models Report 
UCRL-ID- 129179

W! 

W2 

W3 

W4 

W5

W6 

W7 

We 

W9 

W10

4A-5



4A. Figures for Chapter 4

I p II . . .I. . 1 . . ..I I . . . .I * . . . i . . . .6 I I . . . . I . . .  
X -- 4-- Q@P=2 

-0- Q @ Pp=3 
X .-0-- Q@Pp=5 

--- X --- O @ Pp=6 

----------------------------- --
- x. -- - "- " _,.× × 

0. ""

-0_0 

6 

0l._ -_ .-- --- --- -" --

-

! 0 -. . - o, , - . . ! , , , , ! , , , ,

1 2 3 4 
Axial stress (MPa)

5 6 7 8

Figure 4-6. Flow rate at four different fluid inlet pressures, plotted as a function of axial stress for Test 7195
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Figure 4-7. Schematic of the Drift-Scale Test
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Figure 4-10. Portion of mesh used for FLAC simulations of reference Case 1
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Figure 4-11. Principal stresses computed for excavation only using FLAC for Case I
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Figure 4-12. Vertical stress field computed using FLAC for excavation only, Case 1
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Figure 4-13. Horizontal stress field computed using FLAC for excavation only, Case I
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Figure 4-14. Shear stress field computed using FLAC for excavation only, Case I
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Figure 4-15. Temperature field for Case I at 50 yr
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Figure 4-16. Principal stress field computed using FLAC, Case I at 50 yr

4A-16

JOB TITLE: Thermal-Mechanical Model, Case I.  

FLAC (Version 3.22) 

LEGEND -365 

50 Years 

-375 

- , - - -- 385 
Boundary plot 

0 lOre 

"-395 

"-405 

20 30 40 Cm) 50 60

Near-Field/Altered-Zone Models Report 
UCRL-ID- 129179



4A. Figures for Chapter 4

JOB TITLE: Thermal-Mechanical Model, Case I.

FLAC (Version 3.22) 

LEGEND

50 Years

-- 365 

-- 375

Syy (MPa) 

-20 
-10 
0 
10 
20 

Contour interval= 5 MPa 
Boundary plot 

0 lo1n

20 30 40 (m) 50

Figure 4-17. Vertical stress field computed using FLAC, Case I at 50 yr

4A-17Near-Field/Altered-Zone Models Report 
UCRL-ID- 129.179

�7�L �) ---385 

-- 395 

---405

60



4A. Figures for Chapter 4

Figure 4-18. Vertical displacement field computed using FLAC, Case I at 50 yr
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Figure 4-19. Horizontal stress field computed using FLAC. Case I at 50 yr
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Figure 4-20. Horizontal displacement field computed using FLAC, Case I at 50 yr
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Figure 4-21. Shear stress field computed using FLAC, Case 1 at 50 yr
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Figure 4-22. Temperature field for Case I at 100 yr
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Figure 4-23. Principal stress field computed using FLAC, Case I at 100 yr
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Figure 4-24. Vertical stress field computed using FLAC, Case 1 at 100 yr
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Figure 4-25. Vertical displacement field computed using FLAC, Case 1 at 100 yr
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Figure 4-26. Horizontal stress field computed using FLAC, Case 1 at 100 yr
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Figure 4-30. Principal stress field for 1000 yr computed using FLAC
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Figure 4-27. Horizontal displacement field computed using FLAC, Case I at 100 yr
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Figure 4-28. Shear stress field computed using FLAC, Case I at 100 yr
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Figure 4-31. Vertical stress field for 1000 yr computed using FLAC
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Figure 4-32. Vertical displacement field for 1000 yr computed using FLAC
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Figure 4-33. Horizontal stress field for 1000 yr computed using FLAC
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Figure 4-34. Horizontal displacement field for 1000 yr computed using FLAC

4A-34

JOB 'TITLE: Thermal-Mechanical Model, Case I.  

FLAC (Version 3.22) 

LEGEND -365 

1000 Years 

"-375 

Horizontal Displacement (cm) 

2 --385 3 
4 
5 
6 

8 "-395 

Contour interval I cm 
Boundary plot 

.0 "-r405 

20 30 40 50 s 60

Near-Field/Altered-Zone Models Report 
UCRL-lD- 129179



4A. Figures for Chapter 4

Figure 4-35. Shear stress field for 1000 yr computed using FLAC
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Figure 4-38. Simulation of 50-yr temperature field for Case 1 for input to FRACROCK
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Figure 4-42. Temperature field for Case 1 at 100 yr, as computed by NUFT
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Figure 4-61. Shear stress field for Case 5 at 100 yr, computed using FRACROCK
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Figure 4-62. Zones of enhanced permeability predicted for the DST before heating: light shade = zone where 
permeability is enhanced due to slip on vertical fractures; medium shade = zone where permeability is 
enhanced due to slip on horizontal fractures; dark shade = zone where permeability is enhanced due to slip 
on both vertical and horizontal fractures 
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Figure 4-63. Zones of enhanced permeability predicted for the DST at 0.5 yr: light shade = zone where per
meability is enhanced due to slip on vertical fractures; medium shade = zone where permeability is enhanced 

due to slip on horizontal fractures; dark shade = zone where permeability is enhanced due to slip on both 
vertical and horizontal fractures 
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Figure 4-64. Zones of enhanced permeability predicted for the DST at 1.0 yr: light shade = zone where per
meability is enhanced due to slip on vertical fractures; medium shade = zone where permeability is enhanced 
due to slip on horizontal fractures; dark shade = zone where permeability is enhanced due to slip on both 
vertical and horizontal fractures
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Figure 4-65. Zones of enhanced permeability predicted for the DST at 2.0 yr: light shade = zone where per

meabilith is enhanced due to slip on vertical fractures; medium shade = zone where permeability is enhanced 

due to siip on horizontal fractures; dark shade = zone where permeability is enhanced due to slip on both 

vertical and horizontal fractures 
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Figure 4-66. Zones of enhanced permeability predicted for the DST at 3.0 yr. light shade = zone where per
meability is enhanced due to slip on vertical fractures; medium shade = zone where permeability is enhanced 
due to slip on horizontal fractures; dark shade zone where permeability is enhanced due to slip on both 
vertical and horizontal fractures 
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Figure 4-67. Zones of enhanced permeability predicted for the DST at 4.0 yr: light shade = zone where per

meabilitv is increased due to slip on vertical fractures; medium shade = zone where permeability is increased 

due to slip on horizontal fractures; dark shade = zone where permeability is increased due to slip on both ver

tical and horizontal fractures 
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Figure 4-68. Ratio of shear stress to frictional strength for vertical fractures for-Case I after 50 yr heating, 
computed using FLAC
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Figure 4-69. Ratio of shear stress to frictional strength for horizontal fractures for Case I after 50 yr heating, 
computed using FLAC
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computed using FLAC
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Figure 4-71. Ratio of shear stress to frictional strength for horizontal fractures.for Case 1 after 100 yr heating.  

computed using FLAC
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5. Thermohydrochemical Models of the Altered Zone and the Near Field 

5. Thermohydrochemical Models of the Altered Zone 
and the Near Field 

5.1 Introduction to Thermohydrochemical Models 

The importance of thermohydrochemical (THC) processes in the near-field environment 

(NFE) arises from key aspects of repository performance including drift seepage flux, 

composition of water that will contact the engineered barriers, and transport of released 

radionuclides. The impacts of these factors on performance will depend generally on the

effects of coupling between chemical and thermohydrologic (TH) processes.  

This chapter presents the basis for thermodynamic and reactive-transport models and 

applies them to three problems that emphasize the nature and effects of chemical reactions 

that will occur in the altered zone (AZ). A reaction-path model is presented first; it shows 

how water evolves during interaction with the host rock, as could be expected along a flow 

path for condensate drainage. Two fully coupled, THC models are presented next; these 

examine the movement of silica in the host rock. Finally presented is a reactive-transport 

model that can simulate many more reactions that are possible with multiple chemical 

components. The quality assurance (QA) status of these models is summarized in 

Appendix A.  
Information is presented in this chapter in the following manner.  

Section 5.2 presents an overview of thermodynamic modeling and a detailed 

description of the conceptual, mathematical, and numerical basis for the EQ3/6 

modeling package. The capabilities of EQ3/6 include modeling of rate processes and 

"flow-through processes and reaction-path modelirig.  

* Section 5.3 defines reactive-transport modeling and how it is applied in studies of the 

near field and AZ. Various conceptual, mathematical, and numerical models for 

reactive transport have been proposed in the open literature, and a survey of these 

models is presented. The basis for the 053D/GIMRT reactive-transport modeling 

code is included in this discussion.  
Section 5.4 presents a reaction path (EQ3/6) model developed to describe the 

evolution of water composition in the AZ, where water interacts with tuff at elevated 

temperature. The results show how water composition changes with progressive 

*interaction.  
Section 5.5 describes a simulation study, in a repository'scale model, of THC coupling 

involving silica. This was one of the first simulations to examine the coupling, using 

realistic chemical reaction rate constants, of chemical effects to hydraulic permeability, 

• Section 5.6 presents recent developments, for drift-scale problems, in fully coupled 

THC simulation involving silica. Silica accumulates where water vaporizes in these 

models, forming a "mineral cap." To compare coupled-process models, a series of 

simulations is presented for several of the reference cases used in this report. These 

simulations emphasize the dissolution and precipitation of silica. To include a more 

complete range of possible chemical reactions, a more general reactive-transport 

model, such as OS3D/GIMRT, is used.  
* Section 5.7 describes, for several of the same reference cases, a series of reactive

transport calculations using OS3D/GIMRT. These calculations show how dissolution 

and precipitation of calcite and silicates occur in fractures in the AZ. Dissolution 

* occurs in the condensation zone and along pathways for condensate drainage.  
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Precipitation occurs where the fracture-water residence time is greater; which allows 
for greater progress of the rate reactions that precipitate clays and zeolites.  
Section 5.8 presents a summary.  

Models for the composition of water in the AZ, the composition of water interacting with 

cementitious materials, and transport of radionuclides in the NFE are presented in Chapter 6.  

5.1.1 Identification of Users for Thermohydrochemical Models 

This chapter describes three THC models: (1) a chemical model of AZ water composition, 

(2) a fully coupled simulation of THC effects involving silica only and (3) partially coupled 
simulations of reactive transport in the AZ involving a full set of aqueous chemical reactions.  
These models are listed in Appendix A (Table A-9) along with the other models that make up 
this report.  

The AZ-water-composition model is used to estimate the concentrations of major 
chemical species in water that interacts with the host rock at ambient and elevated 
temperature upgradient from the NFE. The composition of fracture water in the AZ is used 
for performance assessment (PA) and design as the influent composition for models of water 
composition in contact with introduced materials and engineered barriers in the NFE.  

Fully coupled THC models have been demonstrated for repository-scale and drift-scale 
problems and integrate thermohydrology and reactive transport. Currently available models 
include dual-permeability TH processes, but can accommodate only a few chemical 
components (e.g., silica) and are limited with respect to the representation of complex 
processes such as boiling. These models are used to support sensitivity cases for PA and 
address the implications of coupled processes for repository performance. The predicted 
changes in fracture porosity and permeability are more reliable for the host rock above the 
emplacement drifts than they are for host rock below the drifts.  

Partially coupled THC models can be used to examine the evolution of aqueous reactions 
driven by dissolution and precipitation rate reactions. These models are available for use in 
PA to assess changes in fracture porosity and permeability and changes in the abundance of 
sorbent minerals along pathways for radionuclide transport downgradient of the repository.  

52. Thermodynamic Models (EQ3I6) 

by Thomas J. Wolery 

Thermodywnamic mode refers to models of geochemical processes (e.g., water-rock and 
other interactions) that generally take place in well-mixed systems. There is typically no
consideration of spatial coordinates in the modeled systems. A time variable may be included 
in so-called reaction-path models. There is no time variable in static models as represented by 
speciation-solubility calculations. In contrast, reactive-transport models (see Section 5.2) 
always contain a time variable and have a full 1-D or greater spatial representation of a 
reacting system. Reactive-transport models are therefore always dynamic. A reactive
transport model generally involves an aqueous fluid and provision for both flow (including 
dispersion) and solute diffusion. Thermodynamic models, however, generally do not provide 
for fluid flow or solute diffusion, although certain extensions do allow a limited treatment of 
systems incorporating fluid flow without dispersion or diffusion.  

This section emphasizes the thermodynamic models that can be used in the context of the 
EQ3/6 software package (Daveler and Wolery, 1992; Wolery, 1992a, 1992b; Wolery and 
Daveler, 1992; Wolery et aL, 1988; Wruck and Palmer, 1997). This software has been largely 
developed to meet the neLeds of the Yuicca Mountain Site Characterization Project and has a 
history of usage on the project, as noted in examples discussed subsequently. Recent versions K) 
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of this software (versions 7.2a, 7.2b) have been certified for use in quality-affecting work.  

Some examples of EQ3/6 application are discussed in this section. Other examples may be 

found elsewhere (e.g., Bruton, 1995; Delany, 1985; Glassley, 1996; Knauss et al., 1986; TRW, 

1996; Viani and Bruton, 1992; Wolery et al., 1988). This section, however, discusses concepts 

that are generally applicable to all thermodynamic models.  

52.1 Conceptual Models 

Thermodynamic models predate reactive-transport models (Nordstrom et al., 1979; 

Wolery, 1992a). Consequently, thermodynamic modeling codes are presently in a more 

mature state than are reactive-transport codes. Thermodynamic codes tend to represent 

chemical processes and phenomena in greater breadth'and detail than do existing reactive

transport codes. In many cases, thermodynamic codes have been the test beds for the 

development and testing of submodels for describing various individual processes or 

phenomena. Examples include the role of MINEQL (Westall et al., 1976) in the development 

of surface-complexation models and the role of EQ3/6 (Wolery, 1992a; Wolery and Daveler, 

1992; Wolery et al., 1988) in the development of kinetics-based models for rock-water 

interaction (e.g., Delany, 1985). Even so, no thermodynamic modeling code in existence 

accounts for all the many phenomena that might occur in a geochemical system. Some of the 

phenomena often missing from such codes are solid-solution (coprecipitation), ion-exchange, 

surface-complexation, and gas-phase aqueous-solution interactions. EQ3/6 (see references 

cited previously) and PHREEQC (Parkhurst, 1995) are two of the most comprehensive 

thermodynamic modeling codes. Some other codes are noted in Section 5.2.3.3.  

Computational constraints have limited the inclusion of detailed chemistry in reactive

transport modeling codes. Important phenomena such as solid solution have been ignored, 

K>and the incorporation of ion exchange and sorption have tended to be limited to relatively 

simple forms that do not greatly increase the computational burden. However, reactive

transport-model development (e.g., Johnson et al., 1997; Steefel and Yabusaki, 1995),is 

accelerating, and increasingly detailed chemical models are being included (see Section 5.2).  

This is partly the result of greater computing power and is also a response to practical needs 

in the earth sciences. Reactive-transport models have superior potential for dealing with 

many simulation problems. However, thermodynamic models will retain an important role 

in problems involving analysis and submodel development and will remain the most 

convenient tools for many simulation problems.  
Both types of models generally have been developed for the study of natural systems 

(e.g., water-rock interactions). However, they may be applied equally to the study of 

engineered systems. Thus, rock may be replaced or augmented by substances such as waste 

forms (spent fuel, ceramics, and glass), metals, concretes and grouts, and other human-made 

materials of interest. The range of applicability for such models is quite extensive and cuts 

across scientific and engineering disciplines. These models are applicable to problems in the 

NFE, the AZ, and the far-field environment. One of the advantages of geochemical models is 

that entire chemical systems, including human-made materials, can be modeled in a fully 

integrated way that accounts for all important interactions. For example, one would jointly 

model the system containing tuff, water, and concrete to see the influence of the concrete on 

the tuff-groundwater interactions in addition to seeing the degradation of the concrete.  

The use of these models is critical in interpreting experimental and field data and in 

properly extrapolating the results to repository conditions over the long time scales 

associated with repository performance. Some important chemical processes may be so slow 

they are not observable in experiments'that run for months (or years) under anticipated 

repository conditions. One example is the precipitation of silica as quartz in tests such as the 
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Single-Heater Test (SHT). Another example might be the precipitation of NpO,, which could 

result in negligible dissolved neptunium in Yucca Mountain groundwaters (Wolery et al., 

1995). Accelerated conditions (e.g., high temperatures or pH conditions outside anticipated 

repository conditions) may be required to observe these reactions and to develop rate laws 

(as has been done for quartz; e.g., Rimstidt and Barnes, 1980) that can be extrapolated to 

repository conditions and time scales. A simple parametric approach to the application of 

'short-term laboratory and field results would ignore these processes and might yield 

-predictions at variance with reality. For example,. such an approach might calculate high 

long-term dose rates associated with -Np because it ignores the. potential role of NpO. as a 

sink for Np over very long time periods.  
For speciation-solubility modeling (Wolery, 1992b), a static form of thermodynamic 

modeling, the only essential feature is the presence of an aqueous solution. However, 

reaction-path modeling (Wolery and Daveler, 1992) and reactive-transport modeling are.  

inherently dynamic, and something is required to drive the reaction. The driving force is 

commonly the presence of another substance (e.g., rock, concrete, or waste form) with which 

the initial solution is not in equilibrium. It may also be a second aqueous solution, generally' 

termed the "reactants." The driving force might equally well be a change in temperature (or 

pressure). It could even be an internal disequilibrium within the aqueous solution itself, 

possibly associated with the internal reduction-oxidation (redox) state of the solution. In the 

case of reaction-path calculations, the thermodynamic driving forces change (decrease 

overall) with increase in time or a reaction progress variable. In the case of reactive-transport 

calculations, the system changes as a function of time, and the driving forces typically vary 

temporally and spatially.  
Both thermodynamic and reactive-transport models rely heavily on chemical 

thermodynamics and require supporting thermodynamic data in the form of equilibrium 

constants or, equivalently, Gibbs free energies. The usage of chemical thermodynamics 
naturally focuses on an array of simple reactions typified by 

NpO" + OH- - NpO2 O-aq) (Eq. 5-1) 

(an aqueous complexation reaction) and 

CaCO 3(Calcite) + H+ - Ca 2÷ + HCO3 (Eq. 5-2) 

(a mineral dissolution reaction). The number of such reactions that must be treated in a.  
calculation may be quite large (in the hundreds to thousands). Thus, large thermodynanmic 

databases are often required to support such calculations. Equilibrium constants and Gibbs 

free energies depend on temperature and pressure; provision for dealing with the 

dependency is also necessary for many applications. This provision adds to the size and 

complexity of the required databases.  
Although thermodynamic models have much to do with thermodynamic equilibrium and 

can be used to compute equilibrium states for systems of defined pressure, temperature,, and 

chemical composition, most thermodynamic models only assume that some (usually most) 

reactions (as represented by Eq. 5-1 and Eq. 5-2) are individually in an equilibrium state.  

Usually this assumption is made for most aqueous ion-pairing and ion-complexing reactions.  

The remaining reactions are assumed to be more sluggish and may be out of equilibrium 
individually. Typically, this set of reactions includes many mineral-dissolution reactions, 
some mineral-precipitation reactions, and some redox reactions (especially involving the 
nonmetal elements such as C, H, N, and S). Most silicate minerals dissolve slowly at 25°C. It 

is commonly assumed in modeling that dissolution reactions are slow and that precipitation 
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reactions are fast. Therefore, rate expressions are often assigned to dissolving minerals, 

whereas precipitating minerals are frequently assumed to follow equilibrium controls.  

Quartz, hematite, dolomite, NpO2, and PuQO are examples of solids known to precipitate 

quite sluggishly under almost all conditions at low temperature. Some solids (e.g., calcite) 

may precipitate rapidly or sluggishly depending on the aqueous solution composition. Many 

redox reactions are very slow. Certain redox species (e.g., SO4 "; NO, and dissolved organics) 

may persist metastably (i.e., resisting thermodynamic driving forces) for long periods of time.  

Biologically mediated reactions, instead of inorganic processes, may control the rates 

involved. A system in which some individual reactions are at equilibrium and others are not 

is said to be in a state of partial equilibrium.  
Thermodynamic models may be used in either an analytical mode or in a simulation 

mode. Reactive-transport models always operate in a simulation mode. The analytical mode 

of thermodynamic models is represented by speciation-solubility calculations.  

5.2.1.1 Speclation-Solubllity Modeling 

One of the two principal objectives of speciation-solubility modeling is to determine the 

speciation of dissolved components such as Np (e.g., how much is NpO2, how much is 

NpO,.CO,'). (Chemical components are defined as the building blocks that can be combined 

to form all the constituents of a chemical system.) Common analytical techniques only give 

the total amount of the dissolved component (e.g., total dissolved Np). More specialized 

analytical techniques can distinguish between the oxidation states of a dissolved element 

[e.g., Fe(II) vs. Fe(Ill)], but even this information is not commonly determined in 

groundwater analysis or in most experimental studies. Analytical techniques specific to an 

individual aqueous species such as NpOCO- may exist, at least for solutions of limited 

,_ composition, but are generally not applied to the analysis of complex waters such as 

groundwaters. Therefore, it is usually necessary to calculate the speciation in such waters 

using a thermodynamic model and using the appropriate equilibrium constants. Besides the 

component concentrations, such models generally also require as input the pH and some 

measure of the redox state of the solution (commonly the oxygen fugacity or the redox 

potential Eh).  
The second principal goal of speciation-solubility calculations (the solubility part) is to 

calculate saturation indices (SI) for reactions that are not assumed to be at equilibrium. Most 

commonly, these indices are calculated for mineral dissolution reactions, and the objective is 

to determine whether the solution is undersaturated (SI <0), saturated (SI = 0), or 

supersaturated (SI >0) with respect to a given mineral. The SI (a thermodynamic driving 

force) is calculated according to 

SI - log Q/IK (Eq. 5-3) 

where Q is the ion activity product for the dissolution reaction .(e.g., Eq. 5-2) and K is the 

corresponding equilibrium constant. Here, Q depends on the thermodynamic activities of the 

species appearing in the reaction (the activity of a pure solid is unity by definition). The 

thermodynamic activity of an aqueous solute species is the product. of its molal concentration 

and its molal activity coefficient For the case of calcite dissolution (Eq. 5-2), this takes the 

form

(Eq. 5-4)log Q(Calcite) - log a(Ca2+ ) + log a(HCO53) - log a(H+)

* r.f.
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where a is the thermodynamic activity of the indicated species. The thermodynamic activity 
of a pure phase such as calcite is unity; therefore, log a(Calcite) is zero, and a corresponding 
term need not appear in Eq. 54. The thermodynamic activity of water is the product of its 

mole.fraction and its mole-fraction activity coefficient. Activity coefficients must be calculated 

from an activity coefficient model such as the Davies equation, the B-dot equation, or Pitzer's 

equations (see chapter 3 of Wolery, 1992b). A single model must be applied to all aqueous 

species.  
Saturation indices can also be calculated for complete aqueous redox reactions 

exemplified by 

NOj + 2Fe2+ + 2H+ - NO; + 2Fe 3+ + H20 (Eq. 5-5) 

where nitrate is reduced to nitrite and Fe(II) is oxidized to Fe(III). It is also possible to 

chiaracterize the driving force, or degree of disequilibrium, of such a reaction by calculating a 

theoretical redox potential (Eh) for each redox couple (here, NO/ NO0. and Fe"'/ Feb) and 

determining the difference between them (Wolery, 1992b). To calculate the degree of 

disequilibrium or driving force for a reaction involving a redox couple, one must generally 

have two analytical measurements [e.g., one for each of Fe(II) and Fe(Il)J. In this example, a 

single measurement of total dissolved iron is insufficient.  
EQ3NR (Wolery, 1992b) is the speciation-solubility code in the EQ3/6 package. Some 

partial results for J-13 well water (Harrar et al., 1990) are illustrated in Table 5-1, Table 5-2, 

and Table 5-3. These calculations were made using the j13wsf.3i input Mfie (a part of the 
EQ3/6 test case library) and Revision 6 of the composite thermodynamic data file (discussed 
in Section 5.2.2). The water composition has been theoretically spiked with trace amounts 
(arbitrarily set at 1.0 x 10-2 molal) of various radionuclides, including uranium, plutonium, 
and neptunium. The main purpose of this test case is to initialize a reaction-path simulation 
in which the groundwater reacts with spent fuel. However, it will be used here simply to 
illustrate some of the results that can be obtained from EQ3NR. The calculated speciation of 
dissolved uranium, neptunium, and plutonium is shown in Table 5-1. Uranium is entirely 
dominated by U(VI) species, plutonium by Pu(IV) species, and neptunium by Np(V) species.  
The code actually considered the IV, V, and VI (and other) oxidation states of these 
radionuclides.  

K) 

5-6 Near-Fied/Altered-Zone Models Report 
UCRL-1D-129179



5. Thermohydrochentical Models of the Altered Zone and the Near Field

Table 5-1 The calculated speciation of uranium, neptunium, and plutonium present in 

trace amounts in spiked J-13 well water (Eh = 340 millivolts; T = 298°K) 

Other species U, Np, and Pu are present, but those shown account for 

>99% of the totals. The contribution of a species to the corresponding 

total is the product of its stoichiometric factor and its molality [e.g., 
for (UO) 3(OH}f', the factor is 3 because one mole of this species 
contains 3 moles of uranium].  

Species Factor Molality Percentage 

Uranium 

UO(CC0" 22 1.0 7.664 x 10-13 76.64 

U04COC)= 1.0 1.745 x 10-1 17.45 

U0(OH),(aq) 1.0 0.408 x 10"1 4.08 

UO'CO (aq) 1.0 0.141 x 10-3 1.41 

Total 1.0 x 10"'2 99.58 

Neptunium 

NpOZ" 1.0 8.644 X 10"1 88.44 

NpO2CO." 1.0 0.840 x 10-'3 8.40 

NpOOH(aq) 1.0 0.268 x 10-"3 2.68 

Total 1.0 x 10-12 99.53 

Plutonium 

Pu(OH).(aq) 1.0 9.595 x 10-"3 95.95 

Pu(HPO),4- 1.0 0.393 x 10-'3 3.93 

Total 1.0 x 10"" 99.88 

These results are sensitive to the inputs for pH (7.41) and redox (Eh = 340 mV). The 

uranium and neptunium results are further sensitive to other constraints on the carbonate 

system, here a reported alkalinity of 128.9 mg/ L (expressed as HCO3 ). It has recently been 

suggested that the pH of J-13 water is actually about 8.2 (Apps, 1997). The use of this value 

would, for example, lead to decreased domination of NpO2" in the mass balance for 

neptunium. However, a greater uncertainty lies in the redox constraint. The dissolved oxygen.  

content of J-13 water (5.6 mg/ L) corresponds to an Eh of 778 mV (as obtained via EQ3NR).  

This also corresponds to an O, partial pressure of 0.138 bar, somewhat less than the 

atmospheric value of 0.20 bar. This is probably more realistic. Eh values are generally 

incapable of giving meaningful results in oxidizing systems (e.g., Hostetler, 1984; Lemire, 

1984). Use of the higher Eh value makes almost no difference to the calculated speciation of 

uranium and neptunium. However, it leads to major differences for that of plutonium; as 

shown in Table 5-2, the plutonium mass balance then would be dominated by Pu(V) and 

Pu(VI) species (all the species shown are Pu(V) species, except for PuOQ(CO3)).

0-I
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Table 5-2 The calculated speciation of plutonium present in trace amounts in 
theoretically spiked J-13 well water (Eh - 778 mV) 

Compare with Plutonium in Table 5-1.  

Species Factor Molality Percent 

PuOF," 1.0 5.257 x 0"' 52.57 

*PuO,(COJ,- 1.0 2.939 x 10" ( 29.39 

PuO," 1.0 0.745 x 10"-1 7.45 

PuOF•, 1.0 0.517 x 10"3 5.17 

PuOF! 1.0 0.481 x 10"s 4.81 

Total 1.0 X 10"i1 99.83 

Table 5-3 illustrates some of the calculated saturation indices (all from the Eh = 340 mV 

calculation). Fundamentally, one should expect near-zero saturation indices to be obtained in 

the case of secondary minerals that are present in the real underground system and that form 

under ambient conditions. An example is calcite. The large, negative saturation index of -0.75 

found here seems unrealistic. The accuracy of reported J-13 water pH values has recently 

been questioned by Apps (1997), who has suggested that the pH be calculated instead by 

assuming that the water was in equilibrium with calcite (a procedure that gives a pH near 

8.2). Some of the other results shown in Table 5-3 also depend on the pH. Many, however, 

also depend strongly on the input total concentrations of aluminum or iron. The data that 

were used here are probably close to, or less than, detection limits and are therefore not 

necessarily reliable. Thus, the actual groundwater is probably not supersaturated with 

respect to analcime or gibbsite (which contain Al) or Fe(OH)3 or goethite (which contain Fe).  

On the other hand, the saturation indices for quartz, chalcedony, and the two forms of 

cristobalite depend essentially only on the input for total dissolved silica, which is well above.  

the analytical detection limit. The supersaturations in this case are undoubtedly real, in 

accord with the known kinetics of formation of these minerals. The groundwater should be 

undersaturated or, at most, about saturated with respect to unstable primary feldspar, 

represented here by sanidine. The very positive saturation index for this phase is another 

reason to doubt the accuracy of the input for total dissolved aluminum. On the other hand, 

one should expect somewhat positive saturation indices for stable feldspars, such as albite 

and K-feldspar, because they might form in response to the long-term dissolution of unstable 

primary feldspar.  
The saturation indices calculated for NpOl and Pu,. are both positive, indicating 

supersaturation for both phases, even in Np and Pu molalities of 1.0 x 10'. This indicates the 

tremendous insolubility of these two solids, at least according to the presently known 

thermodynamic data (see Section 5.2.2). However, results were obtained for an Eh of 340 mV; 

for an Eh of 780 mV, the water is undersaturated with respect to both solids.  
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Table 5-3 Calculated saturation indices (log QIK) for selected solids in theoretically 

spiked J-13 well water (Eh = 340 mV) 

Solid Log C/K 

Albite+10 

Analcime +0.75 

Calcite -0.75 

Ca-Clinoptiolite +13.60 

Cristobaiite(alpha) +0.45 

Cristobalite(beta) +0.01 

Fe(OH), +0.16 

Gibbsite +-1.11 

Goethite +5.28.  

Hematite +11.52 

K-feldspar +3.65 

Kaolinite +4.93 

Ca.Montmorillonite +5.68 

Quartz +0.88 

Sanidine(high) +2.45 

NpO, +0.88 

PuO2  +4.86 

EQ3NR permits the user to define an aqueous solution using many possible input 

options. Other speciation-solubility codes may also offer some of these options: Normally', the 

input parameters include the usual components of a groundwater or experimental fluid 

analysis (i.e., the pH, some measure of the redox state, and the total concentrations of the 

solute components). A useful output not noted previously is the calculated charge imbalance.  

If it exceeds 10% to 20% of the total charge, it may indicate that some of the input analytical 

data are incorrect or that the analytical dataset is incomplete. It is possible to replace some of 

the code inputs with alternative constraints, thus effectively switching some inputs and 

outputs. By applying a charge-balance constraint to one of the components of a pH buffer 

(e.g., Na" when NaOH is a buffer constituent), one can calculate the composition of a custom 

pH buffer solution for use in experimental studies. This has been done as part of studies of 

the pH dependence of the dissolution kinetics of silicate minerals (e.g., Knauss and Wolery, 

1989). One can calculate, for example, how much NaOH is required to adjust a borate buffer 

to a certain pH value at elevated temperatures. Alternatively, by applying the charge-balance 

constraint to H* itself, one can calculate the pH of the buffer as a function of temperature.  

The total concentration of a dissolved component can also be calculated by assuming 

equilibrium with either a solid or a component of a gas phase (the component must appear in 

the reaction involving the solid or gas species). For example, the concentration of dissolved 

aluminum can be estirnated by-assuming equilibrium with a mineral such as kaolinite 

[Ai.Si.Os(OH)M. Calculations involving such assumptions are commonly made under three 

circumstances. One is when the'analytical data fail to include useful results for certain 

components of interest. Some analyses may have been omitted or the reported concentrations 
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may be less than or very dose to the corresponding detection limits. This is often the case 

with certain components such as aluminum and iron that tend to be relatively insoluble. The 

second case is when some of the reported data are suspect for various reasons. Unless special 

procedures for sampling and analysis are employed, groundwater pH and alkalinity can fall 

in this category. For example, degassing (CO2 loss) can change the pH of a groundwater and 

may occur while the sample is being pumped out of the ground or in the time between 

collection and analysis. Alkalinity is commonly measured as a proxy for measurements of 

total dissolved HCO3" (or CO,). Such usage is subjet to several assumptions (see APHA,.  

1976), not all of which may always hold. The third case is when one desires to calculate the 

solubility of a component in a fluid that does not normally contain that component (e.g., the 

soiubility of Np in J-13 well water). This usage is usually subject to the restriction that the 

solubility must be sufficiently low not to disturb the properties of the water as a medium 

(e.g., its pH and ionic strength).  
Speciation-solubility calculations have one other important use: they are required to 

initialize reaction-path and reactive-transport calculations.  

5.2-1.2 Reactfon-Path Modeling 

In reaction-path modeling and reactive-transport modeling, the objective is not analysis 

but simulation. Reactions not assumed to be at equilibrium are assigned rate expressions. The 

saturation index or other measure of the degree of disequilibrium may appear in the rate law 

assigned to a reaction. Realistically, the dependence should be included such that the rate 

goes to zero as the driving force goes to zero and such that the direction of the reaction is 

consistent with the sign of the driving force. The most commonly used rate laws follow a 

form suggested by transition state theory (e.g., Helgeson et al., 1984; Wolery and Daveler, 

1992). In some reaction-path caiculations, all rates are specified as relative rates in terms of an 

overall reaction progress variable. Then, the modeled process is akin to a titration and has no 

explicit time frame.  
The use of rate laws requires rate constants and usually some unddrstanding of the 

dependence of rate constants on temperature (e.g., activation energies). There may be 

additional dependencies on solution composition parameters such as the pH and on 

parameters such as surface areas for reactions (e.g., mineral dissolution or precipitation) thai 

occur across an interface (for a detailed discussion, see Wolery and Daveler, 1992, and 

references cited therein). Two types of uncertainties are involved: the first is represented by 

the uncertainties in the fundamental rate-law parameters, mainly rate constants and 

activation energies; the second applies to the nature of the rate laws themselves-if they are 

not completely general and fundamentally correct, 'their proper application may be scenario

dependent 
In reaction-path modeling, the reactions assumed to be controlled by equilibrium do not 

have zero rates. Rather, they adjust dynamically to maintain their equilibrium states in 

response to changes driven by the other reactions or changes in temperature or pressure. For 

example, a reaction controlled by equilibrium and a reaction controlled by a rate expression 

may be linked by a common dependency on H' or some other aqueous species. If the 

equilibrium control on the former reaction were not applied, the progress of the latter 

reaction would throw the former out of equilibrium. The magnitude of the rate of an 

equilibrium-controlled reaction is unconstrained. It may achieve values that are unrealistic, in 

which case it should be treated instead by specifying a rate expression.  
EQ6 (Wolery and Daveler, 1992) is the reaction-path code in the EQ3/ 6 package. A simple 

example of a reaction-path calculation is the reaction of microcine (a form of K-feldspar.  

KAISiOs) with a dilute (pH 4.0) solution of hydrochloric acid (HCl). The progress of the 

"5-10 Near-Feld/AItered-Zone Models Report 
UCRL-1D4129179



5. ThermohydFochernical Models of the Altered Zone and the Near Field 

reaction is measured in terms of the overall reaction progress variable, •. This value is equal 

to the number.of moles of microcline that have reacted with a mass of solution initially 

containing 1 kg of solvent water. This problem is part of the EQ3/6 test case library (in the 

input file micro.6i). The phases quartz, chalcedony, and tridymite (three pure silica phases) 

are not permitted to precipitate (positive saturation indices for these phases are tolerated).  

Any other phases are to precipitate upon reaching saturation. The results discussed here are 

taken from Section 6.4 of the EQ6 user's manual (Wolery and Daveler, 1992), which discusses 

the problem in detail.  
The dissolution reaction can be written as

(Eq. 5-6)
KAISi 3O(c) + 4H+ + Al3+ + SiO2(aq) + 2H2O

As the microcline dissolves, and t increases, the total dissolved molalities of At, K, and SiOq 

all increase, as shown in Figure 5-1. The pH (Figure 5-2) also changes as the reaction 

progresses. When log , achieves a value of approximately -5.45, gibbsite [AI(OH)31 starts to 

precipitate (Figure 5-3). This grows into the system until log I reaches approximately -5.75.  

At this point, kaolinite [Al.Si.,O(OH)j begins to precipitate. It competes with the gibbsite for 

aluminum, and the mass of gibbsite immediately starts to decrease. The gibbsite becomes 

completely redissolved very shortly thereafter (at log ' equal to about -4.45). At log t near 

-4.0, muscovite IKAISi3 io1(OH)., begins to precipitate, setting off a competition tor Al with 

kaolinite..The mass of kaolinite then declines. However, before it can entirely redissolve, the 

solution becomes saturated with microdine, and the calculation ends. Throughout the 

simulation, the affinity (a measure of the thermodynamic driving force) decreases, reaching 

zero at the end (Figure 54). The affinity A of a phase to dissolve is formally related to the 

saturation index (log QI K) by

"(Eq. 5-7)
A.- -2.3026RTlogQ/K 

where R is the gas constant and T the absolute temperature.

Figure 5-1 

Figure 5-2 

Figure 5-3 

Figure 5-4

Changes in the total molalities of dissolved aluminum, potassium, and silica 

as a function of reaction progress 4 in closed-system reaction of microcline 
with.pH 4.0 HCI solution 

Changes in the pH as a function of reaction progress Z in closed-system 
reaction of microcline with pH 4.0 HCI solution 

The number of moles of secondary minerals n,. as a function of reaction 

progress t in closed-system reaction of microcline with pH 4.0 H-I solution 

The affinity of microcline to dissolve as a function of reaction progress t in 

dosed-system reaction of microdine with pH 4.0 HCI solution

There is no defined concept of time inthe preceding simulation. Itis only known that 

time should increase as reaction progress increases. Time can be brought into the preceding 

simulation by supplying a kinetic rate law for the process of microcine dissolution.  

An example of a reaction-path model with a time frame is taken from Section 6.8 of the 

EQ6 user's manual (Wolery and Daveler, 1992). This problem is also part of the EQ3/6 test 

case library (in the input file pquartz.6i). It simulates the precipitation of quartz at 105°C in an 

experiment reported by (Rimstidt and'Barnes, 1980). This is a seeded-growth simulation, in
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which the rate law dpends on a surface-area parameter. Because quartz is the stable form of 

SiO2, the less stable forms such as tridymite, chalcedony, and cristobalite are suppressed. In 

the actual experiment, kinetics provided the suppression, in~cluding the fact that only quartz 

seeds were present. Figure 5-5 shows the results of the calculation, plotted against time. The 

concentration of dissolved silica drops, reaction progress increases, and the affinity to 

precipitate, which has the opposite sign of the affinity to dissolve, decreases.  

Figure 5-5 The precipitation kinetics of quartz in the system SiO,-HO as a function of 
time 

5.2.1.3 Further Discussion 

Another important concept is local equilibrium. The assumption is that, at any given 

location in the system, a chemical reaction is always in a state of equilibrium. The assumption 
is more important in reactive-transport modeling, which deals more with spatial coordinates.  
Local equilibrium does not mean that a reaction so controlled has a zero rate. Rather, as in the 

case of partial equilibrium, it implies a dynamic adjustment at whatever rate is required (in.  
whichever direction) to maintain the equilibrium condition.  

Some extensions of thermodynamic models do allow limited provision for fluid flow, but 
they treat the reacting system in a less-than-full 1-D sense (Wolery and Daveler, 1992); An 
example is a fluid-centered, flow-through system, which follows the evolution of the first 
packet of water to flow through an initially uniform medium in an open system. The example 
is not fully 1-D because the model does not treat the evolution of any succeeding packets of 
water, which must now traverse a nonuniform reacting medium due to interactions 
associated with the traverse of the first packet. Another example is a solid-centered, flow
through system (patterned after a leaching cell). This system follows the evolution of a' small 
volume containing solids in which fluid flows in one end and flows out the other. It is also 
not fully 1-D because it does not follow the evolution of any solids in upstream or 
downstream cells. The fluid-centered, flow-through system is presently included in EQ6; the 
solid-centered, flow-through system is not.  

A key point is to maximize confidence in thermodynamic models and reactive-transport 
models by testing the modeling methodology against experimental and field data under 
anticipated repository conditions and under accelerated conditions. For example, EQ3/6
based models for tuff/groundwater interactions at elevated temperatures in well-mixed 
systems have been developed (e.g., Delany, 1985; Knauss et aL, 1987,1986; Knauss and Peifer, 
1986) that correspond reasonably well with laboratory experiments. Figure 5-6 shows the 
aqueous solution chemistry results for the simulation (Delany, 1985) of an experiment 
(Knauss et al., 1985) in which Topopah Spring tuff was reacted with J-13 well water at 150*C.  
These models account for the evolution of fluid chemistry and the formation of product 
minerals. An additional point is that such work links observations of a complex process with 
thermodynamic and kinetic data. The work cited shows that tuff/groundwater systems 
approach a near-steady-state condition on the time scales of the experiments (typically 60 to 
90 days). Thermodynamic analysis shows that this is a metastable condition, not an 
equilibrium state. A parametric analysis would not be able to make the distinction.  

Figure 5-6 Comparison of simulated (EQ3/6) and experimental aqueous solution 
compositions for the 150°C reaction between Topopah Spring tuff (Tpt) 
(core wafer) and J-13 well water 
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A second key point is that meaningful results are only likely to be obtained when a 

thermodynamic modeling code or a reactive-transport code is used by an informed user 

because the results often depend heavily on the details of how the input describing the 

problem is constructed. A word problem such as, "What is the solubility of plutonium in J-13 

water?" may be interpreted many ways. Asking six users of the same software to answer 

such a question may quite legitimately result in six different answers, varying widely in 

order of magnitude. The question needs to be more precise. One question that might have to 

be answered first is, "What exactly is J-13 water?" (questions regarding the pH and -redox 

state have been noted previously). Another question might concern the time scale of interest 

and how the solubility equilibrium is to have been achieved (e.g., from supersaturation or 

from undersaturation and perhaps how these initial states were achieved).  

A key action in answering solubility questions is to decide the appropriate solubility

controlling phase, giving consideration to the time scale and known kinetic factors. For 

geologically long time scales, the appropriate phase might simply be the most stable phase.  

For short periods of time, the answer might instead be a metastable phase. For the question, 

"What is the solubility of neptunium in J-13 water?" the appropriate phase might be NpO2 

(stable; highly insoluble even under oxidizing conditions) or Np.O, (metastable; highly 

soluble) (see Wolery et al., 1995, and references cited therein). Another interesting 

complication is that, when solubility is very high, one can no longer treat the original water 

chemistry as a fixed medium. For example, because so much Np must be put into J-13 water 

to achieve saturation with Np2O, the basic character of the water itself (e.g., its pH and ionic 

strength) must change. The final solubility then depends on the details of how the Np was 

added to the groundwater. If a small amount of concentrated Np solution were added, the 

result may depend on whether the Np was present as Np(IV) or Np(V). It may also depend 

on what other solutes are present in this solution and on the solution pH.  

52.2 Supporting Thermodynamic Data 

As noted in Section 5.2.1, a large body of supporting thermodynamic data is essential for 

broad application of both thermodynamic models and reactive-transport models. This section 

addresses the current status of thermodynamic data. Much of the discussion focuses on the 

adequacy of available data in regard to aqueous speciation, mineral solubilities, and 

radionuclide solubilities in the NFE. Although kinetic data are relevant to thermodynamic 

modeling, as noted in Section 5.1.1, the present section does not address the status of the 

available data of this kind. Such data are discussed in conjunction with reactive-transport 

modeling in the introduction to Chapter 3.  
The first effort to develop a large thermodynamic database for natural-systems modeling 

over a wide range of temperature (00 to 300°C) was Helgeson (1969). The work was part of 

the development of a database to support calculations of the first reaction-path code, PATHI 

(Helgeson, 1968; Helgeson et al., 1970). The principal applications of this code were to model 

rock-water interactions in hydrothermal systems (e.g., of ore deposition, Helgeson, 1970). As 

the development of thermodynamic modeling codes has progressed, so has the development 

of supporting databases. Although some of the database development of the last nearly 30 yr 

has naturally taken place in conjunction with modeling code development, much has also 

occurred independently of the development of any such code. A complete historical review 

of such development is beyond the scope of this report. The following discussion focuses 

mainly on developments associated with the Lawrence Livermore National Laboratory's 

(LLNL's) GEMBOCHS database, which is the main source of data used to support EQ3/6.  
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GEMBOCHS is capable of producing several, distinct thermodynamic data files for 

EQ3/6 (Daveler and Wolery, 1992). The most commonly used data file is the COM, or 

composite, data file, which integrates data from a variety of principal sources. This file 

supports calculations over the broadest range of chemical components (more than half of the 

elements in the periodic table are represented, including the principal fission products and 

actinide elements). The COM data file supports calculations over the temperature range 00 to 

300°C. It is intended to be used in conjunction with the B-dot or Davies equations (see 

Section 3 of Wolery, 1992b) and may therefore only be used in conjunction with the modeling 

of fairly dilute aqueous solutions (those with ionic strengths less than 1.0 molal). The.COM 

data file is based on numerous sources.  
It is heavily based on SUPCRT92 (Johnson et al., 1992), which is both a database and 

software for extrapolating the data over a wide range of temperatures and pressures.  
SUPCRT92 is the source of most of the data for the common rock-forming minerals, nearly all 

of the aqueous species commonly found in natural waters (e.g., groundwaters, hydrothermal 

solutions), and most of the common gas species.  
Most of the data for the radionuclide elements (apart from Sr and Tc) are largely drawn 

from other sources. The uranium data, for example, are taken from the volume on uranium 

thermodvnamics (Grenthe et al., 1992) sponsored by the Nuclear Energy Agency (NEA). The 

neptunium data are drawn from Linderberg and Runnells (1984); the plutonium data from 

Lemire and Tremaine (1980). These data will be revised when the NEA-sponsored datasets 

for neptunium and plutonium are published. The americium data are from a draft of Silva et 

al. (1993), which has since been published. The COM data file draws on too many sources to 

discuss here; all sources are documented internally in the file.  
Modeling more concentrated solutions r'equires different and more elaborate models of 

the activity coefficients of aqueous species. At present, Pitzer's equations (see Wolery, 1992b, 

and references cited therein) form the only widely used basis for such modeling (and the only 

one presently usable in EQ3/ 6). In contrast to the minimal data requirements of the B-dot 

and Davies equations, Fitzer's equations impose a significant burden in the form.of 
additional required data (a large array of interaction coefficients). These equations are the 

basis of a famous thermodynamic model of the Na -K -Mg -Ca -H -Cl -SO, -OH -HCO 3 

-CO,-HPO (sea-salt) system at 25*C). These data exist as a subset of the GEMBOCHS 

database and are used exclusively to create the HMW (Harvie-Moller-Weare) data file used 

by EQ3/ 6. Although this data file can be used to model aqueous solutions with very high 

ionic strength (>12 molal), its usage is limited by the fairly small component set and the 

restriction to 25°C calculations. These data fies (COM and HMW) are, in a sense, the two 

prototypical EQ3/6 data files. Other data files (similar to one or the other of these) also are 

created as products of GEMBOCHS.  
Table 5-4 summarizes the characteristics of some of the EQ3/ 6 data files that are part of 

the Revision 6 (December 3,1996) set. The SUP data file is based purely on SUPCRT92 
(Johnson et al., 1992) and subsequent updates cited in the references section of the data file 

itself. This data file is primarily usable only for rock-water interaction studies because the 

present version contains no representation of uranium and the actinide elements. Essentially 

all of the data in this file are present in the COM data file. The SKB data file is a variant of the 

COM file in which some of the data have been replaced by data from a database supplied by 

the Swedish Nuclear Fuel Co. (SKB). The purpose of this file is mainly to allow certain 
comparative calculations. The NEA data file is based almost exclusively on the 
thermodynamic datasets recommended by the NEA. In the present version, these data are all 

from Grenthe et al. (1992).  
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There are several other EQ3/6 data files in the Revision 6 set. In Version 7 and earlier 

versions of EQ3/6, temperatures are generally limited to the range 0* to 3000C, and the 

pressure is generally fixed at 1.013 bar up to 100°C, and is thus equal to the pressure for 

liquid-vapor equilibrium for pure water (see Daveler and Wolery, 1992). Thermodynamic 

data (mostly equilibrium constants) are represented on a fixed temperature grid (0°, 250, 60*.  

1000, 1500, 2000, 2500, and 300°C). There is no provision for correcting the thermodynamic 

data for pressure effects; thus, pressure in the modeled system must correspond closely to the 

pressure represented on the data file. In the forthcoming EQ3/6 Version 8 (Wolery, 1994), 

these restrictions have been relaxed. Each data file may have a unique temperature grid, and 

the upper limit to the temperature range on some files is much greater than 300*C. Each data 

file does have a reference pressure curve, but it need not be the old standard described 

previously. In some data files, the reference pressure curve is a constant value (e.g., 500 bars 

or 1 kbar). Some of these files (all of which are currently based on SUPCRT92 and updates 

thereto) contain additional thermodynamic data in the form of volumes of reaction and 

related thermodynamic functions, which allow pressure corrections off the data file reference 

pressure curve. Data files that contain additional data or that use a temperature grid other 

than the former standard are only usable with the Version 8 software.  

Table 5-4 Some of the EQ3/6 data files in the Revision 6 set and their characteristics 
Activity 

File Coefficient Temp. Chemical Aqueous Pure Solid Gas 

Tog Source Models Range Elements Species Minerals Solutions Species 

COM GEMBOCHS B-dot, 00 to .81 1769 1120 12 93 

Davies 3000 C 

SUP SUPCRT92+ B-dot, 0 0 to 69 1000 131 12 18 

Davies 3000 C 

SKB SKB B-dot, 00to 81 1279 1119 0 93 

Davies 3000 C 

NEA NEA92+ B-dot, 0 0 to 33 182 216 0 82 

Davies 300C C 

HMW HMW84 Pitzer's 250 C 9 17 51 0.3 

I _ __ _ I__ only I I I 

SUPCRT92+ = Johnson et a!., 1992, and subsequent updates cited in theSUP file itself 

SKB = Swedish Nuclear Fuel Co., plus other sources; see the text 

NEA92+ - Grenthe etal., 1992, and updates cited in the NEA data file itself 

HMW84 = H05 

The thermodynamic data in GEMBOCHS and the EQ3/6 data files are continually 

updated and expanded. With regard to the actinide elements, updates are now or soon will 

be made to conform to the NEA recommendations for Am (Silva et al., 1993), Np 

(forthcoming), and Pu (forthcoming). Updates will also continue to be made as SUPCRT92 is 

expanded and revised.  
This discussion would not be complete without some mention of problem areas. With 

regard to the actinides, there is a need for data on certain metastable forms of plutonium and 

neptunium, particularly Np(IV) polymer and Pu(IV) polymer. A need exists for a kinetic 

understanding of the aging and dehydration of these polymers. This is also true of the 

formation of certain stable solids, particularly NpO, and PuO, (which may be thought of as 

the ultimate dehydration products of the respective polymers). It does not appear these 
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problems will be adequately addressed, if at all, in the forthcoming NEA datasets. Especially 

under reducing conditions (which may form temporarily in the repository horizon and which 
pertain at sufficient depth below the water table), other currently unknown actinide-bearing 

phases may form. One possibility is a plutonium coffinite (PuSiO,), analogous to the known 

uranium mineral coffinite (USiO4).  
Another problem area is the formation of solid solutions (coprecipitation). Although 

considerable progress has occurred in this area in recent years for clays and zeolites (e.g., 
Viani and Bruton, 1992), which are natural products of rock-water interaction, more work 

may be required to model all necessary Yucca Mountain-related scenarios. Very little is 

known about how the precipitation of'secondary uranium solids in and below the repository 

horizon might affect actinides such as plutonium by coprecipitation mechanisms. Another 

area of uncertainty is reaction of the actinides with poorly characterized. organic substances 

thatmay be found in the NFE.  

5.2.3 Numerical Approach and Description of EQ316 

5.2.3.1 General 
Section 5.2.1 presents the basic concepts behind modeling with EQ3/6. The modeling is 

generally divided into two parts: speciation-solubility modeling using the EQ3NR code, and 

reaction-path modeling with the EQ6 code. Speciation-solubility calculations are generally 

performed for three different purposes. The first of these is to analyze reported water 

chemistries in a thermodynamic context. The second is to synthesize special water 

compositions such as custom pH buffers. The third, which may overlap with the other two, is 

to calculate a model of the water to initialize a reaction-path calculation. A reaction-path 

calculation addresses the question (among others) of how the water chemistry changes 

during reaction with reactant substances or due to a change in temperature or pressure. One 

of these reactants may be another aqueous solution. A reaction-path calculation also 

addresses the formation of secondary minerals (which may be transient, as noted in the 

example in Section 5.2.1.2). Depending on the kind of reaction-path model, there may or may 

not be a time variable. In general, a reaction-path model takes place in a well-mixed system; 

thus there are no gradients in fluid composition and no spatial variables. This is the primary 

distinction of thermodynamic models from reactive-transport models. As noted in Section 

5.2.1.3, there are some limited, pseudo-l-D extensions to reaction-path models. One of 

these--the fluid-centered, flow-through open system-is presently an option in EQ6.  

Otherwise, EQ6 essentially does calculations for closed systems. It can also model either 

closed or fluid-centered, flow-through systems for which the fugacities (partial pressures) of 

selected gases are fixed at specified values. These systems then behave as though they are 

open to a large external gas reservoir. A "closed" system to which this is applied is actually 
partially open.  

A fixed fugacity capability works by creating a fictive mineral with the composition of the 

corresponding gas species. This mineral is placed in the equilibrium system. The 

corresponding equilibrium constant is defined that equilibrium imposes the desired fugacity.  

The user can specify a starting amount of each phase in addition to the corresponding 
fugacity. During the reaction-path calculation, the amount of a fugacity-fixing phase may 
increase or decrease. If the phase is entirely consumed, the fugacity is no longer fixed. This 

option is commonly applied to CO, and 0. to fix their fugacities at the atmospheric values.  

The EQ3/6 user's manuals (Daveler and Wolery, 1992; Wolery, 1992a, 1992b; Wolery and 

Daveler, 1992) describe the software and its usage in detail. Version 7 (of which the most 

recent release is version 7.2b) is written in Fortran 77. The forthcoming Version 8 is written in ') 
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Fortran 90. The most recent version (7.2b) is certified for use in quality-affecting activities on 

the Yucca Mountain project. Maintenance and continuing development are conducted under 

a qualified QA program.  
Version 8.0 (Wolery, 1994) will be released in 1998. Apart from representing a major 

rewrite of the software, it will contain new capabilities for making thermodynamic pressure 

corrections (noted in Section 5.2.2) and for modeling ion-exchange processes. The ion

exchange modeling capability can deal with multiple exchange substrates and uses the 

Gapon and Vanselow exchange models and mnultisite extensions thereof. The new version 

will also have a capability for modeling redox disequilibrium in EQ6 (previously possible.  

only in EQ3NR). The new version will greatly facilitate fluid-mixing calculations and will 

also have a new, improved user interface. Immediate future development will focus on 

improving the capability of the software for modeling boiling systems. EQ3/6 presently does 

not contain options for surface-complexation modeling (another possible future-development 
activity).  

5.2.3.2 Governing Equations and Methods 

From a numerical perspective, the function of EQ3/6 is to solve a large set of 

simultaneous equations, commonly numbering in the hundreds, sometimes.in the thousands.  

Wolery (1992b) and Wolery and Daveler (1992) describe these equations in detail. There are 

two kinds of equations: the chemistry equations are algebraic in nature, and the rate-law 

equations are ordinary differential equations (ODE). The approach in EQ3/6 is always to 

solve the chemistry equations using algebraic methods and to solve the rate-law equations 

(when necessary) separately, using ODE integration methods. When these equations are 

coupled, as in a kinetic reaction-path calculation, the equations are solved using an operator 

splitting approach. An alternative approach would be to differentiate the chemistry 

equations, converting them to ODEs, and then to solve the whole set of equations using ODE 

methods. This was, in fact, the approach in the old PATHI program (Helgeson, 1968; 

Helgeson et al., 1970). PATHI exhibited problems with drift errors, however. For example, an 

initially charge-balanced aqueous solution could become significantly unbalanced because of 

cumulative integration errors. The method used in EQ3/6 avoids this problem.  

Using the EQ3/6 approach, a reaction-path calculation can be treated as a sequence of 

equilibrium calculations, each of which involves solving the chemistry equations. In stepping 

along the reaction path, the total number of moles for each component can be changed 

because of mass transfer from the reactant system to the equilibrium system. Alternatively to 

mass transfer, or in addition to it, reaction might be driven by changes in temperature and/or 

pressure, which would change the equilibrium constants and activity coefficients.  

The Chemistry Equations and Equilibrium Calculations 

The chemistry equations comprise three basic types: 
• Mass balance (generally one for each aqueous component) 
* Mass action (one for each chemical reaction of whichever type) 
* Thermodynamic activity coefficients (one equation per chemical species) 

The aqueous components (or basis secies) are typically species such as H20, H*, Na, K, 

Ca2 -, Mg2,÷ F62% A13, SiOq, C7, SO4 . HCO, UO÷, and NpO2 The identities of the basis 

species are predefined on the supporting data file and may vary from one data file to another.  

EQ3/ 6 presently uses O, a fictive aqueous species, as the redox species. Some codes use e, 

the fictive aqueous electron, for this purpose, or a real species representing a chemical 

element in a second oxidation state (e.g., Fe' in addition to Fel). EQ3/6 may offer such 

choices in future versions. A minimum basis set contains one species matched one-to-one to a 
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chemical element (of which it is composed) plus a redox species. In EQ3/6, HO is always 

matched to 0, and H* to H. Typically Na' is matched to Na, K" to K, Ca" to Ca, and so forth.  

Some chemical elements do not have aqueous species of such simple composition. The rule 

then is to use a relatively simple species that may also be composed of oxygen or hydrogen or 

both. For example, SiO0x, is normally matched to Si, and HCO" is matched to C.  

To treat redox disequilibrium (or analogous disequilibria not involving redox), it is 

necessary to employ a larger basis set. Some chemical elements are represented by more than 

one basis species. For example, Fe might be represented by Fe'. and Fe'. Note: this presumes 

that one of these is not being used as the redox species. Typically, such treatment is more 

likely to be necessary or desirable for the nonmetal elements such as C, N, or S.  

Disequilibrium is more common because reduction-oxidation of the forms in different 

oxidation states requires breaking covalent bonds as opposed to just transferring an electron.  

EQ3/6 allows for this by defining some basis species as an auxiliary set on the supporting 

data file. Thus, if Fe* is in the minimal or strict basis set and Fe3 ' is in the auxiliary'set, the 

latter can be treated (depending on what the user specifies on the input file) either as a 

dependent species of Fe-` (falls under the mass balance for that species) or as an active basis 

species (has its own mass balance).  
In EQ3NR, a mass balance equation has a form exemplified by 

lfl(Ca2+) . M(CaZ4.+ mýCaico3) + m(CaC6~aq)) +*. (Eq. 5-8) 

where m" is the total molality of the component species, and m denotes the molality of the 

indicated species. Here m(CaW) is the "true" molality of Ca2'. The measured total molality (by 

common analytical techniques) is generally always the total molality. The summation is over 

all aqueous species composed of the component ion, as indicated by the corresponding 

dissociation reactions as stored on the supporting data file. In EQ6, mass balances are written 

in terms of the absolute numbers of moles (n), not molalities, and the balance extends to any 

phases other than the aqueous solution that are in equilibrium with that solution (the 

aqueous solution and any such phases are said to make the "equilibrium system"). Such a 

mass balance is exemplified by 

nT(Ca2+) n (Ca2+)I n(CaHCO+) + n(CaCO~a)) .. + n(Calcite).. (Eq. 5-9) 

where it is presumed that calcite (CaCO3) is present in the equilibrium system. In actuality, 

the form of mass balance shown in Eq. 5-9 is that used in Version 8 of EQ6. The earlier 

versions of EQ6 treat mass balances in terms of chemical elements, and a charge-balance 

equation is substituted for a mass balance in the case of the redox species 02.  

The molality of the i-th component or species (me) is related to the corresponding number 

of moles (ni) by 

mj - 92ni/nw (Eq. 5-10) 

where 2 is the number of moles of water in a 1-kg mass (-55.51) and n,, is the number of 

moles of solvent water (the species H120, not the component H20). This equation can be 

applied to either total or true quantities. In both EQ3NR and EQ6, the total quantities on the 

left side are taken to be knowns, and the quantities on the right side are treated as unknowns.  

In EQ6, this treatment includes mass-balance equations for H.O, H, and 0 (note: a charge

balance equation substitutes for a mass balance on 02 in Version 7 and earlier versions of 

EQ3/6). However, EQ3NR does not actually use this treatment for these species. Instead, the 
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HO is treated by fixing the solvent water at 1 kg, the H- is normally con~strained by a pH, and 

the O, is normally constrained by an input Eh or oxygen fugacity value. Alternate equations 

then substitute for mass balance in the case of each of these species (see Sections 2.3.1-2.3.3 of 

Wolery, 1992b). Eq. 5-8 is then applied after the speciation-solubilitv calculation to obtain the 

in' (and thence the n') values for these components for input to EQ6.  

For each dependent or nonbasis aqueous species, there is a corresponding reaction 

written in terms of the species itself and the basis species. This is exemplified by 

CaHCO .- Ca2 + + HCO5 (Eq. 5-11) 

There are no reactions for the basis species themselves; thus, they are sometimes referred to 

as "building blocks" (Wolery, 1992b). For each such reaction, there is a corresponding mass

action equation that describes the equilibrium constraint. Corresponding to reaction 5-11 is 

log K(CaHCO) - log a(Ca2+) + log a(HCO3)- log a(CaHCO+3) (Eq. 5-12) 

where K is the equilibrium constant for the reaction corresponding to the indicated species, 

and a is the thermodynamic activity of the indicated species.  

For the i-th aqueous solute species (any species other than solvent water), the 

thermodynamic activity (a,) is given by 

log ai - log ni + log Yi (Eq. 5-13) 

where m, is the molality of the species and y, is the corresponding (molal) activity coefficient.  

The thermodynamic activity of water (aj) is given by 

log aw - log xw + log Aj (Eq. 5-14) 

where x,, is the mole fraction of solvent water, and X is its mole fraction thermodynamic 

activity coefficient. Solvent water refers to the species H:O, not to the component H20.  

For each pure mineral, there is also an analogous corresponding reaction. This is here 

exemplified by 

Calcite + H÷ - Ca2+ + HCO3 (Eq. 5-15) 

(a repetition of Eq. 5-2). For each such reaction, when equilibrium is presumed, there is a* 

corresponding mass-action equation. Corresponding to Eq. 5-15 is 

log k(Calcite) - log a(Ca2+) + log a(HCO3) - log a(H÷) (Eq. 5-16) 

A term containing log a(Calcite) does not appear on the right side because, as was noted in 

Section 5.1.1.2, the log activity of a pure phase is defined to be zero. The right side of Eq. 5-16 

is the log Q (the log activity product, as may be noted by comparison with Eq. 5-4). Thus, 

Eq. 5-16 is equivalent to stating that log Q / K = 0 (i.e., that equilibrium prevails). EQ6 uses a 

mass-action equation such as Eq. 5-16 for each pure mineral present in the equilibrium 

system. Such a mass-action equation may be substituted for a mass-balance equation in 

EQ3NR (e.g., if calcite equilibrium were to be applied to Ca2e instead of specifying a total 

concentration). Somewhat more complex forms of mass-action equations apply to 

components of solids solutions. For a discussion of these, see Wolery (1992b).  
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The thermodynamic activity coefficients of aqueous species may be calculated in EQ3/6 
according to one of three models. The simplest of these models is the Davies equation, which 
may be written for solute species as 

log y - -A,, z4(41/(i +4r1')) - 0.21] (Eq. 5-17) 

where A. is the Debye-Hilckel. A constant for molal activity coefficients, z, is the electrical 
charge number of the species, and I is the ionic strength, given by 

I iniz- (Eq. 5-18) 

where the summation is over all solute species. This model, as the similar B-dot equation that 
is also an option in EQ3/6, gives the impression that the activity coefficients depend on the 
solution composition in a simple way: only through the ionic strength. However, this is only 
a limiting approximation (in the limit of infinite dilution). As a practical matter, the Davies 
and B-dot equations are merely approximations that are not too bad in sufficiently dilute 
solutions. In general, they are not usable for I >1.0 molal. Loss of accuracy may be notable at 
even lower ionic strengths (generally for I >0.2 molal). In more concentrated solutions, 
complex equations that depend on the specific solution composition (and involve many more 
parameters) are required. EQ3/6 offers the option of Pitzer's equations. For a detailed 
description of the B-dot equation and Pitzer's equations, see Chapter 3 of Wolery (1992b).  
Certain EQ3/6 data files support using either the Davies equation or the B-dot equation.  
Other data files (containing the necessary additional data) support using Pitzer's equations.  
The model chosen on the input file must be consistent with the supporting data file.  

Computationally, the approach taken by EQ3/6 to solve the chemistry equations is based 
on a hybrid Newton-Raphson approach (Wolery, 1992b; Wolery and Daveler, 1992). The 
mass-action equations for dependent aqueous species are substituted into the mass-balance 
equations. The thermodynamic activity coefficients are treated as constants in a Newton
Raphson iteration. They are updated between such iterations (this gives the method its 
hybrid flavor). Thus, in an EQ3NR calculation, during a Newton-Raphson step, only the 
substituted mass-balance equations remain, and the operational unknowns to iterate upon 
are the corresponding log (true) molalities of the basis species (the log)U,, applies for 0.). As 
noted previously, alternate equations always apply in EQ3NR to the basis species HIO, H7, 
and 0Q. Alternative equations may also apply to other basis species, depending on the 
options chosen (see Wolery, 1992b). Otherwise, iteration is made by generating a correction 
vector (6) by solving a matrix equation of the form 

J6 - a (Eq. 5-19) 

where J is a Jacobian matrix, and a is a residual function vector (it measures the extent to 
which the mass-balance equations and mineral mass-action equations are not satisfied).  
Iteration continues until the max norms of both a and 6 are within a specified tolerance. For 
details, see Wolery (1992b) and Wolery and Daveler (1992).  

EQ6 includes a modification in that, when minerals are present in the equilibrium system, 
the corresponding mass-action equations are added to mass-balance equations, and the set of 
unknowns is composed of the log number of moles of the basis species (but log 10. for 02) 
and the log number of moles of such minerals. In Version 7 and earlier versions of EQ6, a 
charge-balance constraint is used instead of a mass balance for 02, as noted earlier.  
Equilibrium phase assemblages are found by adding and deleting mineral phases (see 
Section 7.9 of Wolery and Daveler, 1992). If convergence is achieved for a given phase 
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assemblage (initially just the aqueous solution), the saturation indices are calculated for all 

K mineral phases. If there are any supersaturations, the mineral with the highest SI (scaled to 

account for the magnitude of the mineral's molecular formula) is added.to the phase 

assemblage, and the calculation is repeated until no supersaturations remain (excepting those 

associated with user-suppressed phases). If a mineral is present in one of these iterated 

assemblages but does not belong in the final assemblage, the code has means to delete it. This 

condition always results in a crash of the hybrid Newton-Raphson iteration. The code 

determines the mineral to delete by scanning the record of the crash. Typically, the log 

number of moles variable for the mineral that needs to be removed -will be diverging toward 

minus infinity, equivalent to-the number of moles variable converging toward zero.  

A number of mechanisms in EQ3/6 assist hybrid Newton-Raphson iteration, among 

them various under-relaxation schemes. For a description of these, see Chapter 7 of Wolery 

and Daveler (1992).  
As EQ6 steps from point to point of reaction progress, it builds finite-diffeience 

expressions (up to sixth order) to describe the changes in certain variables. Among the 

variables are the log number of moles variable for the aqueous basis species and for any 

minerals present in the equilibrium system. The finite-difference functions for these variables 

are used to predict starting values for the equilibrium calculations at succeeding points. Such 

finite-difference expressions are also used to predict the location (e.g., the reaction progress 

value) of certain events such as where a mineral in the equilibrium system will disappear or 

where a new one will appear.  

The Reaction-Rate Equations and Mass-Transfer Calculations 

As noted earlier, a reaction-path calculation can be treated as a sequence of equilibrium 

calculations. To accomplish this, one must account for how the total number of moles 

variable (n) for the components changes due to mass transfer from the reactant system to the 

equilibrium system. Mass transfer is accomplished by integrating rate expressions for the 

reactions associated with the defined reactants. One may define reactants of various kinds, 

but the typical reactant is a pure mineral such as K-feldspar (KAISi 3O), for which the 

dissolution reaction may be written as 

K - feldspar + 4H÷ - K÷ + Al3+ + SiO2(aq) + 2H 20 (Eq. 5-20) 

In general, a reaction such as this is always written so that the associated reactant has a 

coefficient of unity. For pure minerals and some other types of reactants, the reaction is taken 

from the supporting data file. For others such as the "special" reactants, the user must specify 

the reaction on the input file when constructing the reactant. Typical special reactants might 

be a second aqueous solution, a whole rock, a volcanic glass, a nuclear waste glass, or whole 

spent nuclear fuel.  
Corresponding to the j-th reactant such as K-feldspar in Eq. 5-20, is a reaction progress 

variable ýr The notion is that, as ., progresses from zero to one, one mole of the 

corresponding reactant is destroyed. A stoichiometrically equivalent amount of each of the 

constituent components (here, the other species present in the reaction) appears in (or 

disappears from) the equilibrium system. The mass increments that so appear, (or disappear) 

are added to (or subtracted from) the corresponding n' values for the equilibrium system.  

Using Eq.'5-20 as an example, when • goes from zero to one, the nW value for K is 

incremented by one mole (ditto for those of Ala' and SiO.,q,), that for HO is incremented by 

two moles, and that for H4 is decremented by four moles. The component species H.O, H', 

and Oj are frequently both consumed and produced in such reactions. Their nr values, in fact, 
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may become zero or even negative. That is not a problem, because the mass balance totals do 

not have a physical meaning. Negative values may, in fact, be input to EQ6 from EQ3NR. For 
example, the n' value for H is almost always a negative number for an alkaline solution.  

In Version 7 of EQ6 and in earlier versions of EQ3/ 6, the situation is somewhat different 

than that described in the previous paragraph because the mass balances are handled in 

terms of chemical elements instead of component species, and a charge-balance equation is 

matched with the redox species 02. Here the coefficients used to compute the mass-transfer 

increments come not from the associated reactions, but from the defined chemical 

compositions. For pure minerals and related reactants, the compositions come from the 

supporting data file. For pecial reactants, the user specifies the chemical composition on the" 

input file.  
The overall reaction progress variable (.) is defined as 

- (Eq.- 5-21) 

where the summation is normally over all reactants (an exception is noted later). This 

variable is the one used as the primary stepping variable in EQ6, even for calculations for 

which there is a time frame. Absolute values are used in Eq. 5-21 to account for the fact that 

the progress variable for an individual reaction formally may be negative (e.g., if a reactant 
mineral is precipitating according to a rate law instead of dissolving).  

When a reaction-path calculation takes place with notime frame, all rates are specified in 

the form of so-called relative rates (vi' = d41d0). These rates are almost always treated as 

constants, but can be simple functions of -. The values (or functional parameters) are 

specified by the user on the input file. For a given increment of overall reaction progress (At), 

the corresponding increments for the individual progress variables (Att) are obtained by 

integration of the relative rates. This integration is based on the used of closed-form 
solutions. It is not a numerical integration. For example, in the case of a constant relative rate, 

the expression is simply 

Ai - e.• (Eq. 5-22) 

From the individual progress increments, it is a simple matter to calculate the corresponding 
increments to the mass balance totals:' 

A "lT jbiATj (Eq. 5-23) 

Here the bij are the appropriate stoichiometric coefficients.  
Any change in temperature or pressure is normally specified as a comparably simple 

function of reaction progress (i.e., usually the rate is a constant). Such a specification is also 
made by the user on the.input file. The treatment then involves simply computing the new 

temperature and pressure at a new point of reaction progress and recomputing the 
equilibrium constants and other thermodynamic data (such as Debye-Hilckel constants) that 
depend on the temperature and pressure.  

In reaction-path calculations having a time frame, EQ3/ 6 still uses the overall reaction 
progress as the primary variable. The time is then computed as a secondary variable. For a 

reaction-path calculation to use a time frame, there must usually be at least one reaction for 
which the rate is specified by a kinetic rate law (kinetic rate laws and relative rates may be 
mixed). A kinetic rate law specifies the reaction rate in terms of time; it describes the rate in 
the form d/Idt. An example is a simple form for mineral dissolution based on transition state 
theory: 
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d~j/~dt.- sjk+,,[1 -exp(A, (+R) (Eq. 5-24) 

where si is the mineral's surface area, k. is the dissolution (forward) rate constant, A., is the 

affinity to dissolve, m.i is a stoichiometric parameter (usually having a value of unity), R is the 

gas constant, and T is the absolute temperature. For further discussion of kinetic rate laws 

programmed into EQ6, see Section 3.3.3 of Wolery and Daveler (1992).  

In calculations having a time frame, the overall reaction progress variable is defined in a 

slightly different way. The summation in Ecf. 5-21 is then only over those reactants for which 

a kinetic rate law is specified. Differentiation of that equation with respect to time yields 

V - 2,Iv, (Eq. 5-25) 

where v = d/ dt and v, = d;.•/dt. The v, can be obtained by evaluating the kinetic rate laws.  

Then v can be obtained from Eq. 5-25. It is then possible to calculate the corresponding 

relative rates from 

V71 - vj /V (Eq. 5-26) 

If there are any other reactants present whose rates are described directly by relative rates, 

these can now be evaluated directly from the specified expressions (usually constants as 

noted previously). With relative rates established for all reactants, individual progress 

increments and mass-balance total increments can now be obtained by integrating. However, 

obtaining the individual progress increments now requires a numerical integration 

(discussed in a later paragraph). Time is handled by defining a quantity call the inverse rate 

(v,0m): 

/vlt 1/V (Eq. 5-27) 

Note that v,/, = dt/dt. This can be integrated (also numerically) to obtain the time increment 

At.  
When time is involved, the key factor is that the required integration is numerical. EQ3/6 

uses a type of predictor-corrector ODE method for performing this integration (see 

Section 8.4 of Wolery and Daveler, 1992). Stepping to a new point of reaction progress, the 

mass transfer and time increments are predicted using finite-difference expressions for the 

governing rates (these finite-difference functions are similar to those described previously).  

For the purposes of checking ODE integration accuracy, the relative rates and the inverse rate 

at the new point are also predicted using finite differences. An equilibrium calculation is then 

performed. Then the relative rates and the inverse rate are recalculated; and the values are 

compared with those that were predicted. If the differences are not all within a specified 

tolerance, the stepping is repeated with a smaller step size. The method is not a full predictor

corrector method. If it were, such a method correction would first be attempted using a 

corrector function, a finite-difference expression that would be based in part on the.new 

calculated rate functions at the new point.. The adequacy of the present ODE integration 

method is limited. For certain kinds of problems, it can result in the step size becoming stuck 

at a minimum value. A more sophisticated ODE integration method is planned to replace it 

in 1998.  
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5.2.3.3 Other Codes 

Although the number of thermodynamic modeling codes is legion (e.g., Nordstrom et al, 

1979), due to space limitations, only a few relevant examples are discussed-and then only in 

broad terms. Unless otherwise noted, all software discussed here includes both speciation

solubility and reaction-path modeling capabilities.  

PHREEQC 
PHREEQC (Parkhurst, 1995) is a code with many interesting capabilities, mostly aimed at 

interactions involving low-temperature groundwaters. It includes ion-exchange and surface

complexation models. A unique capability of this code is its ability to do inverse modeling 

(e.g., deduce the processes that modified a groundwater while it flowed through a rock 

formation). It also has an advective transport capability. PHREEQC does not use Pitzer's 

equations. A related code, PHRQPITZ (Plummer et al., 1988), does use them, but lacks many 

of the other capabilities of PHREEQC.  

Geochemist's WorkbenchTm 
The Geochemist's Workbench, or GWB (Bethke, 1994), has an unrivaled strength in terms 

of graphics. Some of the graphics capabilities are highly useful for analyzing thermodynamic 

data and phase relations, apart from speciation-solubility or reaction-path modeling. The 

current version also includes a surface-complexation modeling capability (but, at least at the 

time of release, the substrate had to be hydrous Fe(Inl) oxide due to supporting data 

limitations). LLNL uses GEMBOCHS to produce data files for GWB in the same manner as it 

does for EQ3/6.  

SOL VEQ and CHILLER 

Another interesting package is composed of the codes SOLVEQ (Spycher and Reed, 

1989b) and CHILLER (Spycher and Reed, 1989a). SOLVEQ is a speciation-solubility code 

much like EQ3NRI CHILLER is a reaction-path code with specific adaptations for modeling 

boiling systems. This software does not use Pitzer's equations.  

INSIGHT 
A code with a strong bent toward Pitzer's equations is INSIGHT (Sterner et al., 1997). It is 

aimed at modeling the thermodynamics of systems containing concentrated aqueous 

solutions using the formalism of Pitzer's equations. It does not perform reaction-path 

calculations per se, only equilibrium calculations. Its unique strength lies in its ability to 

analyze all kinds of thermodynamic measurements to obtain the necessary Pitzer interaction 

parameters. At present, it appears to be the premier tool for this kind of work.  

5.3 Reactive-Transport Models 

Reactive-transport models always contain a time variable and a full 1-D, or greater, 

spatial representation of a reacting system. A reactive-transport model generally involves an 

aqueous fluid and provision for transport by advection and dispersion (and possibly 

diffusion). Chemical reactions are treated as rate processes with specific reaction constants.  

Reactive-transport models are dynamic and require a source of energy to drive reactions.  

This is typically the presence of a substance such as rock, concrete, or the waste form with 

which the aqueous phase is not in equilibrium. Energy may also be derived from differences 

in chemical potential compared to another aqueous phase or from differences in temperature 

or pressure. It could also be an internal disequilibrium such as differences in the redox states 
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of solution components. In reactive-transport simulations, the system changes with time, and 

the driving forces may vary both temporally and spatially. The main difference between 

thermodynamic models, such as EQ3/6, and reactive-transport models is that transport of 

mass and /or energy can perturb the system from its equilibrium state.  

lor near-field and AZ studies, reactive transport models are used to simulate chemical 

reactions that are associated with the temperature and flow regimes predicted by THmodels.  

They are used to identify significant reactions and to determine where in the AZ the reactions 

will occur. Chemical dissolution and precipitation are evaluated with respect to the likely 

feedback effects on porosity, permeability, and other TH properties.  

The use of reactive-transport models is critical in interpreting experimental and field data 

and in extrapolating the results to repository conditions. Some important chemical processes 

may be so slow that they are not observable in controlled experiments, yet they are important 

to repository performance; other processes are relatively fast. If rate-dependent conditions or 

slow reactions are ignored, direct application of results from short-term tests could lead to 

erroneous predictions of long-term performance. Reactive transport models are used 

throughout the geochemical community for research, waste-disposal siting, and system 

evaluation by regulatory agencies.  
Reactive-transport models may be applied not only to the study of water-rock 

interaction, but also to the interaction of water with waste forms, metals, cemetitious 

materials, and other human-made materials of interest. They are closely related to 

thermodynamic models, which include static, flow-through, and reaction-path models as 

discussed in Section 5.2. Reactive-transport models rely heavily on chemical 

thermodynamics, requiring supporting thermodynamic data in the form of equilibrium 

constants or free-energy data, which are commonly used as parameters in reaction-rate-law 

equations (see Section 5.3.2) 

5.3.1 Mathematical and Numerical Approaches to Reactive-Transport Modeling 

by William F.. Glassley, William L Bourcder, and James W. Johnson 

This section outlines the fundamental chemical and transport processes that must be 

accounted for in reactive-transport models and reviews the existing software that encodes 

these processes in explicitly coupled form. Any reactive-transport simulator must provide 

explicit mathematical coupling of the processes and be encoded within a workable software 

package. Several such modeling packages currently are available in the public domain.  

However, the rigor with which they address each of the coupled processes relevant to the 

repository AZ varies depending on the applications envisioned by the developer. In other 

words, there are significant differences in the conceptual and mathematical models, the 

numerical implementations, and the solution methods used.  

The limitations of numerical processors (when the codes were developed), the absence of 

well-constrained models and theoretical constructs for certain flow and reactive-transport 

problems, and the general lack of experimental data against which codes can be tested make 

it difficult to construct a code that embodies all of the capabilities that may be appropriate for 

repository application. The following review of existing codes provides a snapshot of current 

capabilities.  

5.3.1.1 Descriptions of Selected Reactive-Transport Software 

The list of codes discussed here is not exhaustive; it is intended to represent the range of.  

modeling approaches among software that is widely available. The software is described in 

alphabetical order. The list contains few proprietary codes. Note that the equations used to 

solve for heat flow, fluid flow, and solute transport in all of the codes are quite similar.  
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Hence, in the following discussions, a detailed presentation of them is only given in the first 

description (IDREACT). In the other descriptions, functions are presented only if they 

significantly differ from those in the synopsis of IDREACT.  

IDREACT (OS3D/GIMRT) 

This program is a comprehensive, 1-D and 2-D, reactive-transport simulator that accounts 

for single-phase advective, diffusive, and dispersive mass flux, conductive and convective 

heat flow, kinetically controlled fluid rock-mass transfer along fracture surfaces, and 

permeability variations that arise from porosity changes caused by mineral 

precipitation/dissolution. 1DREACT necessarily incorporates a variety of simplifying 

assumptions; nevertheless, the program provides a versatile and convenient numerical 

laboratory for modeling reactive transport in hydrothermal systems with imposed thermal 

gradients associated with the emplacement of a nuclear waste repository. The following 

discussion also applies to the OS3D/GIMRT code (Steefel and Yabusaki, 1995) developed by 

the authors of 1DREACT as its successor.  
Heat transport and fluid flow are modeled by simultaneous account of the conservation 

of thermal energy, which can be expressed as (Steefel and Lasaga, 1994) 

PmCPm a V-(XmVT- pfCpfUfT) (Eq. 5-28) 

at (q -8 

and the fluid-continuity equation, which is defined by Steefel and Lasaga (1994) 

~~Pf) -V -v(fuT 
~i)t (Eq. 5-29) 

where p refers to density, Cp denotes isobaric heat capacity, T stands for temperature, t 

signifies time, k represents thermal conductivity, 0 defines porosity, the subscripts f and m 

refer to the fluid phase and bulk medium, respectively, and the fluid flux, uf is obtained from' 

Darcy's law, which can be written as (Steefel and Lasaga, 1994) 

Uf - Ž(Vz - Pfg) 
.(Eq. 5-30) 

where k denotes permeability, P stands. for dynamic viscosity, P represents pressure, and g 

is the gravity vector. As is common practice, these conservation and continuity equations 
reasonably neglect, as second-order effects, the potential thermal energy contributions from 

radioactive decay or chemical reactions and fluid-mass contributions from hydration or 

dehydration reactions. The continuity equation is further simplified by presuming that both 

the fluid and rock matrix are essentially incompressible, which leads to V- uf - 0. Moreover, 

in the context of these equations, the fluid phase is presumed to be pure H 20, and its 

properties (pl, 14 and Cr.•) are evaluated using several approximations to more rigorous 

formulations. Again, these simplifications are typical (in fact, they are incorporated in most of 

the programs evaluated in this review) and are not unreasonable.  
IDREACT permits definition of as many as six zones of distinct initial porosity (and 

permeability) in the model system. However, in its present configuration, the code cannot 
model any aspects of two-phase flow or variations in the stress field.  
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The reaction module of IDREACT explicitly accounts for multicomponent chemical 

Ssystems, complexation reactions in the fluid phase, and surface-controlled mineral 

dissolution/precipitation kinetics. The conservation of solute mass is described by Steefel 

and Lasaga (1994) 

-i- +- -v(ufU ,- .Dvu) - (Eq. 5-31) 

where U, refers to the total solution concentration of the jth chemical component (accounting 

for a primary jth solute and the N, j -bearing.complexes), ufU, and DVU, represent the 

advective and diffusive/dispersive fluxes, D stands for the dispersion/diffusion coefficient, 

and R,!+" denotes the reaction-rate term, which is the product v,.mr, summed over the N.  

minerals, where v,. refers to the stoichiometric coefficient of the jth primary solute in the mth 

mineral, and r. is the precipitation/dissolution rate for that mineral. The surface-controlled 

kinetic rate is given by Steefel and Lasaga (1994) r. -S i(jj1ý 
rm - ~njls(~)]Amkmc-i(Eq., 5-32) 

where sgn denotes the sign of the expression, ,Y refers to the aqueous dissolution constant 

for the mth mineral, Q. stands for the associated ion activity product (defined by the 

numerator of the product term), r, signifies the activity coefficient of the subscripted primary 

solute, A. denotes the reactive surface area, and k,, is the reaction-rate constant, whose 

- temperature dependence is accounted for by an Arrhenius equation (Steefel and Lasaga, 

1994): 

Im r- R Tý-985)J (Eq. 5-33) 

where k25 is the rate constant at 250C, E. represents the activation energy, R stands for the gas 

constant, and T denotes temperature (in Kelvin).  
Similarly to the transport equations, these specific statements of solute mass conservation 

and the kinetic rate law are obtained following several simplifying approximations: all 

complexation (homogeneous) reactions are considered reversible (ie., local equilibrium is 

imposed on the fluid phase; hence, there is no provision for treating redox disequilibria), the 

dispersion/diffusion coefficient of each aqueous solute is considered identical, and the rate 

laws are strictly linear and do not account for the inhibiting or catalyzing effect of specific 

aqueous solutes. With the possible exception of uniformly reversible complexation reactions, 

these approximations are not overly restrictive for simulating the repository AZ. Moreover, 

the kinetic description avoids imposition of the local equilibrium constraint on fluid-rock 

(heterogeneous) reactions. There is no theoretical limit to the number of chemical 

components and species that can be considered, and the nucleation process associated with 

mineral precipitation is explicitly accounted for (supersaturation catalyzes "instantaneous" 

growth of a 10-micron radius crystal). In addition, it is possible to run IDREACT using both 

standard and customized thermodynamic databases.  

This model does not explicitly account for the effects of sorption, colloids, ion exchange, 

or solid solutions. Because the program calculates activity coefficients from an extended 

Debye-Hfickel formulation, its range of applicability is limited to systems characterized by 

relatively dilute aqueous solutions.  
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Temporal variations in the volume fraction of specific minerals as a function of 

irreversible dissolution/precipitation are explicitly accounted for with 

Tm (Eq. 5-34) 

where V, refers to the standard molal volume of the subscripted mineral, and 0, is the 

mineral volume fraction used to calculate the dependent change in porosity 

N.  

M-. (Eq. 5-35) 

By assuming an idealized permeability structure composed of three mutually orthogonal 

sets of smooth, parallel fractures having uniform aperture 6 and spacing d (isotropic 
permeability), the functional relation between flow porosity O and permeability k can be 

defined as (Phillips, 1991) 

k 
62 

36 (Eq. 5-36) 

where 6 =/ d, and variations in 4 as a function of 0 are restricted to the those affecting 
fracture aperture.  

This relation among permeability, porosity, and dissolution/precipitation incorporates 
another key simplifying assumption beyond those already noted for the fracture network, 

namely, all mineral dissolution/precipitation is restricted to the fracture surfaces themselves 

(i.e., reaction-controlled porosity changes within the rock matrix are not accounted for; hence, 
the matrix is effectively impermeable from a chemical standpoint). This approximation leads 

to the constraint that the sum of mineral surface areas must equal the total surface area of 

rock in contact with the fluid. In sum, these permeability-structure and reaction assumptions 
create a permeability-porosity-reaction model that is significantly reduced in complexity 
relative to that which holds in natural systems. However, as noted by Steefel and Lasaga 
(1994), such simplification is needed at the current stage of theoretical development.  

Using an integrated finite-difference scheme, IDREACT discretizes the partial differential 

equations that represent the transport and reaction processes (deMarsily, 1986; Patankar, 

1980; Steefel, 1993; Steefel and Lasaga, 1994), and employs a one-step or "global implicit" 
method to solve the coupled nonlinear transport and reaction equations simultaneously (Kee 
et al." 1985). As discussed by Steefel and Lasaga'(1994), there are pros and cons to these 
choices as well as several alternatives. The principal advantage of the integrated finite
difference method is that variable grid-spacing (which permits dynamic adaptive gridding) 
and fluid velocities are readily incorporated. Moreover, in IDREACT, this method is 
implemented using Patankar's (1980) "power-law" scheme for the transport terms, which 
ensures that the appropriate (upwind-weighted or fully centered) difference formulation is 
used depending on the relative importance of advective and dispersive/diffusive transport.  
The one-step-solution method has two important potential advantages relative to the 
alternative two-step strategies: (1) the global convergence properties of this method are at 
times superior, and (2) in the typical case in which a wide range of reaction rates must be 
accounted for, it is often possible to take larger time steps for a given numerical stability 
tolerance.  
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The numerical methods used in 1DREACT permit incorporation of many useful features 

that facilitate improved numerical stability, run-time performance, and modeling flexibility, 

including the following: 
* Dynamically calculated time steps 
* Adaptive gridding 
a Basis (i.e., primary solute) species switching 
* The option to run the program in either transient or stationary-state mode 

In transient mode, mineral volume fractions and surface areas are held constant for the 

duration of each time step; in stationary-state mode, these mineral properties are held 

constant until the solute concentrations achieve a quasi-stationary state (Lichtner, 1988,1"92).  

The latter option is an efficient method for modeling systems for which the rate in mineral 

property variation is much slower than is the rate at which solute concentrations achieve a 

stationary state (Steefel, 1993).  
1DREACT can be used to conduct both 1-D and 2-D simulations (Steefel and Yabusaki, 

1995). There are no restrictions to the physical scales that can be represented. In this regard, 

note that, in situations for which the relative reaction rates of minerals can be considered 

constant, it is possible to perform scale transformations on the simulation results (Lichtner, 

1993).  

Basin2 
Basin2 is a numerical model developed to trace through time the evolution of 

groundwater regimes within sedimentary basins (Bethke, 1985; Bethke et al., 1993.). It is 

therefore unique with respect to the other codes described in this document in that it is meant 

to be applied over a larger spatial area and to evolve over longer time periods. However, 

Basin2 uniquely combines some features of fluid flow and chemistry that could be useful for 

modeling some key aspects of repository processes.  

Basin2 uses a finite-4ifference technique to solve the fluid- and heat-flow and transport 

equations. It is formulated in Lagrangian coordinates and considers 2-D flow in 

heterogeneous, anisotropic, and accreting domains. The user supplies a description of the 

finite-difference grid and boundary conditions over which the calculation is performed.  

Basin2 can simulate flow through an unlimited number of strata, which can have different 

hydrologic and lithologic properties. Faults can also be included in the grid.  

The code takes into account density and heat capacity variations of the rock and fluid as a 

function of pressure-temperature conditions. It also accounts for density and heat capacity 

changes in the fluid with salinity variations. Fluid viscosity values are generated iternally 

using a look-up table based on data in Phillips et al. (1981). The stress field generated during 

compaction is also calculated and used to predict porosity changes on the basis of the simple 

empirical relation: 

S0e-fO* + 01 (Eq. 5-37) 

where 0, is the initial reducible porosity, €, is the irreducible (final) porosity, P is the 

compressibility of the reducible pore volume, ahd a. is the effective stress (Bethke et al., 

1993). Permeability is then calculated from porosity using the relation: 

logkx-AO+B (Eq. 5-38) 

where k, is the permeability in the x direction, and A and B are empirical fitting parameters.  

The user defines the permeability in the z direction as a simple function of k,. The user also 

defines the heat flow into or out of the basin along all the boundaries.  

Near-Field/Altered-Zone Models Report 5-29 

UCRL-ID-129179



5. Thermohydrochemical Models of the Altered Zone and the Near Field

Two simple methods for coupling fluid chemistry with flow are used in Basin2. Built into 
the modeling code are the solubilities of four silica polymorphs (quartz, chalcedony, 
cristobalite, and amorphous silica) and calcium sulfate (anhydrite). The solubilities of these 
phases are assumed to be a function of temperature only (for silica) and temperature and 
pressure (for anhydrite). The code computes the saturation state for these phases in each 
finite-difference volume and adjusts the amount of phase present to ensure saturation.  
Equilibrium is assumed at all locations. The code then updates the porosity and 
permeabilities on the basis of the previously mentioned relations for the subsequent fluid
flow calculation.  

A more general method for coupling mineral precipitation/dissolution to fluid flow 
makes use of the chemical modeling code React (Bethke, 1994). A React simulation for the 
appropriate fluid composition is carried out over the temperature range of the basin. React 

calculates the amount of mineral phases present at each temperature using a rigorous 
speciation calculation. Basin2 is then linked to React using interface tables generated by 
React. In each finite-difference element, Basin2 assumes the equilibrium of the secondary 
mineral phases with the host fluid on the basis of the masses listed in the React output file.  
The rock porosity and permeability are adjusted appropriately.  

Although each of these approaches is based on reasonable assumptions regarding local 
equilibrium in basins, no reaction kinetics are considered. Neither approach is consistent with 
a rigorous mass balance for chemical elements. If a mineral is calculated to be supersaturated, 
it is allowed to be present regardless of whether sufficient mass is present to form it. For 
example, all the mass may have been used up in precipitating minerals in adjacent elemental 
volumes.  

Basin2 solves the equations describing flow through a deforming medium using a finite

difference technique (Bethke, 1985). It works with a curvilinear coordinate system that 
follows basin stratigraphy. This approach maintains an axis of the coordinate system that is 
parallel to the direction of greatest permeability. This approach introduces a small error into 
the calculation. Basin2 automatically adjusts the time step of the flow calculation based on 
criteria involving the amount of sediment produced, the size of the last time step, and 
limiting maximum values for changes in temperature, pressure, and salinity during the step.  

To apply Basin2 to hydrologic problems at Yucca Mountain, the user must turn off some 
of the features of the code that are irrelevant, including features such as erosion and uplift 
rates, rock compaction, sedimentation rates, and a few others. This can be done by choosing 
appropriate input parameters.  

Basin2 contains three algorithms for calculating the extent of the reaction of organic 
materials. Although Basin2 was developed to predict petroleum generation, its kinetic 
relations could probably be modified so it will be useful in modeling the alteration of organic 
matter (such as diesel fuel) present in the vicinity of the waste package (WP).  

Basin2 also has an excellent graphics postprocessor that can be used to visualize the 
numerical results. This code is documented in a 225-page user's manual (Bethke et al., 1993) 
and in several publications from the literature (Bethke, 1985, 1986; Bethke et al., 1988). There 
have been no explicit verification/validation studies performed with the code, but there is a 
test library of simulations that could be used for that purpose. The code is commercial and 
cannot be modified at will without the consent of the owner.  

FEHM 

FEHM (Finite Element simulation of coupled Heat and Mass transport) is a finite-element 
code used in a variety of applications (Zyvoloski, 1983,1986; Zyvoloski and Dash, 1991; 
Zyvoloski et al., 1988). This code was designed to describe heat and mass transfer in the 
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porous media that may be encountered in hydrothermal systems and nuclear waste 

repositories. It has primarily been applied to the evaluation of multiphase transport in the 

Los Alamos hot-dry rock project and to PA for the Yucca Mountain repository project.  

Heat and mass transfer are explicitly considered in the code. Heat budgets during boiling 

are accounted for through thermodynamic functions that describe the properties of water. A 

temperature-dependent Henry's law treatment of dissolved species accounts for partitioning 

between liquid and vapor phases. Saturation conditions are explicitly calculated at each time 

step. The user determines how often outputfor these parameters is retrieved. Humidities are 

not part of the current output file, but are calculated internally and can be readily included.  

Boiling, unsaturated conditions, and two-phase flow are incorporated. The stress state is 

updated at appropriate time steps, depending on the rate of stress change. The code accounts 

for changes in heat transfer, physical properties, and hydrologic properties as stress 

conditions change.  
Reaction kinetics are incorporated via a forward- and reverse-rate law for each reversible 

reaction describing the behavior of each species. The effective rate law for each reaction is 

then represented by 

]/, .,j Ijkfor [s,] b(') - k,., 1 [S ] (i)I (Eq. 5-39) 
a-ii-m+1 

where S is the concentration of solute species j, S, is the concentration of j in reactant species 1 

through m and in product species, in + 1 through n, b(i) is the appropriate exponential for the 

forward or reverse reaction, a is the stoichiometric coefficient, and the k terms are the 

forward (for) and reverse (rev) rate constants for the appropriate reactions. Temperature 

dependence of the rate constants is derived from the Arrhenius expression 

k W Aexp(- E/RT) (Eq. 5-40) 

where A is the pre-exponential factor, E is the activation energy, R is the gas constant, and T 

is temperature in degrees Kelvin. Similar laws are used for the kinetics applied to sorbed 

species (discussed subsequently), but concentrations are defined in terms of bulk rock 

density, fluid density, porosity, and specific isotherm parameters.  

The code relies on user-defined reactions to describe the rates of reactions and reaction 

stoichiometry. The net reaction, defining the speciation state for each species, is determined 

from the sum of the forward and reverse reactions. Temperature dependence of the reactions 

is accounted for via the rate expressions described previously. The code can currently handle 

as many as 10 species, and more may be added. Activity coefficient models are not employed 

in the code; i.e., activity is assumed to be equivalent to concentration. Sorption isotherms-can 

be computed using Langmuir or modified Freundlich approaches. The kinetics of sorption 

can be included, in which case forward and reverse rates are user specified.  

The FEHM code is not currently designed to change porosity or permeability as 

dissolution or precipitation occur. However, a version of the code has been used in which 

user-defined relations are employed to make changes in porosity and permeability as 

dissolution or precipitation occur (see Section 5.5). The code is not currently designed to deal 

with the effects of permeability and porosity on mass transfer although, as with the effect of 

dissolution and precipitation on porosity and permeability, user-defined modules may be 

added.  
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FEHM is fully 2-D or 3-D. An automatic, finite-element mesh generator is available for 

use with the code. Nonorthogonal meshes can be used. The cell dimensions for each 
lithologic unit are independent of those from other units. The user defines the region to be 

considered in terms of blocks. A given block then uses the same type of element, although 

element size may vary within the block, depending on the calculational needs. For 2-D 

simulations, four-noded quadrilaterals or three-noded triangles can be used as elements; 3-D 
simulations can use eight-noded hexahedrons or six-noded triangular prisms. Properties of 

individual lithologic units can be included and permeability anisotropy accounted for. The 

standard model employed for the Yucca Mountain simulations is on the scale of kilometers.  
However, simulations of mineralogical systems on the scale of millimeters or microns seems 

possible, provided the chemical heterogeneity is not too complex. This needs to be evaluated 

because of potential numerical problems at locations where changes in chemistry occur as a 

result of contrasting mineralogy.  
A user's manual, iri draft form, is available, and documents describing the application of 

the code to different problems can be obtained. The code is undergoing verification and 
certification and is not proprietary.  

LEHGC 
The LEHGC code (Lagrangian-Eulerian-HydroGeochemical Code) is an enhanced 

version of the HYDROGEOCHEM code (Yeh and Tripathi, 1992) LEHGC's major 

improvement over HYDROGEOCHEM is that the numerical solution procedure has been 

modified to implement aspects of the Lagrangian approach for the advective component of 

transport. This hybrid Lagrangian-Eulerian scheme allows larger time steps to be used in 

advection-dominated calculations and causes less numerical dispersion than do traditional 

Eulerian schemes. LEHGC retains most of the features of HYDROGEOCHEM, which are K) 
described in the manual for that code (Yeh and Tripathi, 1992).  

LEHGC is a 2-D finite-element code that provides for fluid advection and 
dispersion/diffusion.The elemental grid can be a homogeneous porous media or can account.  

for discrete fractures. It can also include heterogeneous and anisotropic media. In all cases, it 
provides for saturated/unsaturated flow conditions. Because there is no heat transport 
considered in this code, it cannot account for boiling or any type of two-phase behavior for 
water. The relation between moisture content and pressure head must therefore be supplied 
by the user. There is no provision for stress fields generated during reactive transport.  

LEHGC incorporates a comprehensive chemical model. It currently includes aqueous 
complexation, adsorption/desorption, ion exchange, precipitation/dissolution, redox 
reactions, and acid-base reactions. Redox reactions and acid-base reactions are essentially a 

special case of aqueous complexation reactions.  
The speciation algorithm is a conventional one that uses the total analytical concentration 

of each element as the primary dependent variable. The total amount of element is divided 
among those fractions in solution as free or complexed species, adsorbed species, ion
exchanged species, and precipitated solids. This calculation is constrained by the mass-action 
equations that describe these equilibria. Local equilibrium is assumed at all points along the 
reaction; i.e., all these reactions are assumed to be at equilibrium throughout the system. No 
mineral precipitation/dissolution or other types of chemical kinetics are considered.  

Equilibrium constants rather than free energies of formation are used to define 
thermodynamic equilibrium. Standard Debye-Hiickel activity coefficients are used to 
calculate species activities from species concentrations.  

The treatment of adsorption is based on the fundamental relation: 
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By-K ,9lk)kl~ b (Eq. 5-41) 

where BY" is the activity of the ith adsorbed surface species, K," is the equilibrium constant of 

the ith adsorbed species, k I is the activity of the kth aqueous component species, a,,' is the 

stoichiometric coefficient of the kth aqueous component in the ith adsorbed species, Yý"' is the 

activity of the kth adsorbed species, and be" is the stoichiometric coefficient of the kth aqueous 

component in the ith adsorbed species. The treatment uses the double layer theory to 

calculate activities of surface species (Davis and Leckie, 1978).  

Ion exchange is defined by the mass action expression: 
Ki".('•71" _i, Ai)'V 

Bi. 1, ,... M~z(Eq. 5-42) 

where A, is the activity of the ith aqueous species, Bi is the activity of the ith ion-exchanged 

species, vi is the charge of the ith species, and M_ is the number of ion-exchanged species. It is 

difficult to derive a simple analytical expression for anything but homovalent exchange.  

LEHGC can rigorously compute the Jacobian matrix for hetereovalent ion-exchange 

reactions.  
It should be noted that the treatments of sorption and ion exchange are linked to a fictive 

sorbing compound or ion exchanger and not to real minerals actively precipitating and 

dissolving during the reaction. The amount of sorbing compound or ion exchanger must be 

provided as input by the user. The code is not capable of linking the precipitation/ 

dissolution process to sorption and ion exchange. For example, if during the reactive 

transport simulation, a zeolite phase were to precipitate, the code would not apply 

appropriate ion-exchange properties to that mineral precipitate for the corresponding mass of 

precipitate. This type of scenario could not be rigorously modeled in one step with the 

LEHGC code. However, reasonable approximations could be generated using a carefully 

chosen sequence of simulations.  
The most recent version of LEHGC provides for multiple-surface complexation and ion

exchange sites. It also provides for colloid transport, although there is not yet any 

documentation to describe how it is implemented.  
The hydrologic and chemical constraints are coupled using the direct "substitution 

approach, in which the chemical equilibrium equations are substituted into the hydrologic 

transport equations to result in a set of nonlinear, partial differential equations. Different sets 

of dependent variables can be chosen for this approach (Yeh and Tripathi, 1989). In LEHGC, 

the total analytical concentrations of aqueous components are used as the dependent 

variables. LEHGC does not provide for changes in matrix porosity/permeability with 

mineral precipitation/ dissolution.  
The algorithm for solving the fluid-flow problem is the finite-element Galerkin model in 

two dimensions for an incompressible fluid. LEHGC solves the standard equations that relate 

pressure head, moisture content, and hydrologic conductivity. The solutions to these 

equations provide the temporal-spatial distribution of pressure head, moisture content, and 

the Darcy's velocity. No adaptive gridding is included in the code.  

K> 
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Because LEHGC is'an updated version of HYDROGEOCHEM, much of the 

documentation for HYDROGEOCHEM and its hydrologic modeling code predecessors 

(FEMWATER and FEMWASTE) apply to LEHGC. However, no comprehensive manual 

exists for LEHGC, and it is difficult to determine exactly what changes have been made in 

developing LEHGC from these earlier codes.  
Some verification and validation work has been performed using HYDROGEOCHEM 

(Yeh and Tripathi, 1992) and LEHGC (Siegel, 1993; Siegel et al., 1993). This work has 

demonstrated that the ion-exchange and sorption modules can correctly simulate some 

simple ion-exchange and sorption experiments. The development plan for LEHGC includes 

developing capabilities to more rigorously model unsaturated conditions, heat transport, and' 

full 3-D capabilities.  

PRECIP 
The PRECIP code was originally developed for modeling dissolution and precipitation 

reactions accompanying fluid flow in hot, dry rock geothermal systems (Noy, 1991). It was 

later employed for modeling mineral evolution in hyperalkaline systems (Clark et al., 1992; 

Khoury and Milodowski, 1992) and for modeling cement pore-fluid chemistry (Savage et al., 

1992; Savage and Rochelle, 1993). Its emphasis is on reaction relations and phase equilibria 

rather than on hydrologic properties.  
PRECIP does not compute heat transfer, although calculations can be done in either an 

isothermal system or one in which a temperature gradient exists along the flow path. The 

code does deal with mass transfer. The user defines a hydraulic head gradient for the system, 

which will control the computed Darcy velocities, given the other system properties. Only 

single-phase systems are considered by this code. The transport and reaction equations are 

fully coupled and solved simultaneously. These effects of changes in hydrologic properties 

on mass transport can be accounted for by employing a user-defined porosity-permeability 

relation. The code considers a porous medium, the properties of which may evolve through 

time as reaction proceeds, but it does not have the capability to deal With dual-porosity 

systems. The assumption is made that the system under consideration is a single-phase, fully 

saturated system. Humidities are not a relevant part of the calculations, and the stress state is 

not considered in the calculations.  
Reaction kinetics are incorporated as a function, whose rate depends on the saturation 

ratio. The general form of the equation considered in the code is 

Rate-ak{Wm .-1}" (Eq. 5-43) 

where a is the effective surface area of the mineral, k is the rate constant, and W is the 

saturation ratio, which is defined as the activity product Q divided by the equilibrium 

constant K for the reaction. The exponents m and n are reaction-specific constants. Although 

specific values for these exponents have been incorporated in the code, user-defined values 

can be added, as can other user-defined rate functions. Temperature dependence of the rate is 

incorporated into the rate constant and in the function that describes W.  

The reactions to be considered are hydrolysis reactions for the solids of interest, and these 

are directly incorporated into the code. The total mass of each component is accounted for in 

mass-conservation equations that include the kinetic expressions for each phase as well as 

longitudinal dispersivity and pore-water diffusion terms. Incorporation of terms for porosity 

in these conservation equations then allows the solution of the hydrologic and chemical 

conditions simultaneously as a function of kinetics. Sorption and ion exchange are not 

considered.  
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The code relies on user-defined reactions to describe the rates of reactions and reaction 

Sistoichiometry, The net reaction, defining the speciation state for each species, is determined 

from the sum of the hydrolysis reactions. Temperature dependence of the reactions is 

accounted for via the rate expressions described previously. Activity coefficient models are 

not employed in' the code; thus, activity-composition relations are not defined. Either activity 

can be assumed to be equivalent to concentration, or user-defined routines can be used to 

compute these. As the code currently exists, computational results are presented as 

concentrations.  
PRECIP computes changes in porosity on the basis of volume changes resulting from 

precipitation or dissolution of solids. To translate porosity change into a change in 

permeability, a user-defined function must be added to the code; such a function is not 

explicitly incorporated into the supplied code. Nevertheless, the chemical transport and the 

dissolution and precipitation effects are solved simultaneously, thus avoiding the common 

difficulty of sequential calculations for transport and chemistry.  

The PRECIP code is solely 1-D. Simulations of mineralogical systems are done on the 

scale of millimeters or microns to meters. The actual scale is determined by the flow velocity 

and reaction rates of the system under examination.  
Documentation describing the application of PRECEP to different problems has been 

published. Code development is continuing. Verification and validation activities have taken 

the form of published applications of the code (described previously). Some experiments are 

planned to test the simulations.  

STELE 
The STELE code was constructed by merging the transport code METIS (Goblet, 1989) 

with the chemical transport code CHIMERE (Coudrain-Ribstein and Jamet, 1989). STELE (or 

its component parts) has been applied to model the evolution of sedimentary basins 

(Coudrain-Ribstein and deMarsily, 1989), evolution of aquifers in which hydrothermal fluids 

have been injected (Coudrain-Ribstein et al., 1989a, 1989b; Coudrain-Ribstein and Gouze, 

1993), uranium transport in soils UJamet et al., 1993), and ore formation in Mississippi Valley 

type ore deposits (Schmitt et al., 1991). It has also been employed in the code comparison 

exercises of the Chemval project (Madd and Jamet, 1993).  

STELE has no capability to account for boiling, condensation, or two-phase flow. Heat 

and mass transfer are computed under conditions assuming complete saturation. Heat 

transfer is treated via the temperature dependence of the dynamic fluid viscosity (described 

by the Bingham formula [Made and Jamet, (1993]) and by taking into account dispLersion and 

convection during fluid flow. Darcy velocities are computed using 

V.(k/Pd)(gradP+pggradz) (Eq. 5-44) 

where k is the intrinsic permeability, pd is the fluid dynamic viscosity (Pa-sec), P is the 

pressure, p is the mass per unit volume of fluid, g is the gravitational constant, and z is the 

vertical distance. Because boiling is not considered, only liquid velocities are considered.  

Dual-porosity conditions are considered, but stress is not considered.  

Reaction kinetics are treated using the rate law 

£2- (1/dl)[TOTi(Bi) - TOTo(BJ)J (Eq. 5-45) 
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where 9 is the geochemical flux (mol/Ls), dl'represents one or more kinetic terms, TOT, (Bi) 

is the concentration of component B, at equilibrium with some mineral phase, and TOT,, (Bj) is 

the total aqueous concentration of Bi. This expression reduces to the classic relation for 

reaction kinetics when considering only single phases 

Q - k41 - (Q/K)] (Eq. 5-46) 

where kc is the rate constant, Q is the activity product, and K is the equilibrium constant..To 

take into account the current state of the art, further development of this portion of the code 
would be useful.  

Sorption can be treated using a partition-coefficient approach defined by distribution 
coefficient values. Speciation calculations are done employing a user-selected 
thermodynamic data file. Either of two activity-coefficient models (Davies or Bromley [Madd 

and Jamet, 1993]) can be used. Saturation and precipitation or dissolution conditions are 

determined using standard mass-action laws, employing the selected activity coefficient 

models. There is no limit to the number of species considered.  
Hydrologic properties are assumed to remain constant throughout a simulation. In the 

currently available versions of the code, there is no capability for updating porosity, 
permeability, or mechanical properties as dissolution or precipitation occurs. Mass transfer is 
assumed to occur under constant volume conditions. Hence, there is no coupling between 
mass transfer and changes in hydrologic properties. Deposition and dissolution of material is 

treated as a bulk process in which moles of material are deposited or removed per cubic 
meter of porous media.  

.All computations are 2-D, using an orthogonal finite-element gridding scheme. Adaptive 
gridding is not employed, although nonuniform gridding is possible. The code is designed to 

conduct simulations on the scale of meters to kilometers. The primary application has been in 

the study of basin and ore deposit development, evaluating flow regimes in hydrothermal 
systems.  

Adequate STELE documentation exists as user's manuals (in French) and numerous 
publications describing the application of the code to different problems. These applications 

constitute a verification effort. It has also been extensively employed in the Chemval project, 
which represents an international verification and validation activity.  

5.3.1.2 Summary 

The codes described in the foregoing text can be used to simulate a wide range of 
problems relevant to study of the NF/ AZ, but it is clear that no single code will satisfy all 

current modeling needs. The OS3D/GIMRT code has been used for reactive-transport 
simulations of the AZ (see Section 5.7), but does not incorporate the THC effects of boiling.  
To address this gap, the TH simulator NUFT (see Chapter 3) has been modified to perform 
fully coupled THC calculations that include boiling reactions (see Section 5.6); to date it has 
been applied to simulation problems that are limited with respect to the number of chemical 
components and mineral phases.  
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.532 Supporting Kinetic Data 

by James W. Johnson, Kevin G. Knauss, William E. Glassley, and Laura D. DeLoich 

5.3.2.1 Geochemical Kinetics in Reaction-Path and Reactive-Transport Modeling 

In reaction-path modeling and in reactive-transport modeling, reactions that are not 

assumed to be at equilibrium are assigned rate expriessions. The SI or other measure of the 

degree of disequilibrium may appear in the rate law assigned to a reaction, but this is not 

always the case. Realistically, this dependence should be included in a manner such that the 

rate goes to zero as the driving force goes to zero and such that the direction of the reaction is 

consistent with the sign of the driving force. The most commonly used rate laws are based on 

a form suggested by transition-state theory. In some reaction-path calculations, all rates are 

specified as relative rates in terms of an overall reaction-progress variable. In this case, the 

modeled process is akin to a titration and has no explicit time frame.  

The use of rate laws requires rate constants and usually some understanding of the 

dependence of rate constants on temperature (e.g., an Arrhenius-type activation energy).  

There may be additional dependencies on solution composition parameters (e.g., pH or a 

catalyzing or inhibiting aqueous species) as well as on parameters such as surface areas for 

reactions that occur across an interface (e.g., mineral dissolution or precipitation). There are 

two kinds: of uncertainties involved: 
* The first is represented by the uncertainties in the fundamental rate-law parameters, 

mainly rate constants and activation energies (parameter uncertainty).  
a The second applies to the nature of the rate laws themselves. If they are not 

completely general and fundamentally correct, their proper application may be 

K.../ scenario-dependent (conceptual uncertainty).  

In reaction-path modeling (see Section 5.4) using a code such as EQ3/6 (Wolery, 1992a), it 

is important to note that the reactions assumed to be controlled by equilibrium do not have 

zero rates. Rather, they adjust dynamically to maintain their equilibrium states in response to 

changes driven by the other reactions or to changes in temperature or pressure. For example, 

a reaction controlled by equilibrium and a reaction controlled by a rate expression may be 

linked by a common dependency on H. or some other aqueous species. If the equilibrium 

control on the former reaction were not applied, the progress of the latter reaction would 

throw the former reaction out of equilibrium. The magnitude of the rate of an equilibrium

controlled reaction-is unconstrained. It may achieve values that are unrealistic, in which case 

it should be treated instead by specifying a rate expression and by providing the requisite 

kinetic parameters.  

5.322 Reaction Rate Equations 

The mathematical representation of mineral dissolution/precipitation kinetics encoded in 

a reactive-transport simulator (e.g., GIMRT ISteefel and Yabusaki, 19951) or in a reaction-path 

code (e.g., EQ3/6 [Wolery, 1992a]) effectively controls the compositional evolution of fluid 

and mineral phases in the model system. The accuracy of this representation depends on.  

which processes are accounted for in the adopted rate law, its functional form, and the values 

selected for reference-state rate constants, activation energies, reactive-specific surface areas, 

and nucleation threshold saturations. Hence, one cannot assess the relevance of a given set of 

simulations without a clear understanding of the underpinning kinetic treatment 

In reaction-path calculations having an absolute (Le., real) time frame, equilibrium-based 

codes such as EQ3/6 and React (Bethke, 1994) use the 'overall reaction progress as the 

primary variable. The time is then computed as a secondary variable. For a reaction-path 
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calculation to use a time frame, there must usually be at least one reaction fdr which the rate 

is specified by a kinetic rate law (kinetic rate laws and relative rates may be-mixed in EQ3/6). •) 
A kinetic rate law specifies the reaction rate in terms of time; it describes the rate in the form 

dZ,/dt. An example is a simple form for mineral dissolution loosely based on transition state 

theory: 

-ex - i (Eq. 5-47) s..2.m 11 -[ ex I, IR ) 

where $, is the reaction progress variable, si is the mineral surface area; k.j is the dissolution 

(forward) rate constant, A.., is the affinity to dissolve, a., is a stoichiometric parameter 
(usually having a value of unity), R is the gas constant, and Tis the absolute temperature. The 

temperature dependence of the rate constant is accounted for by specifying an Arrhenius 
activation energy (E.).  

Although functional relations between measured and actual reactive specific surface areas 
of a given mineral of specified size fraction are of critical importance, these are not presently 
quantified (Mogollon et al., 1996; White and Peterson, 1990). One typically makes the 
assumption that the specific surface areas available from gas adsorption BET measurements 
(Brunauer-Emmett-Telleir method) are in fact equivalent to the reactive specific surface areas.  

In reactive-transport calculations using a code such as OS3D/GIMRT, the rate at which a 
mineral m dissolves or precipitates with respect to a given aqueous composition, 
rj(mol m-s'1 ), can be expressed in general form as (Steefel and Lasaga, 1994; Steefel and 
Yabusaki, 1996) 

Tm - ArmtOtkmJ(ai)AAGr) (Eq. 5-48) K 

where A, is the total surface area n and k, stands for the temperature-dependent 
dissolution/precipitation rate constant (mol m-"s-') dependence of r. on the concentrations of 
specific aqueous solutes i =1. N, expressed as activities, a, is given by 

N 
f(ai) a q ?a (Eq. 5-49) 

where the exponents p are determined empirically, and the dependence on Gibbs free energy 
of the mineral's specified hydrolysis reaction AG, is given by 

- (Eq. 5-50) 

where K and Q refer to the standard-state equilibrium constant of the hydrolysis reaction and 

the analogous ion activity product of the solution, respectively, sgn(AG,) denotes the sign of .  

AG, (positive for supersaturation; negative for undersaturation), and the exponents n and M 
are positive numbers determined empirically by experiment (given the dearth of 
experimental data, both are most commonly taken to be unity).  

The temperature dependence of the rate constant is given by an Arrhenius-type 
expression (Steefel and Lasaga, 1994): 
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km kmpT exp[-Ea ( ] (Eq. 5-51) 

where kmp stands for the reference-state T, = 298.15°C, P, = I bar rate constant, E.  

represents the apparent activation energy (cal mol'"), R denotes the gas constant 

(1.9872 cal mol''K-') and T stands for the temperature (K). In practice, k-, can be represented 

either by km,p,T and E., or by substituting a known k,(T) for km,,,p and setting E. equal to 

zero.  
As can be seen from the form of the reaction-rate laws described previously, the required 

kinetic parameters for near-field calculations are standard state (25°C, 1-bar) rate constants 

and an activation energy to extrapolate to rates at temperatures other than 25°C.  

5.3.2.3 Laboratory Experiments to Quantify Kinetic Constants 

Extension of reactive-transport modeling to predict the coupled thermal, hydrologic, and 

chemical evolution of geologic systems is predicated on successful application of the 

approach to simulate'well-constrained physical experiments. In an important laboratory 

study, steady-state effluent concentrations and dissolution-precipitation features associated 

with crushed quartz, amorphous silica, and tuff dissolution were determined experimentally 

using a plug-flow reactor and subsequently were modeled with the reactive-transport 
simulator' 

Three plug-flow-reactor experiments were conducted and modeled using the reactive

transport software package OS3D/GIMRT (Steefel and Yabusaki, 1995, 1996). In each 

experiment, deionized water was uniformly forced, for a fixed period of time, through a 

confined plug of pulverized solid material under isothermal-isobaric conditions. The three 

experiments were distinguished primarily by the plug composition; quartz, amorphous silica, 

and Topopah Spring welded tuff were used. The fundamental data obtained in each 

experiment were the steady-state effluent concentrations and the time required for 

development of steady-state conditions, both of which provide important constraints on 

subsequent reactive-transport simulations. OS3D/GIMRT was used iteratively to model 

mineral-specific surface areas, dissolution-rate constants, nucleation thresholds, and the 

extent of secondary precipitation, based mainly on comparison of modeled effluent 

concentrations with observed data. Additional data regarding dissolution-precipitation 
characteristics were obtained from postmortem analysis of the plugs. More complete 

description of the experiments, observed data, and the reactive transport simulations, is 

provided by Johnson et al. (Johnson et aL, 1997, 1998).  
OS3D/GIMRT simulation of the effluent concentrations observed during tuff dissolution 

provided estimates of porosity changes, mineral-volume fractions, nucleation thresholds, and 

relative reaction rates for certain secondary precipitates. This information is typical of what 

can be obtained by iterative reactive-transport modeling of multicomponent, multiphase 

systems such as Topopah Spring tuff. In the plug-flow reactor containing pulverized tuff, the 

observed effluent composition was accurately simulated; however, minor discrepancies 

remained between the observed and predicted absolute concentrations, as well as between 

observed and predicted durations until attainment of steady-state effluent conditions. These 

discrepancies were largely attributable to subtle variations in the relative magnitude of 

nucleation thresholds and dissolution-precipitation rates for certain primary and secondary 

minerals and to limitations in the adopted kinetic rate law.  
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It is important to acknowledge the approximations, simplifications, and uncertainties that 

are inherent to reactive-transport models at their present state of development In this study, 

the constant flow field was not explicitly coupled to reaction-dependent changes in porosity 

and permeability, reactive and total mineral specific surface areas were approximated as 

equal and *constant, the implicit nucleation-crystal growth algorithm was much simplified, 

and a linearized version of the OS3D/GIMRT kinetic rate law was adopted. For modeling of 

tuff, feldspar solid solution compositions were approximated as the corresponding end

member components. In general, the uncertain nature of many thermodynamic, especially 

kinetic data, is well documented. Despite these qualifications, close agreement was obtained 

between OS3D/GIMRT-projected and independently measured specific surface areas and 

dissolution rate constants and also between projected and measured effluent concentrations 

from tuff dissolution. The reported agreement between experimental and simulation results 

provides a measure of confidence for extending the modeling approach to more complex 

systems 

5.3.2.4 Adoption of Kinetic. Data 

The reaction-rate equations coded into both reaction-progress and reactive-transport 

equations involve kinetic and thermodynamic terms. In most cases, the thermodynamic 

quantities are known with a much greater degree of confidence than are the kinetic .  

quantities. This means that the thermodynamic terms dealing with activities of catalyzing or 

inhibiting species and the chemical affinity of the dissolution or precipitation reaction are 

probably calculated with a fair degree of accuracy. Given the stated ambiguity concerning 

reactive vs. total (gas adsorption) surface area, the specific surface-area term is less well 

known. The kinetic rate constants and activation energies, unfortunately, are much less well 

known than either of the preceding.  
The critical importance of the chosen rate constants and activation energies to the validity 

of any reaction progress or reactive-transport calculation cannot be overemphasized. For 

example, given a 25°C rate constant and activation energies that differ by a factor of 2 (e.g., 16.  

vs. 8 kcal / mol), the reaction rates calculated at 240°C would differ by more than a factor of 

300. The need for additional experimental data to support estimates for the rate constants 

needed to perform calculations for NF/ AZ studies has been recognized by the scientific.  

community for years. Experimental programs to acquire the needed data have been started 

and abandoned repeatedly over the years because of breaks in funding support by the 

repository program.  
Despite the uncertainty in critical parameters, best guesses can be made from uncritical 

review of the existing kinetic data. These guesses are highly uncertain for some mineral 

phases. When one considers the potential complicating effects of as-yet-unknown catalyzing 

or inhibitory impacts for certain minerals (e.g., the effect of Al on albite dissolution (Oelkers 

and Schott, 1995) or the impact of Na on quartz dissolution (Dove, 1994; Dove and Crerar, 

1990), the uncertainty is increased.  
Ignoring these complications; it can be said that the rate constants and activation energies 

for the silica polymorphs are probably known with a reasonable degree of certainty, and the 

equivalent data for some of the feldspars are less well known but probably adequate for first

order estimates. On the other hand, rate constants and activation energies for many of the 

potential secondary phases, such as the zeolites, are poorly known. As a minimum, what is 

required for model calculations are the 25°C rate constants and activation energies, and an 

attempt is made here to provide some estimated values.  
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In the Table 5-5 are the best guesses for the 25°C rate constants and activation energies 

for the important primary minerals in the Topopah Spring member of the Paintbrush tuff 

(Tpt). Several simplifying assumptions are involved in this compilation. First, it is assumed 

that the immediate need is for reactive-transport calculations; i.e., the code OS3D/GIMRT 

will be used. The type of kinetic data provided will be limited by the capabilities of that 

particular code. For example, 053D/GIMRT does not handle solid solution explicitly, and 

this necessitates assuming that the reacting feldspar can be approximated as a mixture of the 

appropriate proportions of the pure end members of the series. Second, given the current 

state of kinetic data development, it seems inappropriate to attempt to provide the ability to 

account for catalyzing or inhibiting aqueous species, meaning that the exponent p in Eq. 5-48 

will be equal to 0 for all such species and that the exponents M and n in Eq. 5-34 'are equal to 1 

in the rate equations for all primary and secondary minerals.  

Table 5-5 Provisional dissolution rate constants and activation energies for important 

minerals in the Topopah Spring member of the Paintbrush Tuff 

Mineral Rate Constant Activation Energy Source 

(log k! mol/m2s) (kcalUmol) 

Quartz -13.9 20.9 Tester et aL., 1994 

(u-cristobalite -12.5 16.5. Renders et a!., 1995 

Amorph. silica -12.1 15.0 Rimstidt and Barnes, 1980 

Albite -12.0 16.2 Blum and Stillings, 1995 

K-feldspar -12.0' 13.8 Blum and Stillings, 1995 

Anorthite -8.6 8.4 Blum and Stillings, 1995 

Muscovite -14.0 14.0 Knauss and Wolery, 1989 

Paragonite -14.0" 14.0" Assume = muscovite 

Kaolinite -13.0 15.0 Nagy, 1995 

Pyrophyllite -13.0" 15.0" Assume = kaofinite 

Gibbsite -12.5 15.0 Nagy. 1995 

Diaspore -12.5" 15.0" Assume = gibbsite 

Boehmite -12.5" 15.0" Assume = gibbsite 

HeuLarnxde -11.7 15.0"* Ragnarsdottir, 1993 

Clinoptilof•te -13.2 15.0" Murphy et at.. 1996 

Analcime -11 15.0" Murphy et al., 1996 

Modified from Blum and SWlhings (1995) 
Estimated 

In the case of minerals for which literature kinetic rate constants are available as a 

function of pH, only the pH independent (i.e., p = 0) constants are used. For most of the 

primary minerals in the Tpt unit, the standard-state rate constants are probably accurate to 

within a factor of 2 to 5, while the activation energies are probably known to within 25%. For 

a few of the potential secondary minerals (e.g., kaolinite), the rate constants and activation 

energies are probably as well known as they are for the feldspars. However, for many of the 

k...d
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secondary minerals (e.g., zeolites), the kinetic-rate constants and activation energies are either 

poorly known or unknown. In these latter cases, the kinetic parameters are simply assumed 

to be identical to some other, similar, mineral.  

5.3.3 Conceptual Model for Reactive Transport In the Altered Zone 

by William E. Glassley 

This section qualitatively describes many processes that are expected to occur within the 

AZ and the nature of the linkages or couplings between them. Many experimental studies 

have coupled water-rock interaction and transport through geologic media and have 

demonstrated the interdependence of chemical reaction and fluid flow (Hardin and Chesnut

1997). Examples of coupled processes observed in the laboratory include the following: 
* Complete healing of natural and artificial fractures (Lin and Daily, 1989) 
* Large decreases in permeability (>90%) as a function of small reductions (a few 

percent) in the porosity of nonfractured rocks having initially low permeability and 

porosity (Brace, 1977; Camp, 1964; Keith et al., 1983; Lin and Daily, 1989; McClure et 

al., 1979; Moore et al., 1986; Morrow et al., 1981; Pearson, 1976; Pyrak-Nolte et al., 

1987; Scheidegger, 1974; Vaughan, 1985; Verma and Pruess, 1988).  
0 Substantial sealing of flow pathways in crushed material, with strong dependence on 

reactive surface area (Rimstidt et al., 1989) 
In simulations of natural systems, complete sealing of fractures has been projected to occur in 

rock overlying heat sources (e.g., Krupp and Seward, 1987); this is consistent with the 

observation of caprock sealing in geothermal systems. All of these results indicate that THC 

coupled processes are important and that TH simulations should account for the effects on 

rock-mass properties.  
Numerous simulations of the TH evolution of the repository block have been conducted 

using different codes and assumptions (see Chapter 3). Common to all of these studies is the 

conclusion that changes in temperature and saturation will occur through time. Discussion of 

coupled processes is simplified by identifying four hydrologic regimes that will occur in 

response to the heating associated with the reference repository design (after Buscheck and 

Nitao, 1992, 1993a).  

Regime A: T < Tboiing 

This regime encompasses areas in which the temperature is between ambient and boiling.  

During heating, pore water vaporizes and moves down gas-phase pressure gradients. Water 

vapor moving in fractures to lower-temperature regions will condense on fracture surfaces.  

The condensate will be imbibed into the matrix or will flow along fracture surfaces, 

depending on local conditions. The liquid and vapor flow rates will depend on the rate of 

heating. Within a few tens of meters of the emplacement drifts, Regime A will be brief (less 

than 10 yr); but hundreds of meters away, Regime A will persist for hundreds to thousands 
of years.  

Regime B: T = Tbbv 

Within approximately 10 m of the emplacement drifts, the temperature will eventually 

reach boiling; a quasi-steady heat pipe region will then form as the outward heat flux is 

matched by the latent heat flux caused by liquid-vapor counterflow. Water will cycle from 

the boiling zone to the condensation zone (Regime A) as vapor and back again as liquid.  

Region B is the intervening zone of counterflow where the temperature is relatively constant.  
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This thickness of this regime will grow as the thermnal envelope around the repository 

K,.,i expands. The thickness to which it develops will depend on the thermal output of the 

repository, the ambient percolation flux, the thermal conductivity, distance to the ground 

surface, and conditions that control drainage of condensate through the repository horizon 

(e.g. drift spacing). To the extent that a quasi-steady heat pipe forms, Regime B will be 

chemically active because temperature and water saturation will be elevated for a long time 

and will contribute to reaction progress.  
Within Regime B, condensate will dissolve fracture lining minerals; the rate at which this 

occurs will be a function of temperature, reactive surface area, flow velocity, mineralogy, and 

evolving water chemistry. The balance between rate of water flow and rate of dissolution will 

determine whether the water achieves equilibrium with the fracture minerals (Glassley, 

1993). The diversity of fracture-lining minerals (Carlos, 1987; Carlos et al., 1990, 1993) 

suggests that partial equilibrium (i.e., some of the reactions in a system achieve equilibrium 

while others do not) may persist for some time. The water may eventually reach the boiling 

front, where the dissolved solids will be deposited on the fracture walls. The minerals 

precipitated in the boiling zone generally will not be the same as those dissolved.  

Alternatively, the condensate may be partially evaporated and drain through the 

repository horizon into cooler rock below. Depending on local conditions, tuff dissolution 

may continue along drainage pathways. As the solution cools, and where the. water-residence 

time increases, precipitation will produce assemblages that contain minerals that are 

generally slower to form than precipitates in the boiling zone.  

The total volume of the solids precipitated, for any aliquot of water, will be small.  

However, significant amounts of secondary phases are likely to accumulate at the boiling 

front, and significant amounts of material will be dissolved in Regime B. Also, the minerals 

that precipitate under aqueous conditions along condensate drainage pathways will have 

molar volumes that are greater than those for the original minerals dissolved.  

Regime C: T > Tboiling 

Regime C is bounded by the boiling isotherm and the emplacement drifts. In general, the 

rock will be dry, and the humidity will be less than 90%. Local persistence of an aqueous 

phase to temperatures as high as 150! to 210°C may result from salinity of residual water in 

restricted pores or from throttling of the gas phase pressure within matrix blocks. In general, 

however, this regime will be dominated by rock dryout, and its chemical reactivity will be a 

function Of relative humidity.  

Regime D: T < T 1ocal max 
"This regime develops after the local thermal maximum has been achieved. It encompasses 

rock that has been physically modified during the heat-up period, with effects evident as 

changes in bulk and fracture porosity and permeability and as changes in reactivity of 

exposed mineral surfaces. Eventually the heat-pipe zone and dryout zone will collapse 

because of decreasing thermal output, possibly combined with increased ambient percolation 

due to climate change. Thus, the conditions that prevail in Regimes A and B may eventually 

rework the precipitates deposited at the base of the heat-pipe zone.  

The effect of evolving TH regimes at a particular location in the AZ will be to 

progressively modify the mechanical and hydrologic properties of fractures (Table 5-6). In 

regions of net dissolution, fracture apertures will increase, causing increased permeability 

and changing the rock mass deformability. In regions where precipitation occurs, 

complementary effects will occur. As temperature decreases in Regime D, reaction rates also 

decrease; thus, the cumulative effects of previous TH regimes may persist.  

Near-Field/Aftered-Zone Models Report 5-43 

UCRL-ID-129179



5. Thermohydrochemical Models of the Altered Zone and the Near Field 

Table 5-6 Distribution of selected mineralogical, chemical, and mechanical processes 
that are likely to develop within Regimes A through D and to affect TH 
conditions 

Process A a c C D 

Dissolution Major Major Minor Major 

Precipitation Major Major Minor Major 

Ion exchange and sorption Nil Nil Nil Nil 

Dehydration of hydrous phases Minor Major Major Nil 

Rehydration of hydrous phases Nil Minor Minor Major 

Rock-mass thermal expansion Minor Major Major Minor.  

Matrix deformation Nil Major Major Minor 

Fracture deformation Nil Major Major Minor 

Major = process could have a significant role in determining hydrothermal properties 
Minor - process could have a second-order role in determining hydrothermal properties 

Nil - process will probably be of trivial significance in determining hydrothermal properties 

For the tuff matrix, water-rock interaction will occur as the temperature and saturation 
change. The result will be mineral dissolution and precipitation, leading to modification of 

the permeability and capillary properties. Molar volumes of the secondary phases that form 

may be significantly different from the original minerals. The impact of temperature and 

pore-water salinity on H,. properties will also affect the apparent hydrologic properties, an 

effect that will modify hydraulic conductivity and moisture-retention characteristics.  
The overall result of these interacting processes will be to affect the TH, mineralogical, 

chemical, and mechanical evolution of the repository block. Coupled-process models for the 

AZ provide boundary conditions for near-field processes that directly affect engineered 
barriers. This includes models for the range of possible water compositions entering the NFE.  

5.4 Reaction Path Model for Water Chemistry and Mineral Evolution In the 
Altered Zone 

by Michael Whitbeck and William E. Glassley 

5.4.1 Introduction 
The proposed repository site is in the unsaturated zone (UZ), where ambient matrix 

saturation is 70% to 95% (Flint, 1998). Heat-driven evaporation, boiling, and condensation 
processes will cause water vapor to move away from the repository, resulting in the 
increased saturation of some rocks in some parts of the repository block (Buscheck and Nitao, 

1992, 1993b; Nitao, 1988). In some operation scenarios, the saturation may approach 100% 
after waste is emplaced. Thus, in some parts 6f the NFE and in the rock units bounding the 

repository horizon, the potential for rock-water interaction may increase initially owing to 

the greater abundance of liquid water and the presence of elevated temperature. Eventually, 
as sufficiently high temperatures develop, all liquid water will be driven out, and rock-water 
interaction will effectively cease. During the subsequent cool-down. liquid water will 
probably return, especially by fracture flow.  

Most of the minerals currently present in the rock that makes up the potential repository 

horizon are not in thermodynamic equilibrium with water at elevated temperatures, nor is 

the glassy material preserved within the Paintbrush tuff nonwelded unit (PTn) or the 
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Topopah Spring welded 3 unit (TSw3). As a result, water will interact with existing minerals 

and glass and cause new minerals to form and some existing minerals to change composition 

or dissolve, thus modifying the water chemistry. To place bounds on these effects, a study 

was undertaken to model these rock-water-interaction processes. This effort focused on 

identifying the likely minerals that would form, determining the effect on water chemistry, 

and estimating the rates at which the changes would occur. A preliminary effort was also 

made to estimate the uncertainty in the calculations, based on the known uncertainty in the 

rate constants for dissolution and precipitation reactions.  

5.4.2 Approach 
The EQ3/6 code, Version 7.2a, (Daveler and Wolery, 1992; Wolery, 1992a, 1992b; Wolery 

and Daveler, 1992; Wolery et al., 1988) was used for the tuff/groundwater simulations 

reported here. The database used was the composite or COM data file, Revision 22a of the 

Version 7 series. All calculations were done using the B-dot activity coefficient model (see 

(Wolery, 1992b) for a description of this model). This model is adequate for treating relatively 

dilute aqueous solutions.  
The rock units considered in the simulations were those of the Topopah Spring welded 2 

(TSw2; devitrified, the repository horizon) and Topopah Spring welded 3 (TSw3; the 

underlying vitrophyre) units of the Topopah Spring tuff. The mineral abundances for the 

TSw2 unit, the dissolution rates of the mineral phases, and the mineral phases' respective 

surface areas were taken from Delany (1985), who reported the first kinetic reaction-path 

simulations of tuff-groundwater interactions. Her simulations were designed to model 

experiments at 1500 and 250°C. The work for TSw2 presented here is aimed at lower 

temperatures (40*-90*C) and generally much longer times. The TSw3 tuff is nearly all glass.  

Its composition was taken to be that of Sample 2A from Table II of Broxton et al. (1989). Any 

crystalline components of TSw3 were ignored.  

The initial water composition reacting with the rock materials was assumed to be that of 

J-13 water. The composition used was the average composition reported by.Harrar et al.  

(1990). There are some problems with this composition that are not addressed in the work 

reported here (see 5.2.1.2). For example, the reported average pH is 7.41, whereas the actual 

pH is probably around 8.2 (Apps, 1997). The reported alkalinity is probably not an accurate 

measure of dissolved bicarbonate. The reported concentrations for some chemical 

components, such as Al and Fe, are probably unreliable because the values are close to or 

below detection limits and because filtration of the water may have been insufficient to 

remove small particles of solids. However, the consequences of these problems in the present 

work are minor. The principal effect is an initial, instantaneous precipitation of small 

quantities of some phases, such as clay minerals or iron oxide (or oxyhydroxide), with which 

the actual initial fluids would probably begin in equilibrium. This effect, however, would be 

quickly overwhelmed by subsequent reaction with large amounts of rock.  

The purpose of these simulations was to consider the effect of reaction progress on water 

chemistry and mineral assemblages. It was necessary to develop a conceptual model in which 

sufficient water was available to allow reactions to proceed until a very long-term steady, 

state (not necessarily a final equilibrium state) was achieved. However, the extent to which 

most of the rock will actually be altered in the NFE and AZ is likely to be limited by the 

availability of water. Thus, from the point of view of the rock (most of it, anyway), the natural 

systems will only progress part way along the reaction paths suggested by the modeling 

described here. Small amounts of water, however, might be much more extensively altered 

by reaction with the rock. The actual extent of water reaction in the real system should 

probably be thought of as a.s:oatistical quantity described by some kind of bell curve.  
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It was assumed in these calculations that reaction would take place in a system open to 
the atmosphere. Hence, the coexisting gas phase had constant 0, and CO2 partial pressures 
equivalent to those of present-day atmosphere (0.2 and 0.0003 bar, respectively). A somewhat 
higher CO, partial pressure of 0.001 bar would be more appropriate (see Apps, 1997). This 
information was obtained after these calculations were done; the Use of the higher value 
would somewhat alter the results., 

Simulations were conducted for both rock types at 40°, 500, 600, 750, and 90°C. These 
temperatures were selected because they cover the range between ambient conditions and 
boiling. Preliminary results of the simulations are presented in Section 10.4.4 of Volume II of.  
the Near-Field and Altered-Zone Environment Report (Wilder, 1996). Reaction of rock and water 
at higher temperatures will be conducted at a later time when the EQ3/6 codehas been 
modified to simulate reactions off the liquid-vapor saturation curve of water. Detailed 
simulations involving flow pathways with restricted flux also will be conducted at a later 
time.  

Quartz, talc, and tridymite were suppressed from precipitation in all of the runs because 
these phases, although less soluble than other silica polymorphs or hydrous Mg silicates, do 
not readily precipitate because of kinetic barriers. It may be, however, that, after sufficient 
time has passed in natural systems, these phases would appear as the kinetic barriers are 
overcome. In that case, inclusion of these phases would be appropriate at some point in the 
reaction progress. When sufficient information is available to reasonably simulate this 
process, the type of simulations reported here will be redone.  

To evaluate the effect of uncertainty in the dissolution rate, two methods were used. One 
method evaluated the propagation of error in a generalized reaction sequence:.  

A B C 

This simple system had an exact analytical solution yet was general enough to represent 
many of the subsets of more complex geochemical systems that are not strongly coupled with 
other parts of the system. The results of this evaluation will not be treated in detail here, but" 
are described in Whitbeck and Glassley (1996).  

The second method used was simulation, using different rate constants, of the reactions 
of water with the volcanic rocks. This method allowed representation of the specific effects on 
the simulations described in this study. To illustrate these effects,, dissolution of sanidine (a 
potassic feldspar. KA1Si3O8; in natural sanidine some K is replaced by Na) was considered.  
Sanidine has a 25°C dissolution rate constant of -5 x 10" mol/ cm--s (Holdren and Speyer, 
1985). The activation energy is likely to be on the order of 9.5 kcal/tmol (based on the 1500 and 
250°C values used by Delany (1985). In the temperature range of interest, the rate increases 
by nearly an order of magnitude per 100°C increase in temperature. The uncertainty in the 
25°C rate constant has not been formally assessed, but it is at least an order of magnitude and 
likely about two orders of magnitude. This uncertainty is thus greater than the magnitude of 
the temperature corrections from 25°C to the run temperatures of 40-90°C. The reaction rate 
for a given mineral is proportional to the mineral's surface area. Thus, the overall reaction 
rate is a function of the total surface area and can vary over many orders of magnitude 
depending on, for example, whether water flows only along a preferred flow pathway in a 
fracture (small available surface area) or permeates a rock (large available surface area). The 
effect of different rates of glass dissolution was examined by using a slow relative rate (8.66 x 
10"' mol/unit 1) and a very fast relative rate (4.0 x 10' mol/unit .) in different suites of runs.  
The rate model used here has no explicit dependence on surface area. For the same amount of 
reacted glass, the same results are obtained in all runs. Here, • is essentially a proxy for (and 
is proportional to) the product of the surface area and the time. To evaluate these effects, the 
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runs with a slow reaction-rate constant had a total mass of 0.1735 g (0.08029 mol) of glass per 

K) kg of water, and the runs with the fast reaction-rate constants had 17.29 g (8.0 mol) of glass.  

The glass molecular weight was arbitrarily chosen to be 2.21454 g/tmol).  

5.4.3 Results 
For the TSw2 tuff (composed of minerals but no glass), the water composition and 

secondary mineralogy obtained at steady-state conditions are primarily constrained by the 

rate-law expressions for the dissolution of the starting minerals and by the solubility of the 

secondary minerals. They are also constrained in part by the solubility of the starting 

minerals because the dissolution rates of these phases slow down as the corresponding.  

equilibrium solubility is approached (e.g., in the case of cristobalite). Because the rate of 

dissolution varies from phase to phase, the dissolution of this tuff is highly incongruent.  

However, for the Tsw3 tuff, here taken to be entirely composed of glass, dissolution is treated 

as congruent. Hence, the amount of material dissolved (which is proportional to the extent of 

reaction progress; the proportionality constant is the specified relative rate of dissolution) 

will determine the secondary mineralogy and water chemistry. In this case, a near steady

state composition will not be achieved, except under extreme conditions in which a very 

large volume of glass is dissolved in a relatively small amount of water. Although this might 

occur for a small proportion of the overall water in the NFE and AZ, it could not occur for a 

large proportion because the dissolution of an unrealistically large volume of glass would be 

required. The mineralogical and chemical results obtained for the two rock types are 

described in the following text.  
As noted in, for example, Section 3.4.2 of the Near-Field and Altered-Zone Environment 

Report, Vol. I (Wilder, 1996), the accuracy of predictions of mineral occurrences at any given 

time in a numerical simulation is limited by a variety of constraints. Inaccuracies in, or a 

complete absence of, thermodynamic data or kinetic data for specific minerals are examples 

of such constraints. Hence, the mineral suites described subsequently must be considered to 

be representative of the mineral assemblages that will actually form rather than exact 

predictions of those assemblages. For example, the occurrence of a zeolites such as 

clinoptilolite should only be taken to indicate that some similar zeolite is expected to form.  

The specific composition of that phase may differ because of factors such as current 

limitations on the available thermodynamic data and on the ability to model complex solid 

solutions. Similarly, the occurrence of muscovite (K-mica) should be taken to indicate only 

that some form of sheet silicate (likely a clay mineral) would actually form.  

5.4.3.1 Pre-.Equilibration of the Water 

The initial water composition reflected a pre-equilibration of J-13 water at the 

temperature of the simulation. In part, this accounts for the effect of temperature on the water' 

chemistry. However, the results also reflect, in part, some of the minor problems with the 

reported water chemistry noted previously. At each temperature, small amounts of saponite 

(an Mg-rich clay), "carbonate" (calcite, CaCO3, with about 10 mol% substitution of MgCO3), 

and fluorapatite [Cas(PO4)3F] formed in the initial equilibration step. More significant 

amounts of cristobalite (a primary mineral in the TSw2 tuff) also formed, reducing the 

dissolved silica. The pre-equilibration conducted here did not consider the possible presence 

of minerals that might dissolve in the pre-equilibration step as a consequence of the increase 

in temperature from 25°C. At all temperatures, the initial equilibrated composition was 

moderately alkaline (pH -8.5, up from the pre-equiibrated 25°C value of 7.41 and closer to 
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the probable ambient value of 8.2 proposed by Apps [19971), was oxidizing (calculated Eh 

between 580 and 680 mV), and had a low ionic strength (-0.0028 molal). Concentrations of 

the dissolved elements were low. In decreasing order of abundance, they were: 
"* Na (. 40 mg/L) 
" Si (-3o mg/L) 
" C1(- lOmg/L) 
" S (-6.0 mg/L) 
"• Ca (- 5 mg/L) 
a F (- 2.0 mg/L) 
"* Mg (-0.1 mg/L) 
"* Li (- 0.05 mg/L) 
"• Al (<1.0 x 10" rmg/L) 
"• P (2.0 x 105 mg/L) 

Note that the Ca and Mg are largely removed from solution. The Ca drops from 13 to 

5 mg/L, the Mg from 2.01 to 0.1 mg/L.  
As suggested in previous text, there are several ways in which the pre-equilibrated water 

composition model might be improved in future work. However, the compositions obtained 

here are still considered likely to give a reasonably good representation of the starting fluids.  

At even moderately low extent of reaction with rock, the errors and uncertainties in the 

starting compositions tend to be overwhelmed by the effect of rock-water interaction.  

Although J-13 water is commonly taken as the likely starting water composition for fluids 

evolving in the NFE and AZ, it may be less than perfect for this purpose. At least some 

ambient groundwater in the repository may not exactly match it (see Apps, 1997) and 

references cited therein). However, a larger factor is that evaporative, boiling, and 

condensing processes will also come into play. Thus, in some parts of the system, *the 

"starting" fluid may be condensate, not ambient groundwater or even ambient groundwater 

altered by rock-water interaction. Temperature will change along flow paths and add further 

complexity. Salts left behind by evaporation or boiling will be redissolved. In the NFE, 

human-made materials, such as concrete and metals, will lead to further alteration of water 

chemistry. Therefore, the models described here represent only a part of the whole-system 

processes, but they are representative of the kind of thermodynamic modeling that can be 

applied to additional parts of the system. Thus, one can extend the models presented in 

this section to ask what would happen if the waters produced by the processes considered 

here entered another part of the system and were exposed to a different set of conditions 
or materials.  

The term "pre-equilibration" may be somewhat misleading because it is used here in a 

loose sense. The water produced by this process is not in a state of complete equilibrium. For 

example, if it were, the dissolved silica would be controlled by equilibrium with quartz, and 

its concentration would be substantially lower. Rather, the pre-equilibrated water is only 

adjusted to maintain equilibrium with a limited set of reactions (e.g., aqueous acid-base 

reactions, aqueous complexing reactions, and some reactions involving minerals).  

5.4.3.2 Secondary Mineralogy Produced by Reaction of the Devitrifled TSw2 Tuff 

Reaction of the devitrified TSw2 tuff produced secondary mineral assemblages that 

varied with extent of reaction and temperature. Plots of the major members of the secondary 

mineralogy for both the TSw2 and TSw3 tuffs at all five temperatures are shown in 

Figure 5-7. The TSw2 results are shown with solid lines. The relatively small amounts of 

saponite, "carbonate" (calcite), and fluorapatite that formed in the pre-equilibration step 

persisted at low abundances to the maximum extent of reaction at all temperatures.  
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Relatively early in each simulation, other clays (celadonite and smectite), authigenic feldspar 

K...-' (microcline), and zeolites joined those phases and persisted to long-term, near-steady-state 
conditions. Various zeolites were inivolved. Clinoptilolite formed at 400C, stilbite at 500 and 

75°C, and mesolite throughout the 40°-90°C range. The actual time of appearance of specific 

phases depended on the temperature. At 40rC, important secondary aluminosilicate phases 

(i.e., those not present initially, but which later formed in significant abundance) did not 

appear until after -100 days of reaction. At temperatures greater than 500C, important 
aluminosilicates appeared within a few days 

In all cases, near-steady-state conditions with relatively.high-abundances of secondary 

minerals were not approached until thousands of days had elapsed. In all cases, one of the 
last phases to appear was the silica polymorph chalcedony, but it quickly became the most 

abundant secondary phase. At 90°C, garnet and tremolite appeared in the secondary mineral 

assemblage. Given evidence from metamorphic petrology in low-temperature systems, these 

phases probably would not be the stable phases that would form under these cionditions (see 
Section 3.4.2 of the Near-Field and Altered-Zone Environment Report, Vol. I1). Their presence in 

the simulations is likely due to limitations of the current thermodynamic data or to 
incompletely adequate solid-solution models, especially for day minerals and zeolites.  

Figure 5-7 Major secondary mineralogy as a function of time for the reaction of 
devitrified TSw2 tuff and glassy TSw3 tuff with J-13 well water 

5.4.3.3 Chemistry of the Water Reacted with the Devitrified TSw2 Tuff 

The composition of the water reacted with the TSw2 tuff remained relatively constant, at 
any temperature studied, until the reaction time reached -100 days. At that point, the 
composition changed significantly owing to the formation. of additional secondary mineral 
phases and to the dissolution of significant quantities of the rock components. Selected 
results are plotted in Figure 5-8 through Figure 5-11. Results for Ca and Mg were both largely 
precipitated from solution in the pre-equilibration step. The already low concentrations of 
these components merely became lower. Attention here will therefore focus on other 
components.  

Figure 5-8 Changes in the pH of J-13 well water during reaction with devitrified TSw2 
tuff 

Figure 5-9 Changes in the chemistry (Si) of J-13 well water during reaction with 
devitrified TSw2 tuff 

Figure 5-10 Changes in the chemistry (Na) of J-13 well water during reaction with 
devitrified TSw2 tuff 

Figure 5-11 Changes in the chemistry (Al) of J-13 well water during reaction with 
devitrified TSw2 tuff 

Even though they were incorporated in the secondary minerals, the elements Na, Si, and 
Al increased significantly because the amounts added to solution by the dissolution of the 
primary solids were much greater than the amounts removed by precipitation in secondary 
phases. Nevertheless, the final concentration that these elements reached was controlled by 
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the solubility of the major secondary phases. For example, at steady-state coriditions. Si was 

buffered at chalcedony saturation. Other elements were controlled by a combination of 

secondary phases (many of these phases were complex, multicomponent, solid solutions).  

The variation in pH was strongly controlled by the fact that CO2 fugacity was fixed in the 

simulations. This parameter, in turn, influenced carbonic acid equilibria in such a way that 

pH remained slightly alkaline throughout calculations. However, the final steady-state value 

differed by approximately one log unit between the 40° and 90°C simulations. The redox 

state was controlled by fixing the 02 fugacity at 0.2 bar. The Eh changed, but only because the 

pH changed.  
The conservative elements Cl, F, Li, and P showed no significant variation during 

reaction. They were not incorporated into any secondary phases other than apatite (formed 

in the pre-equilibration step), which maintained a constant abundance throughout the 

calculations.  

5.4.3.4 Secondary Mineralogy Produced by Reaction of the Vitria TSw3 Tuff 

Plots of the major members of the secondary mineralogy for the TSw2 and TSw3 tuffs at 

all five temperatures are shown in Figure 5-7. The TSw3 results are shown with broken lines.  

For a relatively small extent of reaction of the glassy TSw3 tuff, the secondary phases that 

formed during reaction were pyrolusite (MnO2), days, and zeolites. This result is very similar 

to the assemblage formed in the case of the devitrified TSw2 tuff. The principal differences 

were in the amounts of secondary phases and in the specific zeolites that formed. The results 

were qualitatively consistent with the description of natural glass alteration (Levy, 1984a, 

1984b) in the vicinity of Yucca Mountain. At the end of the calculations,. very similar end 

points were achieved for all temperatures considered. The main exception involved 
"carbonate" (calcite), which did not persist to the end point at 40TC.  

For large extent of reaction at any temperature, the only secondary phases present (apart 

from Ones formed in the pre-equilibration step) were pyrolusite, chalcedony, and hematite.  

Finally, none of the simulations (at any temperature) with vitric material showed any 

formation of the reaction products muscovite or microdine. This situation contrasted with the 

TSw2 simulations in which these two phases were present throughout the calculations.  

5.4.3.5 Chemistry of the Water Reacted with the TSw3 (Vitric) Tuff 

Water composition in simulations for small extent of reaction with TSw3 (glassy) tuff 

reached end points that were nearly identical to those for the simulations involving TSw2 

tuff. They also tended to follow very similar trends during reaction. Selected results are 

plotted in Figure 5-12 through Figure 5-17. For large extent of reaction, the simulations 

followed the same trends as early on, but ultimately achieved much higher total 

concentrations of all dissolved components except Si. Near the end of these simulations, large 

amounts of Ca and Mg were put into solution. The concentration of this component dropped 

to very low values buffered by equilibrium with chalcedony, which was precipitated in 

relatively large volumes. Also at high extent of reaction, the pH dropped to acidic values 

(-3.8) in the-lower-temperature (<90.C) simulations. The pH remained slightly alkaline (-7.8) 

in the 90°C simulation. In these simulations, total dissolved elemental carbon decreased by 

three orders of magnitude during reaction. The decrease profoundly influenced alkalinity 

and pH buffer capacity. The concentration of solutes increased from -0.02% (on a Weight 

basis) at the beginning of a simulation to -0.6% at the end.  

Figure 5-12 Changes in the pH of J-13 well water during reaction with glassy TSw3 tuff 

at 400, 500, 600, 75%, and 90*C 
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Figure 5-13 

Figure 5-14 

Figure 5-15 

Figure 5-16

Changes in the chemistry (Si) of J-13 well water during reaction with glassy 
TSw3 tuff 

Changes in the chemistry (Na) of J-13 well water during reaction with glassy 
TSw3 tuff 

Changes in the chemistry (Ca) of J-13 well water during reaction with glassy 
TSw3 tuff 

Changes in the chemistry (Mg) of J-13-well water during reaction with 
glassy TSw3 tuff

Figure 5-17 Changes in the chemistry (Al) of J-13 well water during reaction with glassy 

TSw3 tuff 

The development of low-pH solutions at the high extent of reaction below 90*C deserves 

some comment Such a high extent of reaction is likely to be achieved, if at all, by only very 

small quantities of water. The factors leading to the development of this acidity were not 

fully analyzed, but are undoubtedly'due to the oxidation of some minor or trace component 

in the glass coupled with the high extent of reaction. A possible reaction that might produce 

acidity is S2-(in glass) + 0, + 2 H.O =4 H + SOC) (analogous to the reactions that form acid 

mine waters). However, this particular reaction would also have produced acidity at 90TC.  

The glass component involved in the production of acidity is more likely to be a transition 

metal such as Cr or Mn.  
The conservative elements CI, F, Li, and P were not included in the simulations of glassy 

tuff because no analyses were available for them.  

5.4.3.6 Propagation of Time Errors 

The effects of differences in rates on specific simulations were examined by varying the 

sanidine dissolution rate (actually the associated rate constant). To determine the propagated 

uncertainty in the amount of sanidine formed at a given time, the results shown in 

Figure 5-18 were used. Calculating the differences between these runs generated 

approximate error bars (shown in Figure 5-19). These results demonstrate that the 

propagated error increased with time until sanidine vanished. The "error," or uncertainty, 

can be characterized in one of two ways: The first addresses the tincertainty regarding the 

amount of the mineral present at any given time; the'second focuses on the uncertainty in the 

time at which a specific mineral disappears from the system (is completely dissolved). The 

uncertainty in the predicted time when a phase appears or disappears can be substantially 

greater than the uncertainty in the predicted amount made of a phase. For example, the 

maximum uncertainty in the amount of sanidine produced is about 50%. The corresponding 

uncertainty in the time of its consumption is about -60% on the low side and about 2100% on 

the high side.

Figure 5-18 

Figure 5-19

Changes in sanidine abundance resulting from a plus or minor one order of 
magnitude change in the dissolution rate of this mineral 

Estimates of sanidine abundance, assuming the dissolution rates used to 
construct Figure 5-18

Near-Field/Alftered-Zone Models Report 
UCRL-ID-129179

P •IQ



5. Thermohydrochernical Models of the Altered Zone and the Near Field 

5.4.4 Discussion 
The simulations conducted were designed to be the preliminary simulations for bounding 

water compositions that could evolve in the AZ and migrate into the NFE. They were also 
designed to bound the mineralogy that could evolve in the AZ. Therefore, emphasis was 

placed on establishing a baseline on which refinements and extensions would be made at a 

future time. The following are the key constraints on which the simulations were based: 

* Constant gas fugacities for 0 and C0 2, equivalent to atmospheric values 
* Suppression of precipitation of certain phases to account for long-term metastabilities 
0 Selection of rate constants and surface areas 
a Both small and large extents of reaction considered, corresponding to a range of 

effective rock-water ratios 

5.4.4.1 Baseline Secondary Mineralogy 

Under all conditions, clays and zeolites occurred within the secondary mineral 

assemblages. The specific time in the simulations when these phases appeared and the 

compositions and structures that occurred varied, depending on the evolving chemical 

conditions and on the temperature. The respective volumes that developed at steady-state 
conditions were generally less than the volumes of other coexisting aluminosilicates. These 
phases, nevertheless, formed an important part of the secondary assemblages, owing to'their 

potentially important role as materials in which radionuclides might be sorbed.  
Silica polymorphs developed early in the simulations. This is an important observation 

because, under all conditions, silica polymorphs are the most abundant secondary phases to 

form. This suggests that silica may play an important role in coupling hydrology, 
geochemistry, and mineralogy via precipitation- or dissolution-induced changes in porosity 

and permeability (see Section 10.4.4 of the Near-Field and Altered-Zone Environinent Report, 
Vol. iI).  

In all the simulations, carboniates played an important role in the secondary mineral 
assemblage, but they were not always present when steady state was reached. Because 
carbonates may be important in both influencing water composition and in sequestering "C 
through isotope exchange, the ubiquitous presence of these phases at various stages of 
reaction may be significant 

5.4.4.2 Baseline Water Composition 
The composition of water that may enter the NFE is restricted toa relatively narrow.  

range, except for the condition in which large volumes of glassy tuff are dissolved. For those 
conditions not involving large volumes of reacted glass, the bounds suggest that the solution 
will be approximately neutral to slightly basic, will be relatively oxidizing, will be saturated 
with respect to one silica polymorph or another, and will have low to moderate 
concentrations of dissolved species. Total ionic strength will remain below 0.1 molal. For the 
case in which large volumes of glass are dissolved, the total solute concentration can be quite 
high. The pH may also become strongly acidic.  

Even for the more general case (apart from large extent of reaction with glass), the water 
chemistry varied significantly. During the course of reaction, large changes occur in the 
concentrations of the nonconservative dissolved components. These changes are correlated 
with the dissolution or precipitation of various mineral phases.  
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5.4.4.3 Uncertainty 
The uncertainty in the abundance of a dissolving or precipitating mineral at a given time 

is shown to be problem-specific and potentially significant with respect to long-term 

predictions of geochemical properties in slowly reacting systems. The results from the study 

in which sanidine dissolution was considered demonstrate that, for a relatively small initial 

uncertainty in the controlling rate parameter, there is a comparable uncertainty in the amount 

of the mineral present at a given time. However, there is a much larger uncertainty in the 

time at which a mineral may appear in or disappear from the system. The results presented 

here shows that an order-of-magnitude variation in the rate results in the disappearance .of 

sanidine sometime between a few hundred days and nearly a hundred years of reaction.  

5.4.5 Conclusions 
The results presented here provide, for a very specific set of conditions and simulation 

constraints, initial bounds on secondary mineralogy and water chemistry. These constraints, 

along with similar efforts to bound pore-water chemistry during evaporation (Glassley [1995] 

and Section 3.4.1 of the Near-Field and Altered-Zone Environment Report, Vol. II), provide 

baseline information from which to refine simulation strategies and then to obtain improved 

bounds on water chemistry and secondary mineralogy.  
These results also document the magnitude of the uncertainties that exist in establishing 

the nature of secondary minerals that may form, the resulting water chemistry, and the 

absolute times at which specific changes might be expected to develop during reaction. Much 

work is still needed before quantitative bounds can be confidently placed on the evolution of 

water chemistry entering the NFE and on the resulting secondary mineral assemblages that 

may influence radionuclide migration.  
These results clearly document that both the times at which mineral phases may be 

present or not during reaction and their respective amounts when they are present may be 

uncertain by orders of magnitude. Because these parameters are also important for describing 

water chemistry as a function of time, it is clear that, unless more measurements of 

dissolution and precipitation rates are obtained, only very gross bounds can be placed on 

either the mineralogical or water-chemistry evolution.  
This point is also important for radionuclide retardation in the NFE and the AZ. The 

magnitude of retardation depends on the mineral phases that are present and on their 

respective amounts. However, these results demonstrate that there is substantial uncertainty 

about when any specific phase may -form or be consumed in reactions and reinforce the need 

for more precise values of dissolution and precipitation kinetic-rate constants.  

These water chemistries are not the ones that a WP is likely to encounter. Materials 

introduced into the repository. during construction and waste emplacement will probably be 

primary controls on the chemistry of the water that reaches the packages.  

5.5 Repository-Scale Thermohydrochemical Scoping Calculations 

Involving Silica 

by William E. Glassley 

This section describes early scoping calculations done to bound the magnitude of coupled 

effects that may occur in a TH system with silica dissolution and precipitation. The study was 

done prior to issuance of the most recent infiltration model for Yucca Mountain (Flint et al, 

1996), thus the values assumed for average percolation flux were probably low by a factor of 

ten. The effective continuum model (ECM) was used (see Chapter 3), and the TH properties 

were different from current total system performance assessment-viability assessment 
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(TSPA-VA) property sets; therefore, there are inherent limitations on comparison to the 
reference cases computed for this report. Nevertheless, the study is of interest as an 
important attempt to directly couple THC processes in a repository simulation. (Reference 

cases for investigation of coupled processes in the NFIAZ Models Report are visually depicted 

and linked in the presentation on the CD-ROM that accompanies this report.) 
The FEHM code was used with special modules to explicitly account for changes in 

permeability related to temperature-dependent silica dissolution and precipitation 

(Zyvoloski et al., 1988). The simulations were performed at repository scale to evaluate 

coupled processes throughout the AZ; the near field was not modeled in detail.  
In the calculations described subsequently, steady-state THC.conditions were achieved in 

the time period simulated (0 to 10,000 yr). The results show that the potential for diversion of 

percolation flux around the repository is enhanced, relative to noncoupled simulations, when 

silica redistribution is included. Significant differences in the quantity of silica deposition at 

various locations were projected to occur.  
For properties and conditions considered in this study, temperatures greater thin the 

boiling point of water were predicted to occur throughout an extensive dryout region 

(Buscheck and Nitao, 1992; Nitao, 1988). Large volumes of water vapor will be produced, 
migrate, and condense, causing changes in local saturation. This will lead to changes in the 

chemical environment at virtually all locations affected by heat. Mineral dissolution, 
transport of dissolved constituents, and precipitation of secondary minerals will occur. The 

extent to which they occur will vary with time and location. If thermodynamic equilibrium 

between water and tuff minerals is approached and sufficient volume of water is present, 

significant changes in porosity and permeability are possible.  
In contrast with this view, Braithwaite and Nimick (1984) concluded from single-pass, 

fully saturated, flow-through experiments that the impact of silica redistribution on 
hydrologic properties would be minimal and would have no iniluence on evolution of 

thermal or hydrologic properties. Verma and Pruess (1988) reached a similar conclusion.  
Neither of these studies involved directly coupled simulation. The calculations described in 

this section include direct coupling and also compare models in which permeability was 

controlled in different ways. This study was not exhaustive, but was intended to support 
further refinement in THC simulation techniques and strategies.  

5.5.1 Processes Of Interest 

This discussion of THC coupled processes takes place around a conceptual model in 

which four.TH regimes are represented (Buscheck and Nitao, 1992) (Figure 5-20). These-four 
regimes are described in Section 5.3.3. Chapter 3 provides a more complete discussion of 

thermohydrology. When considering solute transport in a dynamic TH environment, it is 

useful to distinguish between boiling and sub-boiling effects and between the effects of 
increasing and decreasing temperature.  

In this study, the areal power density ranged from 20 to 114 kW/acre (roughly 
comparable to areal mass loading [AML] from 20 to 100 MTU/acre), and ambient percolation 
flux ranged from zero to 0.13 mm/yr.  

Figure 5-20 Hydrothermal Regimes A-C at 100 and 1000 yr after repository closure 

5.5.2 Code Selection 
Several codes exist with the capability to couple hydrologic and geochemical processes 

(Biverman, 1993; Knapp, 1989; Lichtner, 1988, 1993; Madd and Jamet, 1993; Noy, 1990; Steefel 
and Lasaga, 1992; Zyvoloski, 1983,1986; Zyvoloski and Dash, 1991; Zyvoloski et al., 1988). A 
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review of these" codes (Bourcier et al., 1995) demonstrated that each has'useful characteristics, 

but none couples the processes of concern in a way that is well suited to objectives of this 

study. The available codes essentially fall into two groups: 

* Codes that rigorously compute chemical processes but do not deal explicitly with heat 

transfer and are typically designed to examine processes on the scale of meters in 
single-pass, flow-through systems 

* Codes that deal with large-scale systems but that typically do not couple changes in 

porosity resilting from mineral reactions with changes in permeability 

A review concluded that reconnaissance studies of simple chemical systems could be 

most readily be accomplished by using the FEHM code (Zyvoloski, 1983,'1986; Zyvoloski and 

Dash, 1991; Zyvoloski et al., 1988) and incorporating minor code changes to allow updating 

the porosity and permeability. The modified code is fully 3-D, although only 2-D simulations 

were conducted for this effort. It has dual-porosity and dual-permeability capabilities, but 

these simulations used an ECM approach. The simulations described subsequently were 

conducted in collaboration with Bruce Robinson at Los Alamos National Laboratory.  

5.5.3 Modeling Strategy 
The vertical cross-section model used in the simulations incorporated a 36 x 34-grid

point, 2-D, finite-element grid. Distances were scaled to simulate the depth to the repository 

and to the saturated zone. The lower boundary of the grid was taken to be the saturated zone 

and was assumed to remain at a nominal, constant temperature of 20°C. The sides of the grid 

were treated as no-flow boundaries for heat and mass. The top was also assumed to remain at 

a constant temperature of 20°C. To simplify the simulations, the entire model domain was 

assumed to have fracture and matrix properties equivalent to the ECM properties for the 

Topopah Springs welded tuff reported by Klavetter and Peters (1986).  

The initial state of the system was generated by allowing a uniform infiltration rate of 

0.0365 mm/yr to achieve a steady-state saturation profile. At steady state, the matrix 

saturation was approximately 75% at the top of the grid and nearly 100% at the water table.  

To model the effects of repository operation, the grid points representing the repository were 

assigned a temperature of 150°C after reaching steady state. This temperature was 

maintained for 10,000 yr, after which the temperature source was turned off, and the system 

was allowed to relax for an additional 90,000 yr.  
The geochemistry was modeled using simplified, temperature-dependent forward and 

reverse reaction rates for the reaction: 

SiO2 (solid) o Si0 2 (aqueous) (Eq. 5-52) 

Dissolution of the solid was represented by a zero-order reaction, and precipitation was 

represented by a first-order reaction. Temperature dependence of the reaction rates was 

represented by the Arrhenius relation: 

k - Aexp(- EA /RT) (Eq. 5-53) 

where A is the pre-exponential factor for the rate expression, k is the rate constant, EA is the 

activation energy, R is the gas constant (8.314 kJ/ mole-K), and T is the absolute temperature.  

This approach is a simplified model of reaction kinetics that satisfies the principal 

dependence of reaction rates on temperature (see, for example, Lasaga, 1981, 1984; Lasaga 

and Blum, 1986; Rimstidt and Barnes, 1980), although the sensitivity to solution composition 

(e.g., pH, ionic strength) is not considered.  

Near-Field/Altered-Zone Models Report 5-55 

UCRL-ID-129179



- 5.,Thermohydrochemifcal Models Of the Altered Zone and the Near Field 

Changes in porosity were linearly related to changes in the number of moles of SiO. in the 

rock (initial SiO, abundance was assumed to be 5 moles/ kg-rock).  
The relation between porosity and permeability for fractured rock is not well established 

(see, for example, Brace, 1977; Camp, 1964; McClure et al., 1979; Pearson, 1976; Pyrak-Nolte et 

al., 1987; Scheidegger, 1974; Vaughan, 1985; Verma and Pruess, 1988). To bound the breadth 

of changes observed in various laboratory studies (e.g., Keith et al., 1983; Lin and Daily, 1989; 

Moore et al., 1986; Morrow et al., 1981), simulations were conducted using different 

permeability-porosity relations. In one case, the classical Kozeny-Carman relation was 

assumed; in other simulations, a different relation was used to represent more sensitive 

coupling between porosity and permeability: 

log10 (k/ko) -a porosity + b (Eq. 5-54) 

where k and k0 are the altered and initial permeabilities, and a and b are constants used to 

define the relation. For the simulations presented here, one case was considered in which 

there was no coupling of permeability with porosity, and one case was considered in which 

strong coupling between porosity and permeability existed such that a change in porosity 

from 0.11 to 0.09 (i.e., 20% decrease) resulted in a permeability decrease of three orders of 

magnitude. Although no data are available for direct evaluation of the likelihood for strong 

coupling, the assumption was used as a bound on coupling these parameters in ECM 

simulations.  

5.5.4 Results 
Figure 5-21 shows temperature contours calculated for 10,000 yr. The thermal 

perturbation encompasses the entire repository block except at the upper and lower constant 

temperature boundaries of the model domain. The model grid, properties, boundary 

conditions, and representation of heat sources were sufficient to produce the TH processes 

that are observed in other simulations (see Chapter 3).  

Figure 5-21 Temperature contours at 10,000 yr after waste emplacement 

The ECM saturation conditions projected to occur at 10,000 yr for both the noncoupled 

and coupled cases are shown in Figure 5-22 and Figure 5-23, respectively. For both cases, a 

dryout zone at temperatures greater than boiling develops immediately around the 

repository (Regime C). Outside this zone, at temperatures at or near boiling, heat-pipe 

conditions develop above the repository, and saturation approaches 100% (Regime B). The 

zone of elevated saturation appears to extend around the edge repository, apparently from 

condensate shedding due to gravity-driven drainage.  

Figure 5-22 Saturation contours at 10,000 yr for the case with no coupling between silica 
transport and permeability change.  

Figure 5-23 Saturation contours at 10,000 yr for the case with coupling between silica 
transport and permeability change 

The principal differences between the noncoupled and coupled simulations are the 

location of saturation contours and maximum degree of saturation. For the coupled case 

(Figure 5-23), the region of Regime C is projected to be wider, and the maximum saturation 

above the repository is greater. These differences result directly from redistribution of silica.  
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Figure 5-24and Figure 5-25 show the overall redistribution of silica for the noncoupled 

, and coupled cases. Steady-state silica distribution occurs in the 10,000-yr time frame because 

reaction rates are relatively fast. This result is consistent with arguments suggesting that, for 

most mineralogical reactions involving aqueous fluids, steady-state mass distribution occurs 

in a few thousand years. In the noncoupled and coupled cases, deposition of silica is 

projected to occur near the repository, while dissolution and removal of silica occur farther 

away (Figure 5-26, Figure 5-27, Figure 5-28, and Figure 5-29). For both cases, dissolution 

below the repository is restricted to an envelope less than 100 m thick, whereas above the 

repository the zone of dissolution is projected to be several hundred meters thick. The 

narrow envelope below the tepository may have resulted, at least inpart, from the constant

temperature condition at the bottom of the model domain. Similarities between the 

noncoupled and coupled simulations demonstrate that the processes responsible for silica 

redistribution are essentially the same. In both cases, dissolution of silica occurs where water 

is heated to boiling.

Figure 5-24 

Figure 5-25 

Figure 5-26 

Figure 5-27 

Figure 5-28 

Figure 5-29

Distribution of silica at 10,000 yr with no coupling between silica transport 
and permeability change 

Distribution of silica at 10,000 yr with coupling between silica transport and 

permeability change 

Regions of net precipitation of silica at 10,000 yr with no coupling between 
silica transport and permeability change 

Regions of net precipitation of silica at 10,000 yr with coupling between 

silica transport and permeability change 

Regions of net dissolution of silica at 10,000 yr with no coupling between 

silica transport and permeability change 

Regions of net dissolution of silica at 10,000 yr with coupling between silica 
transport and permeability change

Differences in the magnitude and location of silica concentration between the noncoupled 

and coupled cases reflect reduction in permeability caused by silica precipitation. For the 

coupled case, the range from minimum to maximum silica concentration (4.69 to 

5.24 moles/kg-rock) is significantly less than for the noncoupled case (3.0 to 7.24 moles/kg

rock). Regions of the model with the greatest contrast in silica distribution are compressed in 

the noncoupled case, relative to the coupled case, but the most extreme values in both cases 

occur at the repository edges.  

5.5.5 Discussion 

Despite the sensitivity of permeability to silica distribution in the coupled case, the 

difference in liquid saturation contours between the noncoupled and coupled cases is 

relatively small. The most significant effect on liquid saturation is that the region of lowest 

saturation above and below the repository is expanded by several tens of meters in both 

directions in the coupled .case, thus indicating that dryout is enhanced by coupling. In
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addition and consistent with the dramatic reduction in permeability from silica precipitation, 

the thickness of the region of increased saturation above the repository is significantly 

increased in the coupled case.  
The most significant impact of coupling appears to be the distribution of solids. In the 

coupled case, boiling leads to silica precipitation, and the consequent reduction of 

permeability inhibits gravity-driven water reflux, which causes an increase of liquid 

saturation. As the system develops, the amount of precipitation in the vicinity of the 

repository is reduced, relative to the noncoupled case, because of the decrease in fluid flux.  

The net result is that permeability reduction changes the heat-pipe characteristics, which 

limits the amount of periiieability reduction that will occur at steady state. This is numerical 

verification of the dimensionless analysis of heat-pipe characteristics published by Stubos et 

al. (1993a, 1993b). See Chapter 8 for more discussion of steady-state heat-pipe effects on bulk 

permeability.  
The simulations projected the greatest effect of dissolution/precipitation on the 

distribution of silica to occur at the repository edges. In both the noncoupled and coupled 

cases, the regions of maximum dissolution occur in lobes at the edges of the dissolution 

haloes above and below the repository. Between these lobes is the region of maximum 

precipitation of silica. This relation appears to reflect the interplay between gravity-driven 

drainage and flow of water across temperature contours.  

5.5.6 Conclusions 
The principal objective for the simulations presented in this section was to evaluate the 

use of the FEHM code to simulate coupled THC processes on the repository scale for simple 

chemical systems. The results show that such simulations are possible, and there is no reason 

beyond computational effort they could not be performed at different scales or with higher 

dimensionality.  
The results of the simulations place bounds on repository evolution for two extreme 

cases: the case in which TH and thermochemical (TC) processes are not coupled, and the case 

for which TH and TC processes are strongly coupled using a log-linear relation. These 

conditions are simplistic representations of the processes expected to occur during TH 

evolution of the proposed repository.  
The simple, one-component chemical system does not completely represent the chemistry 

of Yucca Mountain tuffs, and more complex water compositions and mineralogical relations 

are needed for additional realism. Considerably more computational effort will be required 

when additional components and reactants are incorporated.  
The simulations conducted here show that, during thermal evolution of the repository, if 

no competing reactions occur (which is unknown), fluid and solute movement will result in 

precipitation of silica near the repository. This will tend to isolate the repository from 

ambient percolation, but might also lead to "bathtub-ring" effects if water enters the 

emplacement drifts.  

5.6 Thermohydrochemical Alteration of Flow Pathways Above 

and Below the Repository 

by John J. Nitao 

The interaction between TH and geochemical processes is an important facet of near-field 

behavior that has only recently been modeled. In earlier work, Robinson and Glassley (1995) 

used the ECM to simulate silica dissolution and precipitation around an idealized disk
shaped repository model. Otherwise, there has been relatively little investigation of TH and 
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geochemical coupling around a UZ repository. Robinson and Glassley's (1995) calculations 

predicted little silica precipitation around the repository. However, the ECM cannot 

distinguish between precipitation in the fractures and that in the matrix. In the ECMK it is 

relatively difficult for precipitated minerals to significantly plug the pore space because of the 

relatively large vroid volume of the bulk single continuum. Fractures, on the other hand, can 

be plugged more easily because of their small volume; yet, fractures play a key role in the 

movement of gas and liquid phases around the repository. The DKM used in this modeling 

effort alleviates some of the limitations of the ECM by considering the matrix and fractures as 

two connected, yet distinct, porous-medium effective continua.  

In this section, calculations are presented for a coupled TH and geochemical reactive

transport system around a single drift. (Reference cases for investigation of coupled processes 

in the NFIAZ Models Report are visually depicted and linked in the presentation on the CD

ROM that accompanies this report.) Most of the fractures in the UZ at Yucca Mountain can be 

grouped according to whether they are of predominantly calcite mineralogy or of silica 

mineralogy; this work focuses on the silica system.  

5.6.1 Introduction 
Silica minerals at the repository horizon consist primarily of cristobalite, with smaller 

amounts of other minerals such as quartz. Therefore, dissolution of cristobalite and quartz to 

aqueous silica is expected to be a key reaction mechanism. Laboratory data are available for 

dissolution of these minerals, but the modeling of silica precipitation is problematic. Silica 

may precipitate as a variety of minerals, including chalcedony and amorphous silica.  

Precipitation to quartz is not observed in nature except at high temperatures (which 

significantly exceed the ambient boiling point of water at Yucca Mountain) despite the fact 

that the solubility of silica, with regard to quartz; is significantly lower. The much higher 

surface energy of quartz compared to, say, amorphous silica is thought to act asa kinetic 

barrier (Steefel and Van Cappellen, 1990) to nucleation.  

The work reported here is only a first step in understanding the reactive-transport 

mechanisms of the complex mineralogy found in nature. To reduce the complexity of the 

problem, cristobalite and quartz are first considered as the mineral phases modeled. Then a 

cristobalite, quartz, and amorphous silica system is considered. In the future, other mineral 

phases will be considered. In the cristobalite-quartz model, precipitated silica is primarily 

quartz because of its lower solubility. To account for the often-observed abundance of 

amorphous silica, calculations are also performed with amorphous silica where precipitation 

of quartz and cristobalite are turned out.  
The following reactions are considered in this simple silica-cristobalite-quartz system 

SiO2(cristobalite) 4 Si02(aqueous) (Eq. 5-55).  

SiO2(quartz) € SiO2(aqueous) (Eq. 5-56) 

SiO2(amorphous sica) • SiO2(aqueous) (Eq. 5-57) 

The temperature-dependence and kinetic nature of these reactions and their effect on 

permeability are important issues that need to be considered in modeling altered conditions 

around the repository.  
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Some important'features of the silica-cristobalite-quartz system are listed here to help 

interpret the results of the current model. However, because several important silica minerals 

were not considered for this report, some of the following observations may not be applicable 

to the actual system at Yucca Mountain.  
a Precipitation rates are, in general, much faster than dissolution rates. There is a 

significant lag in the dissolution of silica due to the flow of silica-undersaturated fluid.  
a The solubility of silica as it goes to either cristobalite, quartz, or amorphous silica 

increases with temperature. Therefore, silica-saturated fluids will precipitate silica as 

it is transported from regions of hotter temperatures to regions of cooler 
temperatures.  

0 The solubility of silica-quartz is lower than that for the silica-cristobalite reaction.  

Therefore, in a dosed cristobalite-quartz system, the cristobalite will dissolve, and 
aqueous silica will eventually precipitate to quartz.  

a The dissolution rate constants for both reactions increase significantly with' 

temperature. The rate constant for cristobalite increases by a factor of about 270 from 

25* to 100°C, whereas the rate constant for quartz increases by a factor of about 1200.  

Therefore, a significant increase in dissolution rates is expected in regions that have 

aqueous fluid present and that are heated by the repository.  

5.6.2 Description of Coupled-Process Phenomena 

The phenomenology of TH processes has been described in Chapter 3. One of the most 

notable features is the likely existence of gravity-driven heat pipes above the repository. In a 

heat pipe, water vapor driven outward through fracture pathways by gas pressure, either 

from steam generation or buoyant gas convection, will condense and travel downward by 

gravity, only to reboil as it approaches the superheated repository zone. The length of heat 

pipes can be many tens to hundreds of meters, depending on thermal design parameters of 

the repository.  
From the perspective of the aqueous phase, condensation can be viewed as a source term 

of liquid water with no dissolved silica. When mixed with water already present, the 

condensed liquid water can lead to an undersaturated solution.  
As the condensate liquid flows down the heat pipe through fractures, silica polymorphs 

will be dissolved along fracture walls until the fluid becomes silica-saturated. If the fluid 

happens to flow around the sides of the drift, it will eventually reach cooler regions, causing 

some of the silica to precipitate. It instead, the fluid reaches the upper edge of the 

superheated repository zone, it will evaporate, acting as a sink term for liquid water. Silica 

concentrations will increase, resulting in silica saturation and precipitation.  
From the preceding conceptual model, increased fracture apertures would be expected 

where the condensate zone has swept past. However, the greatest region of aperture increase.  

is expected to occur where the condensate zone is almost stationary during the quasi-steady 
heating period characterized by a more-or-less stable heat pipe.  

The approximate degree to which silica can precipitate in fractures can be demonstrated 
by the following "back-of-the-envelope" calculation. Consider the approximately tabular 

zone of refluxing over a 57-kW/ acre repository. The specific mass flux (kg/s-ren) of 
condensate in the heat-pipe region above the repository is approximately equal to 
q, = qH/ 2h1,,, where qH = 14 W/m 2 is the areal heat flux over a 57 kW/acre repository, and 

hl1, = 2.3 x 1U' J/kg is the specific enthalpy of vaporization of water at the nominal boiling 

point at the repository elevation. Therefore, we have q, = 3.0 x 10" kg/s-m". If it is assumed 
that the condensate is saturated with silica, the flux of silica entering the boiling zone is equal 

to q,. = oqw, where ) = 7.8 x I0" is the mass fraction of silica in the liquid phase saturated K.  
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with respect to cristobalite at the boiling point of water. Hence, q~u,, = 2.34 x 10•. kg/s-mr.  

Because the mass density of the various silica polymorphs is around p. = 2 to 2.6 x 10 kg/rm3 , 

the rate of volume increase in silica precipitate, per unit area, is dVldt = q../m = 9.0 x 10" 

mr/s = 2.8 x 10' mr/yr. For sake of argument, suppose there are approximately 3 parallel, 

100-micron aperture. fractures per meter, giving a fracture porosity of of = 3 x 10'. Now, if the 

precipitation occurs mostly within fractures, the region of the rock mass potentially filled by 

precipitate increases at a significant rate of dz/dt -I i/A dV/dt = 1.0 mr/yr. As the heat decays, 

the rate of increase will decrease proportionately from this value. Significant zones-of.  

precipitation can, therefore, occur over the several hundred- to several thousand-year span of 

the refluxing period.  
The preceding analysis assumes that the condensate entering the boiling zone is silica

saturated. Further analysis has found that the dissolution of silica from the fracture walls 

does not occur fast enough to justify this assumption. In fact, it can be shown that, if only 

dissolution in the fractures is assumed, the rate of growth of the precipitation'zone is equal to 

dz/dt = ka, L/p4b, where k is the dissolution rate (kg/ s-m" )of the silica polymorph, a, is the 

relative surface area of silica on the fracture walls, L is the length (W) of the refluxing zone, 

and b is the fracture half-aperture (W). Substituting values of k = 4 x 10"' kg/s-m2 for 

cristobalite dissolution at boiling temperatures, taking a, = 0.30, L = 100 m, and b =-50 lgm, one 

obtains dz/dt = 3.4 x 10- m/yr, which amounts to approximately 3.4 m in 10,000 yr, slower by 

several orders of magnitude than observed in the simulations. However, this particular 

estimate does not include matrix-to-fracture diffusion. Molecular diffusion of aqueous silica 

from the pores of the matrix to the fracture is significant because the fracture has such a small 

volume compared to the pore volume of the matrix. The matrix becomes a source of aqueous 

silica, thereby increasing the effective surface area of the silica exposed to the condensate as it 

travels down the heat pipe and raises the silica concentration to saturated levels. Thus, if 

matrix diffusion is included, the assumption of saturated silica concentrations in the analysis 

of the previous paragraph is a good one. (Of course, the computer simulations presented later 

do not make this assumption; they calculate silica concentrations taking into account all of 

the relevant processes.) 

5.6.3 Mathematical Model for Reactive Transport 

The mathematical model for TH processes is presented in Chapter 3. The mathematical 

model for reactive transport used in performing this simulation is given here. A first-order 

reaction rate (mol/s-m3) formula was used for dissolution and precipitation: 

r.. = -ak (1 - n i K.), y = cristobalite, quartz (Eq. 5-58) 

where the rate constant is given by the Arrhenius relation 

k- kroexp{-E / RTI /exp(-E / RT0 I (Eq. 5-59) 
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and the symbols are defined as follows: 

n - mole fraction of silica 

T = absolute temperature (K) 

k=o - reaction rate constant (mol/s - Mn2 ) at T =To 

E = activation energy U/mol) 

R = the gas constant U/K - mol) 

a = mineral specific surface area (m2/m 3 ) 

K, - equilibrium constant 

The constant k,, depends on whether dissolution is occurring (if n < K-) or precipitation is 
occurring (if n > K). It was found that, in region* of high evaporation (e.g., the refluxing of 
the heat pipe), the solution becomes extremely supersaturated, and the first-order law does 
not precipitate minerals fast enough; instead, it predicts unrealistically high concentrations.  
In the study of the quartz-cristobalite system, a precipitation constant that is three orders of 
magnitude times the dissolution constant was used to remedy this problem. For the system 
with amorphous silica, an improved approach was used; in this approach, the precipitation 
rate was multiplied by a nonlinear factor equal to the cube of the ratio n/Ky. This ratio is a 
measure of supersaturation that is equal to unity during equilibrium, but that increases with 
the degree of supersaturation.  

The specific mineral surface area was assumed to be of the form 

amao(9/1 0 )21 3 , if r" >0 (Eq. 5-60) 

where 0 is the volume fraction, and 9,, is the initial volume fraction. The functional 
dependence of the equilibrium constant on temperature was of the form 

Y 7 B-BTa . (Eq. 5.-61) 

where Tc is temperature in degrees centigrade. The transport equation of aqueous silica is 

d[o, ]- _+ -Mr, (Eq. 5-62) 
lit 
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where the following symbols are Used: 

t = time (s) 
* = porosity 

CO = mass fraction of aqueous silica 

S1 = liquid phase saturation 

p.,'= liquid phase mass density (kg/m 3 ) 

q, = specific liquid phase mass flux (kg/m ) 

r = liquid phase tortuosity factor 

D = diffusion coefficient (m2 /s) 

M = molecular mass of silica (kg/mol) 

The mineral dissolution-precipitation equation is 

°Pme = Mr. (Eq. 5-63) 

where pis the mass density of the mineral, and 0. is its volumetric fraction. The resulting 

porosity change is given by 

o100 -(Eq. 5-64) 

K-i The capillary pressure in the fracture and matrix continua were assumed to scale 

inversely with porosity, 
P, /P~o •#019.(Eq. S.-65) 

The intrinsic permeabilities in the fracture and matrix continua were assumed to scale as the 

cube of the porosity 

k/kO = (0/00)3 (Eq. 5-66) 

In the case of fractures, Eq. 5-65 is equivalent to cubic law if the fracture aperture is assumed 

to vary linearly with the porosity of the fracture continua.  

The van Genuchten formula was used for the capillary pressure and relative permeability 

curves of the fracture and matrix. The van Genuchten m parameters for capillary pressure 

and relative permeability curves, as well as the residual saturation, are kept fixed with 

respect to changes in porosity. The hydrologic parameter values used are primarily from the 

July 1997 TSPA-VA Base Case as given in Table 3-5 and Table 3-6 of this report. One of the 

simulation cases that will be described is from the December 1997 "Modified TH" property 

set given by Table 3-9 through Table 3-11 iri this report.  
The parameters used for modeling the cristobalite reaction are shown in Table 5-7, and 

those for quartz are shown in Table 5-8.  
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Table 5-7 Cristobalite dissolution base-case parameter values 

Parameter Value Unit +

p, 2.33 x 103 kg/m' 

"3.16 x 10" mol/m'-s 

B, 1.73 x 10"4 

Cry 1.584 

T" 298.15 K 

£ 6.91 x 10' J/mol 

a, 9.42 x 10' mrlm' 

0, 0.30 -

The initial specific surface area a0 was that for spheres with a radius of 10 microns 

multiplied by the relative composition of the mineral, which is assumed to be equal to its 

initial relative volume 66.  

Table 5-8 Quartz dissolution base-case parameter values 

Parameter Value Unit 
pT 2.65 x WO kg/&' 

S1.26 x 10" mol/m& -s 

B, 2.03 x 104 

OT 1.853 

To 298.15 K 

E 8.75 x 10' Ji/oI 

1.57 x 10' mr1m' 

0° 0.05 

5.6.4 Numerical Solution of Coupled Equations 

In this application, the coupled TH and reactive-transport equations are solved by the 

NUFr code in a sequential manner for computational efficiency. Each solution cycle proceeds 

as follows. First, the TH equations are solved over a single time step. Next, the reactive

transport equations are solved using time steps that are equal to or smaller than the TH time 

step. The use of smaller time steps reflects the fact that time constants for reactive transport 

are often smaller than those for thermohydrology. Time-linear interpolated values based on 

the beginning and the end of the TH step are used for the flux cq, mass density pi, saturation 

S, and temperature T fields in the reactive-transport model. The reactive-transport model is 

solved in this manner until it reaches the end time of the TH step. The simulation then passes 

the calculated porosity field to the TH model, which begins its next time step, as shown in 

Figure 5-30. The cycle is repeated until the ending simulation time is reached.
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Both the TH and reactive-transport models have automatic time-stepping for controlling 

the changes in the solution variables. For this simulation, the transport time steps were about 

an order of magnitude smaller than the TH time steps. A complete simulation run out to 

900,000 yr requires about I to 1.5 hr of CPU time on a Sun UltraSparc II workstation with a 

300-MHz processor.  

Figure 5-30 Passing of parameter fields during the sequential solution of the TH and 

reactive-transport models 

5.6.5 Drift-Scale Simulation 

5.6.5.1 Model Description 
The model domain contains a single drift within a 2-D columnar section of. Yucca 

Mountain extending vertically from the water table to the ground surface. The geometry, 

gridding, and boundary conditions are identical to those of the 14c2 model described in 

Section 3-5 of this report. The lithology of the column is shown in Figure 3-13(b). The WP 

depth is approximately 387 m from the ground surface. The heat output is from the TSPA-VA 

base-case design shown in Table 3-24. The DKM was used to model the 2-D fracture-matrix 

system.  

5.6.52 Point-Load Base Case 

The simulation referred to as the base case here is the point-load TSPA-VA base case, 

which has 16 mmn/ yr of infiltration for the 14c2 column. The drift spacing is 28 m.  

Figure 5-31 and Figure 5-32 show the relative porosity change (defined as the ratio of the 

porosity to the initial porosity) at 1000 yr and the sensitivity to the reacting mineral surface 

area. Figure 5-31 shows results for the fractures, and Figure 5-32 shows results for the matrix.  

Three different surface areas are considered: (a) 0.01 times the base-case surface area 

(0.01 x As), (b) 1 times the base-case surface area (1 x Aj), and (c) 100 times the base-case 

surface area (100 x As).  
Figure 5-31 shows significant precipitation of silica above and to the sides of the drift in 

all cases; it is caused by the drying of silica-laden condensate from the heat pipe. The fracture 

aperture has been reduced by approximately two orders of magnitude; therefore, assuming 

the cubic law, the permeability has been reduced by six orders of magnitude. The location of 

the precipitation zone, or cap, is essentially swept by the superheated region as it passes 

through on its outward and inward movement. Because no significant refluxing occurs below 

the repository in the absence of a gravity-driven heat pipe, there is no precipitation zoning 

there. A capillary-driven heat pipe exists, but, because of the low permeability of the matrix, 

any precipitation that arises appears to be very small.  

Figure 5-31 Relative change in fracture porosity (ratio of the porosity to the initial 

porosity) at 1000 yr for base case properties and point-load reference design 

(corresponding to reference Case 1) and incorporating dissolution and 

precipitation of quartz and cristobalite 

Figure 5-32 Relative change in matrix porosity (ratio of the porosity to the initial 

porosity) at 1000 yr for base case properties and point-load reference design 

(corresponding to reference Case 1) and incorporating dissolution and 

K.>' precipitation of quartz and cristobalite 
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Although the 0.01 x A, and 1 x A, cases are quite similar, significantly more precipitation 

nearly encompasses the drift. Also note the increased porosity above the precipitation .cap 

from mineral dissolution caused by the condensation of liquid water. The precipitation cap 

protruding downwards in the pillars midway between adjacent drifts is caused by gravity 

drainage of condensate.  
For the 0.01 x A, case in Figure 5-31(d), there is very little vertical porosity change in the 

fractures, except around the repository. As shown in Figure 5-31(e), noticeable mineral 

dissolution in the fractures occurs at the upper condensation zone for the 1 x A, case. In the.  

100 x A, case shown in Figure 5-31(f), there is significant dissolution in the fractures over the 

entire UZ with very large porosity increases in upper condensate zone. Significant porosity 

changes are also observed below the repository.  
As shown in Figure 5-32(a) and Figure 5-32(d), changes to the matrix .porosity are.  

negligible for the 0.01 x A, case, except for slight porosity increases occurring below the 

repository around the area of the basal vitrophyre.  
In Figure 5-32(b), (c), (e), and (f), the 1 x A, and 100 x A, cases have qualitatively similar 

porosity changes, with increase in porosity occurring primarily in the basal vitrophyre areas 

and above the repository where there is a gravity-driven heat pipe.  

As discussed earlier, the precipitation of silica to quartz is not observed in nature except 

at temperatures much higher than that of the ambient boiling point of water at Yucca 

Mountain. In a sense, this system substitutes the precipitation to other minerals (e.g., 

amorphous silica) with the precipitation to quartz. Any differences resulting from the 

difference in volume between the two minerals has been neglected. To interpret the 

simulation, it is important to understand the reaction kinetics of this idealized system.  

Because the solubility of quartz is less than that of cristobalite, cristobalite has a tendency to 

transform to quartz resulting from the dissolution of cristobalite and precipitation of quartz.  

At room temperature, this process increases significantly as temperature increases.  

Figure 5-33(a) shows the volumetric fraction of quartz in the fracture-porous-medium 

continua. Most of the precipitate that forms above the drift is quartz. In reality, the precipitate 

will most likely be in the form of other types of silica-based minerals. Figure 5-33(b) shows 

the same plot for the volumetric fraction of cristobalite. Most cristobalite precipitation occurs 

at the pillars, possibly because precipitation there is not so much from drying as from the 

movement of condensate downwards to cooler rock regions. Not shown is the eventual 

transformation of cristobalite over most of the UZ to quartz, which is significantly accelerated 

by repository heat.  

Figure 5-33 Mineral volumetric fractions of quartz and cristobalite in the fracture plane 

at 1000 yr for the base case (corresponding to reference Case 1) 

Figure 5-34(a) shows the temperature at 1000 yr for the 1 x A, case. The boiling point of 

water under ambient conditions at the repository is approximately 96°C. However, the slight 

increase in pressure caused by the boiling of water elevates the boiling point slightly. Above 

the repository, the temperature is flat over some distance, as expected in a heat pipe. The 

location of the upper boundary of the superheated zone is the end of the heat pipe, and 

temperatures there start to climb toward the repository, This point is approximately the 

upper boundary of the precipitation zone. The temperature is flat below the drift as well. The 

vertical extent of this lower heat pipe is only 30 m tall, as opposed to the upper heat pipe, 

which is 200 m tall. This lower heat pipe is not present with silica reactive transport With 

reactive transport, the upper heat pipe is shorter because of the decreased fracture 

permeability in the region just above the drift. Heat can. only flow there by conduction; 

therefore, a temperature gradient must be present. To compensate for the loss in heat-transfer 
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efficiency above the drift, more heat must flow downward toward the water table. Evidently, 

this additional heat creates the observed lower heat pipe. Figure 5-34(b) shows the log base 10 

of the fracture permeability (ma). The initial fracture pdrmeability at the repository unit was 

9.1 x 10-" mn. In the precipitation cap, the permeability has decreased to about 10"-i 2.  

Figure 5-34 Base-case (corresponding to reference Case 1) conditions at 1000 yr 

.Figure 5-34(c) shows the liquid saturation in the fracture continuum at 1000 yr. At this 

time, the boiling region has come back to the drift, along with a rewetting saturation front in 

the matrix and fracture. The high saturation in the precipitation cap is caused by the 

increased capillary in the fracture due to the inverse scaling with aperture, as applied by the 

model. Figure 5-34(d), representing the liquid saturation inthe matrix at 1000 yr, clearly' 

shows the return of the wetting front to the drift. Although the region around the drift is not 

dry, a heat pipe of approximately 200 m remains above the drift, and a much shorter one 

remains below the drift. Figure 5-34(e) is contour plot of gas pressure at 1000 yr. There is a 

slight, but noticeable, gas-phase pressurization below the precipitation cap.  

Figure 5-35 compares the WP temperature history for the case with and without silica 

reactive transport Before the peak, the temperatures for the two cases are close together; after 

the peak, the reactive-transport case is slightly higher because the precipitation cap retards 

the action of the heat pipe during the time when the rewetting front reaches the drift. The 

relative humidity time history for the WP is shown for the two cases in Figure 5-35(b). Once 

again, the two curves are quite similar. Figure 5-35(c) is the liquid saturation time history in 

the rock just above the crown of the drift. During the drying period, which takes place from 

0 yr to approximately 250 yr in this case, the saturation is slightly lower for the reactive

transport case. After 250 yr, the rewetting front returns noticeably earlier in the reactive

K,..-' transport case.  

Figure 5-35 (a) Temperature history of the WP with and without silica reactive transport, 

(b) relative humidity on the WP, and (c) liquid sAturation in the rock above 

the drift crown 

5.6.5.3 rime Evolution of the Precipitation Cap 

To better understand the time evolution of the formation of the precipitation cap, 

Figure 5-36 through Figure 5-40 show fracture porosity change, temperature, matrix liquid 

saturation, and fracture liquid saturation at 100, 500, 1000, 5000, and 9 x 10' yr for the 1 x A, 

base case.  

Figure 5-36 Base-case (corresponding to reference Case 1) conditions at 100 yr 

Figure 5-37 Base-case (corresponding to reference Case 1) conditions at 500 yr 

Figure 5-38 Base-case (corresponding to reference Case 1) conditions at 1000 yr 

Figure 5-39 Base-case (corresponding to reference Case 1) conditions at 5000 yr 

Figure 5-40 Base-case (corresponding to reference Case 1) conditions at 900,000 yr 
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As shown by the matrix saturation in Figure 5-36(c), the dryout zone at 100 yr extends to 

only a few meters around the drift. Depending on the heat load. and infiltration rate, this zone 

can, in some cases, be much larger. The zone where most of the water boils is in the steep

saturation-gradient region around the drift. In Figure 5-36(a), the precipitation cap occurs 

within that region.  
As shown in Figure 5-37(a), the precipitation cap has increased at 500 yr. In Figure 5-37(c), 

the water has come back toward the drift, especially in the region above the drift. From 

Figure 5-37(b)i most of the region around the drift is above boiling, and ongoing two-phase 

refluxing brings silica-rich condensate toward the drift area where it precipitates. In 

Figure 5-37(d), the liquid saturation within the precipitate cap region is very large because of 

the large capillary there, but the absolute amount of water is very small because of the small 

porosity of the fracture in the cap.  
Figure 5-38(a) shows that at 1000 yr the precipitate cap has grown even further.  

Figure 5-38(c) shows almost complete rewetting above the drift.  
At 5000 yr, the precipitation cap shown in Figure 5-39(a) has about reached its maximum 

size. Figure 5-39(c), representing the matrix saturation, shows that the wetting front has 

arrived at the drift walls. However, as shown in Figure 5-39(b), the temperatures around the 

drift are above the boiling point so that some two-phase refluxing occurs.  
At 900,000 yr, Figure 5-40(a) shows the result of the slow dissolution of the precipitation 

cap as infiltration flows down fractures. Because of the geothermal gradient included in the 

model, the temperature increases slightly with depth. The solubility of quartz and cristobalite 

increases with temperature so that the infiltration reaching the repository level can be slightly 

undersaturated in silica. Most of the dissolution appears to occur in the rock along the sides 

of the drift.  

5.6.5.4 Effect ofInfiltration 
Figure 5-41 shows the relative porosity change in the fractures at 1000 yr for the I x As 

base case, but with the infiltration rate reduced by a factor of one-fifth from 16 mm/yr to 
3.2 mrm/yr. The lower infiltration rate allows for a larger boiling region so the boiling regime 

is more horizontal and higher above the repository. The impact is a precipitation cap that is 

-less arched and less formation of precipitate below the drift elevation. The overall volume of 

the precipitation cap appears to be nearly the same, however.  

Figure 5-41 Relative change to fracture porosity at 1000 yr for the base case with 
infiltration reduced by a factor of 1/5 (corresponding to reference Case-2) 

5.6.5.5 Effect of Hydrological Parameters 

Figure 5-42(a) shows the relative porosity change in the fractures for the I x As base case 

at 1000 yr, but the December 1997 "Modified TW" property set given in Tables 3-9 through 

3-11 of this report is used instead. Notice that the precipitation cap entirely surrounds the 

drifts. This property set has, among other differences, a higher fracture capillarity. Thus, the 

gravity-driven fingers of precipitate between drifts seen in the base case are now pulled in 

the horizontal direction. In Figure 5-42(b), the precipitation cap at 10,000 yr has grown to a 

substantial thickness.  

Figure 5-42 . Relative change to fracture porosity for the base case using hydrologic 
properties from the December 1997 "Modified TH" property set 
(corresponding to reference Case 3) 
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5.6.5.6 Line-Load Case 

Also considered was the 57-MTU/acre, line-load case with 85-m drift spacing. The heat 

load is twice as linearly concentrated, compared to the base case. Figure 5-43(a) shows the 

relative fracture porosity change at 1000 yr for 3.2-mm/yr infiltration with I x As mineral 

surface area. The combination of line-load and lower infiltration flux allows for the boiling 

zone to extend away from the drift at 1000 yr. The result is a distinctly semicircular 

precipitation cap that is different from the previous one for the base case. Note that the cap 

does not coalesce between drifts, but can allow for drainage between drifts.  

Figure 5-43 Relative chanige to fracture porosity at 1000 yr for the line-load case 

(corresponding to reference Case 5) 

Figure 5-43(b) shows the same case, except that infiltration flux is increased to 16 mrm/yr.  

The higher infiltration flux reduces the radial distance of the boiling zone around the drift.  

Therefore, the radius of the precipitation cap is correspondingly diminished. Additional 

numerical'studies will be conducted to determine whether the thick, bulbous segment of the 

precipitate cap above the drift is real or is an artifact of low grid resolution. In any case, the 

general trend of the lateral extent of the cap on infiltration flux is dearly evident.  

Now described are simulations that include amorphous silica with cristobalite and 

quartz. The precipitation of cristobalite and quartz is turned off to allow for amorphous silica 

precipitation, which is often observed in the field. Parameters for amorphous silica were from 

Rimstidt and Barnes (1980). Parameters for cristobalite and quartz are the same as in the 

previous runs and were found to be numerically close those in Rimstidt and Barnes, given 

the experimental errors involved, especially for measurements at low temperatures.  

Figure 5-44(a) shows the relative porosity change in the fractures at 100 yr for the base

case point load (16 mmm/y infiltration rate). The precipitation of amorphous silica occurs over 

two regions: as the formation of a relatively thin arch above the drift and as rectangular zones 

at the drift pillars below the depth of the drifts. The latter zones arise from precipitation of 

silica as condensate drains to the cooler regions rather than from evaporation of water, as is 

the case for the precipitation at the arch. Figure 5-44(b) shows the relative porosity change in 

the fractures at 1000 yr. The arch has increased because of refluxing above the drift. However, 

there are now "dissolution channels" where infiltration and condensate flux can flow down 

along each side of the drift. The location of the channels is determined by the fact that there is 

a relatively thin region of precipitate between the rectangular pillar zones and the drift.  

Above the drift, dissolution cannot not occur because precipitation is continuing to form by 

refluxing of the gravity-driven heat pipe. Figure 5-44(c) shows the relative porosity change in 

the fractures at 10,000 yr. The dissolution channels become partially plugged as temperatures 

cool and silica is transported from above the arch to the channels.  

Figure 5-44 Relative change to fracture porosity for the base case (corresponding to 

reference Case 1) only, allowing precipitation of amorphous silica 

The 57-MTU/acre line-load case (16 mm/y infiltration rate) with 85-m drift spacing is, 

considered next. Figure 5-45(a) shows the relative porosity change in the fractures at 100 yr.  

There is a considerable difference compared to results for the point-load case. The initial 

refluxing zone is established further from the drift, leading to the formation of a wide 

precipitate arch, or cap; Figure 545(b) shows, at 1000 yr, the same arch but with two vertical 

arms hanging down at its ends. These arms are from silica precipitation as condensate drains 

down the tips of the arch to cooler regions of the rock. The precipitation zone above the drift 

K> has thickened as refluxing in the boiling zone moves closer to the drift. Figure 5-45(c) 
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illustrates the relative porosity change in the fractures at 10,000 yr and shows that the arch 

has further thickened above and to the sides of the drift. Note that the fractures in the pillar 

region remain open, allowing for drainage of any increases in infiltration.  

Figure 5-45 Relative change to fracture porosity for the line-load (corresponding to 
reference Case 5) only, allowing precipitation of amorphous silica 

5.6.5.7 Conclusions and Potential Ramifications 

A new and unique capability has been developed for. numerically modeling coupled TH 

and geochemical phenomena in a fractured rock mass driven by repository heat. Although 
the geochemistry is idealized, this model 'can be used with other geochemical modeling 
methods to analyze more detailed processes. In particular, the flow field from this model will 
be used, but with more sophisticated geochemistry, as input to other models that do not have 
TH flow capabilities. Future studies will include modeling of the calcite system.  

The preliminary modeling study presented here illustrates how geochemical phenomena 
can potentially alter the multiphase fluid flow field and vice versa. The consequences to 
repository performance may be substantial. Reduction in fracture aperture around the drifts 
may' lead to reduced seepage into the drifts. However, at high heat loads with close drift 
spacing, the region in which there is precipitation in the fractures will probably be-of 
significant lateral extent in the repository horizon, possibly leading to perched condensate in 
some locations. One of the advantages of the line-load thermal design is that the regions of 
precipitation are less likely to coalesce between drifts, thereby allowing condensate to drain 
between drifts. Moreover, precipitation in the fractures will tend to occur over regions of high 
refluxing such as over hotter WPs rather than over regions of low refluxing such as over 
cooler WPs. Thus, spatial flux conditions caused by heating heterogeneity is potentially 
further increased by geochemical changes. These considerations emphasize the importance of 
the role of engineering design in increasing the likelihood that geochemrical changes will 
enhance rather than detract from repository performance.  

Another potential impact is the change in the transport and flow properties below the 
repository. According to this preliminary modeling study, most of the alteration within 
fractures may be expected to occur above and to the sides of the drifts. However, if the 
capillary pressure in the fractures is sufficiently strong, as demonstrated in one of the 
property sets that was modeled, an alteration can also be present below the drifts. In many of 
the modeled cases, significant porosity changes in the matrix were, indeed, present below the 
repository.  

5.7 Drift-Scale THC Scoping Calculations and Alteration of Flow Pathways 
Above and Below Repository Drifts 

by William Glassley 

The purpose of the work presented in this section is to document the sensitivity of 
mineral development to differences in temperature and thermally influenced liquid flux. This 
study provides preliminary bounds on the nature and extent of mineralogical change within 
the AZ and the extent to which these changes are sensitive to TH rock properties, 
configuration of heat sources within emplacement drifts, and coexisting gas composition.  
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5.7.1 Introduction 
The region considered is a vertical cross-section through the mountain from the ground 

surface to the top of the saturated zone (approximately 725 m). The horizontal distance 

extends 15 to 30.m from a hypothetical emplacement drift center, depending on the case 

considered (see Chapter 3 for descriptions of the reference cases). This volume of rock was 

chosen for consideration to establish the extent of mineral alteration during heating of the 

repository block.  
For each case considered, arrays of values for the horizontal and vertical flux vectors for 

the liquid fracture flux, fracture saturation, and the temperature were extracted at time steps 

of 10, 100, 1000, and 10,000 yr. These data were extracted from NUFT line-averaged-heat

source, drift-scale thermohydrologic (LDTH) simulations for the reference cases (Chapter 3).  

The flux values at each time step were multiplied by the saturation values to estimate mass 

flux in an equivalent, saturated fracture continuum such that proportional effects of chemical 

processes on hydrologic properties would be comparable to partially saturated conditions 

predicted by NUFT.  
Reactive-transport simulations were conducted using the code GIMRT (Steefel and 

Yabusaki, 1996) to investigate key processes at each of the time steps-10, 100, 1000, and 

10,000 yr-assuming that the temperature and flow fields at each of these time steps would 

remain the same for a 10-yr period. Mineral development during each 10-yr period was 

examined after 1, 5, and 10 yr of reaction. The simulations were carried out using a 

rectangular mesh with uniform cell dimensions of 0.5 m horizontally and 16 m vertically.  

These dimensions were selected to allow evaluation of the large-scale features that will affect 

porosity-permeability structure and chemical-mineralogical evolution within the AZ. Finer 

meshes will be used in future simulations to evaluate local characteristics of AZ evolution.  

K.' The approach just outlined permitted evaluation of the sensitivity of secondary mineral 

development to differences in flow fields resulting from different TH properties and heating 

scenarios used in four of the reference cases. The consequences of permeability modification 

by dissolution and / or precipitation effects are not incorporated by this approach.  

Also considered was the effect of varying the CO. content of the gas phase coexisting with 

condensate. Analyses of in situ pore gas from the UZ at Yucca Mountain (Yang et al., 1988) 

indicate that the pore gas has COQ contents that are elevated, relative to atmospheric values, 

bv a factor of 1.5 to 3. Measurements of gases taken to establish the pore-gas baseline for the 

Dirift-Scale Test (DST) also indicate the level of CO, is elevated relative to atmospheric values.  

In addition, the host rock at Yucca Mountain contains a minor amount of CO. in the gas 

phase and about 10' times as much in matrix pore water as dissolved inorganic carbon (DIC).  

CO. has been extracted, using published methods, from preserved core samples by 

distillation at temperatures as high as 200*C (Davidson et al., 1995). The extraction results 

have shown that CO, is more abundant thin might be expected. One set of extractions is ' 

summarized in Table 5-9, which shows that if the total carbon yield is equated to DIC, then 

the equivalent pore water bicarbonate concentration is 2 to 10 times that obtained using 

Henry's Law with a pore gas CO, partial pressure of 10- atm, and assuming near-neutral pH.  

Similar observations were reported by Yang et al. (1996) and Davidson et al. (1995): The 

carbon samples described in Table 5-9 were analyzed for carbon isotopes and found to 

contain 45% to 105% modern carbon, which is comparable to the UZ pore gas at Yucca 

Mountain. There are several candidate explanations for the abundance of CO,* including 

pH >8.5 in the matrix pore water and sorption of bicarbonate at the water-rock interface. For 

this discussion, it suffices that distillation of the tuff matrix produces abundant CO2, and that, 

because of carbonate precipitation during the extraction, the laboratory extractions may 

underestimate the CO, actually present 
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Table 5-9 Carbon dioxide extraction yield from distillation of condensable 
gases from preserved Yucca Mountain core samples 

Dry N1o Wated Carbon Carbon/ As 

Sample ID Mass Yield Rock Yield 1-HO .HCO2 

Borehole/Depth (ft) (kg) (g) (glkg) (mg) (mg/kg)J (mg/kg) 

SD-125691.3-693.3 3.04 125 41.0 9.6 77 393 

SD-7/1810.2-1814.0 2.63 133 50.5 14.9 112 571 

SD-9/1360.1-1363.8 3.07 92 29.9 5.4 59 299 

SD-711131.7-1133.3 2.54 87 34.3 6.2 71 350 
NRG-7/7A/960.2-961.5 3.17 126 39.8 4.3 34 172 

NRG-7/7A386.7-388.0 2.99 81 27.1 2.4 29 148 

SD-7/409.7-412.6 2.56 81 31.8 4.0 49 249 

SD-12/1262.1-1263.8 1.92 58 30.3 2.7 47 239 

Finally, modeling of water compositions obtained from the SHT suggest that condensate 

formation occurs in equilibrium with elevated CO partial pressures (Glassley and DeLoach, 

1997). This suite of data suggests that the effects of different CO2 partial pressures need to be 

considered when doing reactive-transport simulations. Described in this report are 

preliminary simulations that examine this effect.  

5.7.2 Conceptual Model 

Studies in the Exploratory Studies Facility (ESF) have documented that fractures showing 

evidence of water flow in the past consistently are lined by calcite and are accompanied by 

minor quantities of silica polymorphs, alkali feldspars, and clay (Paces et al., 1996; Vaniman 

et al., 1997). The proportions of these mineral phases are not well constrained by field 

observations, but calcite consistently dominates the observed mineral assemblages. On the 

basis of these reported characteristics, the relative proportions of the mineral phases shown 

Table 5-10 were selected to represent water-mineral interaction in fractures.
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Table 5-10 Minerals considered in the simulations, their initial abundances and 

surfaces along the fracture surfaces, and the controlling rate constants and 

respective activation energies for the applicable dissolution reactions 

Initial Volume Rate Activation Surface 

I. " Fraction Constant* Energy Area"

Calcite 9.5e-3

Quartz 
alpha C ris-'o-i-e 

Kaolinite 

K-Feldspar 

Albite 

Mesolite 

Stilbite 

Porosity 

* moles/m'-sec at 25°C 

"kcal/mole 
*** m'/m3 of rock 
n~a. not applicable

1. -4 I 

1.Oe-5 

1.Oe-5 

5.Oe-6 

0.0 

0.0 

0.0 

0.990275

1.0002-11 
f.259E-14 

3.467E-13 

1.000E-13 

1.OOOE-12 

1.000E-12 

3.000E-13 

3.000E-13 

3.0002-13 

fln.a.

10.0
S10.0 20.9 

16.47 

15.0 

13.6 

162 

15.0 

15.0 

15.0 

n.a.

1000.0 

10.0 

100.0 

100.0 

100.0 

100.0 

0.0 

0.0 

0.0 
i ~ .

For all cases, three characteristic regions develop during the TH evolution of the system 

considered here. Directly below the heated region, water vapor will condense at 

approximately the location of the boiling-point isotherm and will drain under the influence of 

gravity toward the saturated zone. This lower zone characteristically has a simple thermal 

gradient going from high temperature near the heated region toward low temperature near 

the saturated zone and has fluid flux vectors that are predominately directed downward.  

A second region accounts for the rock mass between heated areas (i.e., the pillar region).  

The pillar region is assumed to extend tens of meters vertically above and below the 

repository horizon. The thermal conditions in this region will be complex, with highest 

temperatures occurring adjacent to the heated areas in the central portion of the pillar region.  

Fluid flow here may include both water draining from the reflux zone above the heated 

region' and condensate that forms in this region. Fluid flow through the pillar region 

eventually enters the lower zone, in which.water flows under the influence of gravity to the 

saturated zone and down the local temperature gradient.  

Above the heated area, water vapor generated during heating will migrate upward and 

condense in cooler regions. Within this third region, the condensed water will flow, under the 

influence of gravity, back toward the heated region, eventually 'reaching the boiling zone 

where it will vaporize and deposit the solute load it contains. The coupled THC 

phenomenology of that reflux zone cannot be fully simulated with GMIRT code because 

boiling processes are not incorporated in the code. However, with the exception of mineral 

deposition at the boiling front, evolution of this zone can be modeled using the same 

approach as that used for the pillar region. In summary, the regions considered in this report 

are the lower zone of condensate formation and flow below the heated region, the pillar 

region (which also encompasses the lower zone), and the region above the heated drift. This 

approach permits consideration of-the effects of condensate formation and drainage in the 

regions most likely to be affected.  
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Different strategies are followed for modeling these areas. For the lower zone, it is 
assumed that reactive transport was constrained to occur only within the region that extends 
from the lower boiling-point isotherm down to the saturated zone. This provides a realistic 
evaluation of mineral evolution in those regions that will not be affected by condensate 
drainage from above (e.g., the area immediately below the heated drifts).  

A second strategy was implemented to account for condensate formation within the pillar 
region and to evaluate the consequence on mineral development in the lower zone if liquid 
flow traverses a significant path length through the pillar region before entering the lower 
zone. In this second strategy, condensate formation and associated reactive transport are 
allowed to commence above the upper boiling-point isotherm, in the region where 
temperatures are approximately 900C, and at a distance of 7.5 m from the heated drift. This 
"stand-off" distance was chosen to avoid any influence of lateral drainage on mineral 
development so that the observed evolution reflects only that of drainage within the pillars.  

The third strategy allows reactive transport throughout the area and assumes only that 
condensate formation occurred at the 90°C isotherm and that no reactive transport occurred 
in the vicinity of the heated drift where conditions will generally be at or higher than boiling.  
This last scenario allows evaluation of the interplay between fluid movement in the various 
regions.  

5.7.3 Model Input 
Table 5-10 shows the parameters specified as the initial conditions for all reactive

transport simulations. Reaction-rate constants are based on published results or on values 
derived from plug-flow reactor experiments documented previously (Johnson et al., 1997, 
1998) or are estimated.  

The mineral-reactive surface areas are selected to approximate the relative reactive 
surface areas along a fracture surface. The surface-area parameter is highly uncertain and 
probably varies along the surface of fractures both between and within specific lithologic 
units.  

The initial abundances of the mineral phases used in the simulations reflect the.  
approximate relative proportions of these minerals reported in studies of the ESF fracture 
mineralogy (Paces et al., 1996; Vaniman et al., 1997). As with the surface areas, the relative 
mineral abundances actually vary from location to location within a fracture. Sensitivity 
studies will be conducted to evaluate the extent to which modification of the results of this 

Sstudy will result with variation in the surface-area parameters and within absolute and 
relative abundances of the initial mineral phases.  

Because the flux conditions used in.the simulations are those within the fracture system, 
the absolute abundances of the initial mineral phases are selected such that porosity 
modification has little influence on the flow field. The intent is to evaluate the effects on 
mineral developmenL By constraining the system to have initial high porosity and initial low 
mineral abundances, the flux vectors are ensured to remain essentially constant throughout 
the time period for which simulations are conducted. This approach leads to the minimum 
possible mineral development and provides a lower limit to the extent of porosity change 
during reactive transport and a lower limit on the magnitude of mineral growth. The effects 
on the locations of mineral change are probably minimal.  

The initial water composition is assumed to be that of condensate (i.e., essentially, 
distilled water) in equilibrium with a CO, partial pressure of 0.1 bars. This elevated CO2 

partial pressure was selected to account for the effects of exsolution of dissolved gases during 
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heating and boiling of pore water (Arthur and Murphy, 1989; Glassley and DeLoach, 1997; 

Criscenti and Arthur, 1989) and to take into account the apparent elevation of CO2 partial 

pressure in the ambient site pore gases.  
The secondary minerals selected for inclusion in these simulations are those that 

consistently appear in simulations of rock-water interaction involving the fracture 

mineralogy and high-silica rhyolitic rocks (Glassley, 1997; Glassley and DeLoach, 1997). The 

system considered in this study comprises the components CaO.NaO-KO-SiO,-AI3

HO-CO,. Not considered in this suite of simulations are minerals that contain Fe or Mg.  

Although these components account for a small mass fraction of the rock system, they may be 

important in the development of the redox conditions (Fe) and in clay and zeolite formation 

(Fe and Mg). In general, however, it has been found that exclusion of these components, and 

their respective phases, has little impact on the distribution and abundance of the secondary 

mineral phases considered in this study. The principle differences to be expected are that no 
Fe oxide or hydroxide phases will develop in these simulations, and the specific zeolite and 

clay mineral species occurring here (stilbite and mesolite, and kaolinite, respectively) may be 

partially or completely superseded by such species as clinoptilolite, heulandite, mordenite, or 

smectite clays. These 'differences are not significant for the nature and extent of mineral 

alteration and effects on rock TH properties. However, for considerations regarding 

radionuclide transport, these differences in mineralogy may be significant.  

5.7.4 Results 
Although a large number (>100) of simulations has been conducted to determine the 

sensitivity of this system to the variables of interest, description of the entire suite of results is 

beyond the scope of this report. Instead, succinct presentation of the results is attempted by 

comparing results for a selected time interval. Because it was apparent that the largest 

magnitude changes are in the amount of calcite dissolved, the calcite dissolution behavior 

was compared for all cases at all time intervals, and a "standard" time was selected for all 

other comparisons.  
To evaluate the nature of the changes and the rates at which they occur, the results are 

compared for the 1, 5, and 10-yr calcite abundances, Cases 1 and 3, for all time intervals 

(Figure 5-46, Figure 5-47, Figure 5-48, Figure 5-49, Figure 5-50, Figure 5-51, Figure 5-52, and 

Figure 5-53), within the lower zone. In these figures, the abundance of calcite, as a percentage 

of the total solids, is shown. Only the 93% to 95% abundance envelope is shown because it is 

the one that encompasses most of the spatial distribution of the change. Similar results are 

obtained for simulation suites examining the pillar region and the region above heated drifts.

Figure 5-46 

Figure 5-47 

Figure 5-48 

Figure 5-49 

Figure 5-50 

Figure 5-51

Calcite abundance as a function of location for Case I after 10 yr heating 

Calcite abundance as a function of location for Case I after 100 yr heating 

Calcite abundance as a function of location for Case I after 1000 yr heating 

-Calcite abundance as a function of location for Case I after 10,000 yr heating 

Calcite abundance as a function of location for Case 3 after 10 yr heating 

Calcite abundance as a function of location for Case 3 after 100 yr heating
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Figure 5-52 Calcite abundance as a function of location for Case 3 after 1000 yr heating 

Figure 5-53 Calcite abundance as a function of location for Case 3 after 10,000 yr heating 

For both cases, the results show that the spatial distribution of calcite dissolution is 
rapidly evolving between years 1 and 5. However, the differences between 5 and 10 yr are 
small. This pattern directly reflects the rates of dissolution reactions in this system: calcite 
.dissolution in mildly acidic solutions is much faster than that for the silicate phases. As a 
result, calcite dissolution will rapidly proceed in regions where condensate forms. Relatively 
rapid chemical evolution of the condensate will then occur along the flow path' Within about 
5 yr, the main features of the mineralogical system are established. The principal changes that 
occur are dissolution of the initial phases (calcite, feldspars, and clay) and formation of 
zeolites and hydrated aluminous phases. It was concluded that comparison of mineralogical 
changes after 5 yr of reaction indicates the representative changes for comparison among 
cases.  

Figure 5-54 shows behavior typical of all of the primary and secondary minerals. For all* 
cases, the extent of mineralogical change is relatively minor during the first 10 yr heating. For 
all other time periods (i.e., for times >100 yr), the magnitude of mineralogical change is much 
larger. After the initial buildup, the time rate of change is approximately constant for these 
longer time intervals. The observed change in porosity (Figure 5-55) shows the same 
relatively constant rate of change for longer time periods; for the early period considered, 
however, rate of change is higher, for reasons discussed subsequently. The results from all 
simulations are similar for time steps at 1000 yr or more. Hence, all the remaining discussion 
describes changes observed for the 1000-yr interval, based on a 5-yr reaction.  

Figure 5-54 Production rate of stilbite (a zeolite) for each case examined as a function of 
time 

Figure 5-55 Porosity rate of change, for each case examined as a function of time 

It is important to emphasize that the absolute abundance of specific mineral phases and 
the locations at which they will dissolve or precipitate depend on the initial condition and the 
specific TH characteristics of the relevant flow field. No single time period is exactly 
representative of all time periods or reaction duration, and the 5-yr reaction at the 1000-yr 
time step is used only as a means of comparing cases. This will be termed the "comparison 
period" in the following discussion.  

For the sake of completeness, Figure 5-56 shows the 93% to 95% calcite abundance 
distribution for Cases 2 and 5 for the comparison period.  

Figure 5-56 Calcite abundance as a function of location for Cases 2 and 5 after 1000 yr 

heating 

Figure 5-57 through Figure 5-60 and Figure 5-61 through Figure 5-64 show, respectively, 
the temperature distribution and liquid fracture flux vectors for the comparison period for 
each case. It is evident that the differences in temperature distribution are very small, but the 
flow distributions are significantly different, even though all cases show a predominance of 
downward-directed, gravity-driven flux.  

Figure 5-57 Temperature distribution for Case 1 after 1000 yr heating 

Figure 5-58 Temperature distribution for Case 2.after 1000 yr heating 
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Figure 5-59 Temperature distribution for Case 3 after 1000 yr heating 

Figure 5-60 Temperature distribution for Case 5 after 1000 yr heating 

Figure 5-61 Flux vector distribution for Case I after 1000 yr heating 

Figure 5-62 Flux vector distribution for Case 2 after 1000 yr heating 

Figure 5-63 Flux vector distribution for Case 3 after 1000 yr heating 

Figure 5-64 Flux vector distribution for Case 5 after 1000 yr heating 

In all cases, the location where condensate first interacts with rock is a region in which 

dissolution of calcite occurs and porosity increases. The region of dissolution tends to be 

relatively narrow vertically, but extends laterally throughout the region where significant 

condensate flux occurs because the solution is far from equilibrium with the minerals with 

which it is in contact, thus resulting in dissolution of the initial mineralogy.. After a period of 

time, the length of which is determined by the dissolution kinetics of the initial mineral 

phases, the solution tends to achieve concentration levels of dissolved species that are close to 

saturation values for secondary minerals to form and, hence, for calcite dissolution to 

diminish. Because the system is dynamic, the time required for significant progress of rate 

reactions is sufficient for the liquid phase to flow a significant distance along the flow path.  

Hence, for all scenarios, porosity will increase over distances of as many as several meters to 

tens of meters in the regions where condensate forms.  

It is also observed in all cases that zeolite formation consistently occurs in the low-flux 

region between elevations of -145 m to -245 m above the saturated zone (the ch2vc unit; see 

Chapter 3). This phenomenon reflects the fact that saturation in the zeolite phases is only 

achieved after there has been sufficient contact time between the evolving condensate 

solution and the fracture mineralogy. The time needed to achieve this state is consistently 

satisfied within this zone where fracture fluxes drop to very low values (between 0 and 

250 m/yr) and thus allow long contact times. (Fracture flux is lower because the matrix flux is 

greater.) Because the total mass flux through this region is small, the absolute abundance of 

secondary mineral phases formed in this region is also small. The conditions needed to result 

in saturation in a zeolite phase are also satisfied along some of the faster flow pathways, 

reflecting unique features of the individual cases considered, as discussed in subsequent text.  

5.7.4.1 Contrasts Between Cases: No Drainage Considered In Pillar Region 
The pattern of mineral development considered here (Figure 5-65, Figure 5-66, 

Figure 5-67, Figure 5-68, and Figure 5-69) reflects the conditions for the lower zone 

simulations. Note that for this comparison, reactive transport was not permitted in the 

regions higher than -325 m above the saturated zone. Mineralogical evolution shown in the 

accompanying figures in this higher-elevation area results solely from the equilibration of the 

condensate with the fracture mineralogy at elevated temperatures. The results representing 

the reactive-transport simulations for this lower-zone instance are shown in the following 

five figures.  

Figure 5-65 Porosity, calcite, stilbite, and diaspore distributions for Case I after 1000 yr 

thermal evolution 
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Figure 5-66 Porosity, calcite, stilbite, and diaspore distributions for Case 2 after 1000 yr 
thermal evolution 

Figure 5-67 Porosity, calcite, stilbite, and diaspore distributions for Case 3 after 1000 yr 
thermal evolution 

Figure 5-68 Porosity, calcite, stilbite, and diaspore distributions for Case 5 after 1000 yr 
thermal evolution 

Figure 5-69 Mesolite distributions for the cases represented in the preceding four 

figures 

The impact of different infiltration rates can be evaluated by comparing the results for 
Cases I and 2 where the initial TH properties are the same but the infiltration rates'differ by a 
factor of 5 (Figure 5-65 and Figure 5-66). In general, the lower flux values (Case 2) lead to 
smaller volumes of secondary minerals forming along the flow path. This reflects the fact that 
the extent of secondary mineral development is, in part, a function of the total mass flux. In 
addition, for lower flux values, the distribution of flux is more uniform in nonequilibrium TH 
models. Hence, the chemical alteration effects are, for a given volume of water, distributed 
through a larger volume of rock.  The impact of modifying the TH rock properties, at a constant infiltration rate, can be 
assessed by considering the differences between Cases 1 and 3. In this instance, the properties 
used in Case 3 lead to flux distributions that are less affected by fracture capillarity, which 
causes dissolution to be restricted to smaller areas than those for Case 1. The only exception is 
the region immediately below the heated area where zeolite development extends to 
shallower levels. This latter condition reflects the effect of decreasing the flux in the area 
immediately below the drifts, which results in greater contact time.  

The most significant differences in mineral distribution are between Cases I and 5, which 
respectively consider the point load, using base-case TSPA-VA TH rock properties, and the 
line load, using the "modified TH" property set. For both cases, the nominal infiltration flux 
is used. Unlike any of the other scenarios, calcite dissolution in Case 5 is concentrated in the 
area immediately below and adjacent to the heated area. Very little dissolution occurs within 
the pillar region laterally adjacent to the heated region, although fluxes are such that 
dissolution is also observed at the edge of the modeled region. Furthermore, zeolite 
development occurs in a more complex distribution, extending within the pillar region up to 
the elevation of the heated area.  

5.7.4.2 Contrasts Between Cases: Drainage Permitted In Pillar Region.  

In this case, the simulations were run allowing water and mineral evolution to proceed in 
that region more than 7.5 m laterally away from the heated area and 'at depths deeper than 
the shallowest 90*C isotherm. Hence, drainage through the pillar region was allowed to affect 
mineral evolution in the pillar and to modify mineral development in the lower zone. In this 
instance, the differences between Cases 2 and 5 (Figure 5-70, Figure 5-71, Figure 5-72, 
Figure 5-73, Figure 5-74, and Figure 5-75) were considered because they have the greatest 
contrast in initial conditions (point load vs. line load, TSPA-VA base-case DKM properties vs.  
enhanced properties, reduced infiltration vs. nominal infiltration).  

Figure 5-70 Porosity distribution for Case 2 after 1000 yr thermal evolution, under the 
pillar flow constraints 
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Figure 5-71 

Figure 5-72 

Figure 5-73 

Figure 5-74 

Figure 5-75

Stilbite distribution for'Case 2 after 1000 ýyr thermal evolution, under the 

pillar flow constraints 

Mesolite distribution for Case 2 after 1000 yr thermal evolution, under the 

pillar flow constraints 

Porosity distribution for Case 5 after 1000 yr thermal evolution, under the 

pillar flow constraints 

Stilbite distribution for Case 5 after 1000 yr thermal evolution, under the 

pillar flow constraints 

Mesolite distribution for Case 5 after 1000 yr thermal evolution, under the 

villar flow constraints

In both cases, mesolite (a zeolite) distributions extend into the pillar region and above the 

level of the heated area. Stilbite distributions remain virtually unchanged. In addition, the 

absolute abundance of zeolites increased. Both of these effects are due to increasing the flow 

path length and thus enhancing the contact time between solution and fracture mineralogy.  

In the regions between the saturated zone and the heated area, zeolite distributions are 

similar to those seen for the case in which no reaction was permitted in the pillar area.  

Porosity increase in the pillar region, in both cases, is concentrated in that area where 

condensate is modeled to first contact the fracture mineralogy. There is no noticeable change 

in the calcite dissolution below the heated area compared to the case in which no pillar flow 

was considered.  

5.7.4.3 Contrasts Between Cases: Drainage Permitted in Pillar Region and Over Drifts 

In this instance, the only limitation placed on reactive transport was that it was not 

allowed in the immediate vicinity of the heated area. The volume of nonreaction extended 

7.5 m toward the pillar region and from 5 m below to 27 m above the heated area.  

Comparison of the results of these simulations (Case 1, Figure 5-76; Case 5, Figure 5-77) 

shows that porosity increase and calcite dissolution occur in approximately the same areas 

and to the same extent for both cases. The most significant result with respect to these 

properties is that dissolution of calcite and porosity increase occur within the main region of 

condensate formation and extend continuously from the region over the heated area into the 

pillar region.

Figure 5-76 

Figure 5-77

Porosity, calcite, stilbite, and mesolite distributions for Case I after lO00.yr 
thermal evolution 

Porosity, calcite, stilbite, and mesolite distributions for Case 5 after 1000 yr 

thermal evolution

The principal differences are in secondary mineral development. The most extensive 

mineralogical contrast is in the distribution of mesolite formation. In Case 5, mesolite forms 

throughout the region of condensate flow and at small but significant abundances, in contrast 

to its development in Case 1 where it is less extensively developed. In Case 5, development of 

this zeolite completely encompasses the heated area. Stilbite formation, in both cases, is 

slightly more extensive than for the case in which condensate flow in the pillar is considered.
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In this case, the difference that would develop in mineral assemblages if the gas phase 

composition were an order of magnitude less than atmospheric values was also examined.  

The results are shown in Figure 5-78, for Case 1. Comparison of these results with those in 

Figure 5-76 (also Case 1) show that the lower gas CO, partial pressure leads to more extensive 

development of secondary zeolites. For both stilbite and mesolite, total abundance increases, 

and the distribution expands. Furthermore, the area of dissolution of calcite is more 
extensive. Porosity, however, is more extensively reduced. These differences are caused by 

the interactions in solution of the carbonate and bicarbonate complexes with other metal ions.  
The result is that a drop in CO, partial pressure, relative to in situ or atmospheric values, 
modifies solution chemistry sufficiently to lead to increased saturations in the solid phases.  

Figure 5-78 Porosity, calcite, stilbite, and mesolite distributions for Case 1 after 1000 yr 
thermal evolution 

5.7.5 Discussion 

5.7.5.1 Implications for Porosi*y Modification by Mineralogical Change 

The simulations conducted here are designed to allow evolution of fracture mineralogy 
without leading to significant absolute changes in porosity; This is done to allow evaluation 
of the effects that initial flow-field conditions and thermal-field conditions would have on 
mineralogical evolution without complications arising from large changes in the porosity
permeability structure of the system. To accomplish this, large fracture porosities and small 
mineral volumes are used. As a result, the absolute changes seen in mineral volumes are very 
small. These values will not reflect the actual changes expected in the repository. To represent 
such changes, further simulations will be conducted in which significant porosity evolution is 
allowed to proceed as mineralogical changes occur. In essence, future simulations will be 
done for conditions having much lower fracture porosities and higher initial mineral volumes 
and reactive surface areas. Nevertheless, regardless of the porosity structure, the locations of 
the mineralogical changes are expected to be similar for similar flux conditions.  

One of the predominate effects observed in this suite of simulations is the consistent 
increase of porosity in regions where condensate first forms. Because condensate is far from 
equilibrium with the mineralogical assemblage, it will dissolve the ambient mineral 
assemblage at the site of formation. This process will take place relatively rapidly. The 
magnitude of porosity increase at a particular location will depend on the duration of 
condensate formation there and on its p1-. The latter, in turn, will be a reflection of the local 
CO, partial pressure. Hence, some variability in the extent of porosity evolution should be 
expected.  

The distribution of the condensate zones requires that dissolution be concentrated in two 
key areas. One area is that above the heated areas, which will be approximately where the 
upper boiling-point isotherm will be located. However, this area is also the locus of boiling 
behavior, which is not incorporated in GIMRT simulations and which is expected to cause 
reduction of fracture porosity and permeability. The other area will be the region below 
drifts, just below the boiling isotherm. This area is also the location of mineral precipitation in 
some scenarios. In all scenarios considered, regions of porosity increase will develop above 
and below the heated region..  
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5.7.5.2 SensitivitY of Mineral Development to Ambient Site Conditions 

These results show that, the lower the fluid velocity conditions at any particular location, 

the more concentrated the effects of reactions involving dissolution and precipitation. Low 

effective velocities can be achieved through low infiltration rate, increased matrix flux 

relative to fracture flux, TH conditions that lead to low flow rates, and local increases in 

porosity. These conditions increase contact time, thus providing more complete reaction 

extent within a given distance. For all the cases considered, there are certain locations that 

generally satisfy these conditions and lead to secondary mineral development.  

Under all conditions, condensate interaction with fracture mineralogy leads to zeolite 

development in that region of consistently low fluid velocities at -150 m above the saturated" 

zone, which is within the ch2vc unit. The volume of zeolite development here will be a 

function of the total mass flux in this region. As indicated in Chapter 3, liquid saturations in 

this area may be extremely low, which would result in only a very small extent of mineral 

growth. However, the persistence of this condition for the 10,000-yr period of the repository 

suggests that cumulative mineral development may be significant. Further work to conduct 

simulations at lower fracture porosities will evaluate the long-term implications of this 

condition for modification of transport pathways.  

The impact of infiltration flux on mineral development is an example of a site parameter 

that may strongly influence the location of secondary mineral growth. For example, the 

differences between Cases 1 and 2 in distribution of stilbite directly demonstrate this effect.  

Lower overall infiltration flux ultimately diminishes the liquid fracture flux in the area below 

the heated zone in Case 2, thus resulting in longer residence times and more extensive 

condensate-fracture interaction.  

5.7.5.3 Differences between Loading Scenarios 

Different point-load and line-load scenarios lead to different patterns of secondary 

mineral development because each scenario generates different thermal fields and liquid flux 

distributions. However, for the specific cases considered here, the differences in mineral 

distribution are relatively minor. In both cases, although there are differences in specific 

mineral abundances and the details of the mineral distribution patterns, secondary mineral 

development occurs within the pillar regions. As noted previously, the patterns of fluid 

movement do not dramatically differ in these two cases within the pillar region; hence, the 

differences in mineralogical development are small.  

What remains significantly different in these two cases are the areas Where dissolution is 

focused. The distinctions suggest that the line-load scenario may lead to more significant 

dissolution of fracture calcite below the heated drifts than for the conditions modeled in the 

TSPA-VA base case. The rate of porosity change and its extent are large enough to quickly 

modify fluid-flow pathways. Finer-scale simulations are underway to evaluate the details of 

the spatial distribution of this effect and its sensitivity to site parameters.  

5.7.5.4 Differences Resulting from CO, Pressure Variation 

The effect of different CO, partial pressures is to modify the aqueous speciation. This, in 

turn, influences ion concentratibns that determine the saturation state of mineral phases. The 

consequences seen in these simulations of varying CO, partial pressure by several orders of 

magnitude are that lower pressures increase the amount and distribution of the secondary 

minerals considered. This effect needs further evaluation, however, because not all mineral 

saturation states will be changed the same way. Work to examine a wider range of minerals is 

underway.  
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5.7.6 Conclusions 
Flow pathways in the repository block will probably be modified by mineralogical 

changes during rock-water interaction, especially with TH processes. Most of the changes 
that impact flow will be concentrated within fracture systems because of the localization of 

flow there. A suite of simulations has been carried out to examine the sensitivity of 

dissolution and precipitation in fracture systems to ambient site properties and heating 

scenarios.  
The results demonstrate that, regardless of ambient site conditions or heating strategy, 

fracture porosity will be enhanced in those areas where condensate forms. This effect occurs 

because condensate is far from chemical equilibrium with the fracture mineralogy and will 

tend to dissolve minerals that are present along fracture surfaces until the solution reaches 

saturation in some secondary phase or phases.  
The suite of simulations also demonstrates that the locations where secondary mineral 

saturations are achieved depend on the ambient site conditions and the specific heating 

strategy considered. The principal system property that determines whether saturation is 

achieved is the integrated residence time of the solution on the fracture surface. In general, 
regardless of the heating scenario or the ambient site properties, low liquid-fluid velocities 

are consistently observed in the region approximately 150 m above the saturated-zone.  
Hence, it is expected that within a few decades of the initiation of repository heating, 
secondary minerals (primarily zeolites) will form in that region, in those locations where 

fluid flow has been maintained.  
Secondary minerals are also expected to form, after several decades of fluid flow, within 

the pillars between emplacement drifts. Although the precise distributions of this mineral 

development are affected by the particular heating strategy and site properties, the 

occurrence of these minerals in the pillar region is not scenario-dependent 

5.8 Summary of Thermohydrochemical Models 

Two broad categories of chemical models are described in this chapter: thermodynamic 
(including reaction-path) models and reactive-transport models. Thermodynamic models 

calculate the state of a reaction cell based on equilibrium behavior and may also include 

nonequilibrium behavior expressed as relative reaction rates and controls on reactant 

availability. The conceptual and mathematical basis for thermodynamic and reaction-path 
modeling of water-rock interaction is described in detail. Features of the EQ3/6 modeling 

software package are described, with references to support documentation, and the current 

status and future developments for the software are discussed.  
Reactive-transport models involve rate reactions and a time variable, and they represent a 

spatial domain. Described are several reactive-transport simulators that incorporate a wide 

range of chemical species and that represent the past few years of model development 
reported in the open literature. The 1DREACT simulator is typical; its successor, the 
OS3D/GIMRT code, is used to evaluate reference cases in this report The conceptual and 

mathematical models that form the basis for these codes are presented in detail. Whereas 

these simulators handle chemical problems with multiple components, strong coupling 
between components, and heterogeneous phases, they model only aqueous reactions and do 

not include a vapor phase in mass or energy balances. Hence, they cannot readily be used to 
simulate processes driven by evaporation or boiling.  

Another category of reactive-transport simulators is also presented in this chapter. TH 

codes such as FEHM and NUFT have been modified to incorporate the chemical behavior of 

a small number of components. This approach has been useful for studying the effects of 

boiling processes on mineral precipitation, using silica as a single component.  
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A series of four modeling studies was presented in this chapter: 
0 A reaction-path study of water evolution in contact with the host rock (EQ3/6) 

• A reactive-transport simulation of silica movement at the repository scale (FEHM) 
0 Fully coupled calculations involving silica movement at the drift scale (NUFT) 

* Reactive-transport simulations of mineral dissolution and alteration in the AZ 
(0S3D/GIMRT) 

Reaction-Path Study 

This study analyzed the impact of uncertainty in relative reaction rates used in the EQ3/6 

model on the capability to simulate observed water composition in the host rock Q-13 water).  

Results show that evolution of recharge water to the J-13 composition depends on several 

rate reactions and requires substantial reaction progress. Uncertainty analysis of relative

reaction rate constants shows that the mineral phases chosen, and the reaction constants 

used, are consistent with evolution of the J-13 composition.  

Coupled Repository-Scale Calculation with Silica 

Fully coupled THC calculations were performed using the FEHM finite-element code, 

which was modified to incorporate the behavior of a single chemical component and to 

couple changes in fracture porosity with changes in permeability. The TH aspects of these 

calculations were done using the ECM model (see Chapter 3). The entire repository block, 

from the water table to the ground surface, was modeled using a coarse mesh and simple 

constant-temperature or no-flow boundary conditions. Ambient percolation flux was 

introduced to the top of the model at a very low rate.  

The calculations show that sufficient silica will be mobilized by repository TH processes 

K-'to cause significant local changes in the fracture porosity. Boiling occurs predominantly at the.  

bottom of the isothermal (heat-pipe) zone, and the residual solute deposits from.boiling 

accumulate there. This accumulation was not inhibited by coupling of the fracture porosity 

and permeability (relative permeability and moisture-characteristic relations were not 

coupled). Repository edge effects were reflected in the manner of silica deposition, and 

similar effects can be expected to result from repository-loading scenarios.  

Drift-Scale TH Simulations with Silica 

Fully coupled THC calculations were performed using the NUFT code, modified to 

incorporate the behavior of silica. Model input included relations between porosity, and 

permeability, and between changes in permeability and changes in the water characteristic 

and relative permeability curves. The DKM conceptual model was used for these calculations 

(see Chapter 3), and chemical dissolution/precipitation reactions were modeled in both the 

fracture and matrix continua.  
Formation of a mineral cap above the emplacement drifts was predicted by this model for 

a broad range of conditions such as infiltration flux and specific surface area available for 

silica dissolution. During repository heating, simulations show that dissolution and 

precipitation occur in both the fractures and matrix, depending on location.  

Calcite dissolution leading to deposition of additional species in the boiling zone (e.g.  

calcite, calcium silicate hydrate, or calcium chloride) is not incorporated in this model. When 

included, this effect is likely to increase the initial rate of precipitate formation because calcite 

dissolves one to two orders of magnitude faster than do silicates, such as cristobalite.  

In these simulations, the precipitate forming the mineral cap is assigned the chemical 

properties of quartz, which dissolves slowly. This choice may be consistent with aging of the 

precipitate for thousands of years at elevated temperatures. In the simulations shown, the 
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mineral cap does not'dissolve when the heat'pipe and dryout zone collapse, nor does it 

dissolve when contacted by ambient percolation long after the thermal period. This may be 

related to the choice of quartz, but is also caused by decreased reaction rates at lower 

temperatures, restricted access of fluids to the mineral cap, and previous equilibration of 

ambient percolation with exposed minerals in the UZ.  
A lower bound on permeability reduction in the boiling zone is incorporated in the 

model, to reflect the relation between permeability and heat-pipe formation, one that is 

known from years of TH simulations. When the permeability decreases to a threshold value 

(-10 millidarcy), throttling occurs and resists liquid reflux penetration. The lower end of the 

heat-pipe zone then migrates away from the heat source. Thus,. although precipitation is 

concentrated at the bottom of the heat-pipe zone where boiling occurs, the zone of 

permeability reduction migrates upward with time.  

Reactive-Transport Calculations 

Coupled reactive-transport simulations were performed, using the OS3D/GIMRT code, 

for the reference cases developed for this report (Chapter 3). The temperature and flow fields 

for reactive-transport simulations were taken directly from the output for specific time steps, 

from NUFT simulations of thermohydrology. The GIMRT simulations were thus 2-D, were 

based only on fracture-flow conditions extracted from DKM simulations, and ignored matrix 

processes. This conceptualization applies to steady-state hydraulic conditions in which the 

fracture flux is large compared to the matrix flux and in which fracture-matrix interaction is 

limited. Reactive processes were simulated for a few years at each of these time steps, 

assuming steady-state temoerature and flow fields. Using this approach, the chemical activity 

at each time step was characterized with respect to the affected mineral species and to the 

time to achieve steady state for a given set of initial conditions.  
The GIMRT simulations show that dissolution of calcite will occur rapidly, particularly 

during a transient period of increased CO, fugacity caused by evolution of COz from the rock 

during the first few years after the start of heating. Aqueous dissolution and precipitation 
reactions involving silicates are likely to produce significant changes in fracture porosity, 

over longer time periods, on the order of tens of years.  
There are areas in the AZ where TH conditions will lead to longer water-rock contact 

time and, thus, to more complete reaction. It is in these areas that there will be more extensive 

precipitation of silicates, such as stilbite, and other zeolites.  
Later in the repository thermal evolution, CO2 will be displaced from the gas phase by 

water vapor as the air-mass fraction approaches zero (see Chapter 3). GIMRT simulations 

show that decreased CO2 fugacity will have little impact on dissolution processes at near

neutral pH. The presence of condensate that is less chemically aggressive to calcite will result 

in physical spreading of zones of precipitation and dissolution.  
Comparison of GIMRT simulations with the silica distributions calculated using NUFT 

shows that aqueous dissolution and boiling processes may be incompatible above the 

emplacement drifts. Whereas the lower end of the heat-pipe zone is at relatively high 

saturation and elevated temperature, condensation may not occur because the water 

composition is evaporatively concentrated. An integrated model that accommodates a full set 

of chemical reactions-with evaporation, boiling, and gas-phase transport-is the next step 

for improved realism of THC simulations. This topic receives ample attention in the open 

literature, and development of this capability is underway at LLNL and elsewhere.  
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