
GEOHYDROLOGY AND EVAPOTRANSPIRATION 
AT FRANKLIN LAKE PLAYA, INYO COUNTY, 
CALIFORNIA

U.S. GEOLOGICAL SURVEY 

Open-File Report 90-356 

Prepared in cooperation with the 

NEVADA OPERATIONS OFFICE, 

U.S. DEPARTMENT OF ENERGY

/2

9• 1- 1220)3 0 :1--1 -I:[2•eT.~ 
PDR WASTE 
W1- 11 PLR



GEOHYDROLOGY AND EVAPOTRANSPIRATION 

AT FRANKLIN LAKE PLAYA, INYO COUNTY, 

CALIFORNIA 

By JOHN B. CZARNECKI

U.S. GEOLOGICAL SURVEY 

Open-File Report 90-356 

Prepared in cooperation with the 

NEVADA OPERATIONS OFFICE, 

U.S. DEPARTMENT OF ENERGY 

Denver, Colorado 
1990



U.S. DEPARTMENT OF THE INTERIOR 

MANUEL LUJAN, JR., Secretary 

U.S. GEOLOGICAL SURVEY 

Dallas L. Peck, Director

For additional information 
write to: 

Chief, Yucca Mountain Project Branch 
U.S. Geological Survey 
Box 25046, Mail Stop 425 
Federal Center 
Denver, CO 80225-0046

Copies of this report can 
be purchased from: 

U.S. Geological Survey 
Books and Open-File Reports Section 
Box 25425 
Federal Center 
Denver, CO 80225-0425



CONTENTS 

Page 

Abstract 1----------------------------------------------------------------

Introduction------------------------------------------------------------- 2 

Purpose and scope --------------------------------------------------- 2 

Acknowledgments------------------------------------------------------ 4 

Previous work ------------------------------------------------------- 4 

Geohydrology of Franklin Lake playa and vicinity------------------------- 5 

Playa surfaces ------------------------------------------------------- 5 

Hard, compact surface------------------------------------------ 6 

Soft, puffy, porous surface ------------------------------------ 6 

Salt-pan surface ------------------------------------------------ 10 

Stream-channel surface ----------------------------------------- -11 

Vegetation surface--------------------------------------------- 13 

Potentiometric surface---------------------------------------------- 14 

Transmissivity and hydraulic conductivity ---------------------------- 15 

Recovery tests ------------------------------------------------- 19 

Falling-head injection tests ------------------------------------ 22 

Falling-head permeameter tests ---------------------------------- 24 

Estimation of effective pneumatic diffusivity and 

intrinsic permeability of the unsaturated zone--------------- 27 

Air-temperature effect------------------------------------ 30 

The Klinkenberg effect ------------------------------------- 30 

Errors in measurement -------------------------------------- 31 

Summary of transmissivity and hydraulic-conductivity 
estimates-----------------------------------------------------31 

Estimation of evapotranspiration ------------------------------------------ 32 

Energy-budget eddy-correlation technique, by David I. Stannard ------ 32 

Theory--------------------------------------------------------- 32 

Equipment'------------------------------------------------------ 34 

Measurement sites--------------------------------------------- 36 

Measurements --------------------------------------------------- 40 

Results and analysis ------------------------------------------- 41 

Empirical meteorological-data relations --------------------------- 45 

Temperature ---------------------------------------------------- 47 

Humidity ------------------------------------------------------- 47 

Pan evaporation ------------------------------------------------- 48 

Solar radiation ----------------------------------------------- 49 

Combination methods-------------------------------------------- 52 

Results and analysis ------------------------------------------- 54 

Moisture content in the unsaturated zone---------------------------- 58 

Evapotranspiration by phreatophytes ---------------------------------- 62 

Vertical ground-water velocity estimated from temperature logs ------ 62 

Saturated-zone vertical ground-water flow ---------------------------- 65 

One-dimensional model of variably saturated ground-water flow ------- 67 

Model design ---------------------------------------------------- 68 

Model variables and sensitivity analyses ------------------------ 68 

Moisture-characteristic-curve variables -------------------- 69 

Saturated hydraulic conductivity -------------------------- 72 

Depth to water table -------------------------------------- 74 

Other model variables------------------------------------- 75 

Model-calculated evaporative flux results ----------------------- 76 

iii



Summary and conclusions 
References cited
Supplemental Data 

FIGURES 

Figure 1. Map showing location of the study area--------------------
2. Block diagram showing generalized structure and 

lithology in the study area-----------------------------
3. Map showing distribution of Franklin Lake playa surfaces--
4. Map showing study sites at Franklin Lake playa------------
5. Photographs showing A, mud cracks on stream-channel 

surface; and B, mud cracks and soft, puffy, porous 
surface ........  

6-8. Photographs showing: 
6. Salt pan A, crust at Ojo del Caballo site; and 

B, surface at east study site---------------------
7. Phreatophyte mound-.
8. Ojo del Caballo study-site vegetation---------------

9.. Map showing potentiometric surface of the Amargosa 
Desert--

10. Map showing potentiometric surface at Franklin Lake 
playa 

11. Diagram showing typical piezometer nest construction------
12. Map showing difference in altitude between 

potentiometric surface and land surface -----------------
13. Water levels recorded at wells and barometric pressures 

recorded at Yucca Mountain from February 4 to 
March 6, 1985 

14. Graph showing recovery tests for wells 5 and 14-----------
15. General schematic diagram showing A, view of a 

falling-head permeameter; and B, detailed view of a 
falling-head permeameter --------------------------------

16. Graph showing relation of root-mean-squared error (RMSE) 
for various trial values of effective pneumatic 
diffusivity (u)------------------------------------------

17. Graph showing predicted and measured changes in water 
levels in well 5 resulting from changes in atmospheric 
pressure .........  

18. Diagram showing the energy-balance method-----------------
19-21. Photographs showing: 

19. Net radiometer and soil-heat-flux plate --------------
20. Example of a sonic anemometer------------------------
21. Example of a solid-state datalogger ------------------

22. Map showing location of eddy-correlation sites------------
23. Photograph showing eddy-correlation site I----------------
24. Photograph showing eddy-correlation site 2 ----------------
25. Graphs showing a typical 24-hour time series of A, net

radiation and soil-heat-flux densities; B, sensible
heat-flux density; and C, latent-heat-flux density -------

iv

Page 
77 
80 
84

Page 
3 

6 
7 
8 

9 

12 
13 
14 

16 

17 
19 

20 

21 
21 

26 

29 

29 
33 

35 
36 
37 
38 
39 
39 

42



Page 
Figures 26. Graphs showing evapotranspiration rates A, for sites 1 

and 2; B, for all sites; and C, a comparison of 
averages for sites 1 and 2 with average for all sites ---- 44 

27. Photograph showing Eagle Mountain with dust blowing 
over the top ---------------------------------------------- 46 

28. Graph showing summary of potential evapotranspiration 
estimation results ---------------------------------------- 56 

29. Graph showing evapotranspiration estimates based on 
energy-budget eddy-correlation technique and equations 
19a, 19b, and 19c ---------------------------------------- 59 

30. Histogram showing distribution of fluxes estimated from 
changes in soil-moisture contents with time --------------- 61 

31. Diagram showing idealized temperature profiles for 
upward, downward, and no vertical ground-water flow 
within the saturated zone below the zone of surface 
heating and cooling effects ------------------------------- 64 

32. Graphs showing temperature profiles for A, well 5; 
B, well 10; C, well 11; D, well 14; E, well GS-5; 
F, well GS-12; G, well GS-15; and H, well GS-18 ----------- 66 

33. Diagram showing model grid design and boundary 
conditions ----------------------------------------------- 69 

34-41. Graphs showing: 
34. Relation between soil-moisture saturation and 

soil-moisture tension for data collected at 
various locations at Franklin Lake playa ------------- 71 

35. Relation between the natural logarithm of 
effective-saturation data and the natural 
logarithm of soil-moisture tension ------------------- 72 

36. Sensitivity analysis of the effect of varying 
model value of the bubbling-pressure head, ------ 73 

37. Sensitivity analysis of the effect of varying 
model value of the pore-size distribution 
exponent, X ----------------------------------------- 73 

38. Sensitivity analysis of the effect of varying 
model value of saturated hydraulic conductivity ----- 74 

39. Sensitivity analysis of the effect of varying model 
value of depth to the water table -------------------- 75 

40. Changes in model-calculated evaporation rate 
through time ---------------------------------------- 76 

41. Model results of A, saturation profile; and 
B, total negative pressure head ---------------------- 77 

42A-K. Graphs showing slug-test results for: 
42A. Well 14 ------------------------------------------- 85 
42B. Well GS-22 ---------------------------------------- 85 
42C. Well 7 -------------------------------------------- 86 
42D. Well GS-4 ----------------------------------------- 86 
42E. Well GS-18 ---------------------------------------- 87 
42F. Well 5 -------------------------------------------- 87 
42G. Well 10 ------------------------------------------- 88 
42H. Well GS-17 ---------------------------------------- 88 
421. Well GS-3 ----------------------------------------- 89 
42J. Well 8 -------------------------------------------- 89 
42K. Well GS-5 ----------------------------------------- 90

v



Page 
Figures 43-49. Graphs showing sensitivity analysis of the effect of 

varying model value of: 
43. Initial saturation ----------------------------------- 93 
44. Atmospheric potential for evaporation ---------------- 94 
45. Porosity -------------------------------------------- 94 
46. Specific storage ------------------------------------- 95 
47. Specified upward-head pressure at the lower 

boundary ------------------------------------------ 95 
48. Surface resistance to evaporative flux -------------- 96 
49. Potential evapotranspiration ------------------------- 96 

TABLES 

Page 
Table 1. Summary of water-level data for piezometers at Franklin 

Lake playa, May 1983 through March 1985 -------------------- 18 
2. Summary of slug-test results for several wells at 

Franklin Lake playa ---------------------------------------- 23 
3. Porosity determination for core samples from hole EC-2, 

piece 4 ---------------------------------------------------- 25 
4. Summary of transmissivity and hydraulic-conductivity 

values obtained from all techniques ------------------------ 31 
5. Measurement periods used for the energy-budget eddy

correlation technique -------------------------------------- 41 
6. Average daily evapotranspiration rates estimated using 

the energy-budget eddy-correlation technique -------------- 43 
7-17. Estimated potential evaporation at Franklin Lake playa 

using the technique of: 
7. Ivanov (1954) and Turc (1961) for meteorologic data 

for Mercury, Nevada ---------------------------------- 48 
8. Papadakis (1966) for meteorologic data for Mercury, 

Nevada ----------------------------------------------- 49 
9. Papadakis (1966) for meteorologic data for Boulder 

City, Nevada, during 1982 ---------------------------- 50 
10. Papadakis (1966) for meteorologic data for Boulder 

City, Nevada, during 1983 --------------------------- 51 
11. Doorenbos and Pruitt (1974) for pan evaporation data 

for Boulder City, Nevada, 1982 through 1983 ---------- 52 
12. Jensen and Haise (1963) and Stephens (1965) for 

meteorological data --------------------------------- 53 
13. Benke and Maxey (1969) for meteorological data ---------- 54 
14. Linacre (1969) for temperature data for Mercury, 

Nevada ----------------------------------------------- 55 
15. Linacre (1969) for temperature data for Boulder 

City, Nevada, for 1982 ------------------------------- 55 
16. Linacre (1969) for temperature data for Boulder 

City, Nevada, for 1983 ------------------------------- 57 
17. Linacre (1969) for temperature data for Silverpeak, 

Nevada, for 1983 ------------------------------------- 57 
18. Estimated potential evapotranspiration at Franklin Lake 

playa using the nomograph for shallow lake evaporation 
presented in Linsley and others (1975, p. 161) ------------- 58

vi



Page

Table 19. Measured and predicted evapotranspiration at Franklin 

Lake playa using average monthly temperature and 
average monthly solar-radiation data 

20. Summary of variable values for the one-dimensional column 

simulation using variably saturated, two-dimensional 
(VS2D) finite-difference model -

21. Moisture-characteristic-curve parameters at different 
values of residual-moisture content --

22. Summary of evapotranspiration estimates from all 
techniques used .....  

23. Falling-head permeameter results for sample 3 from core 

taken from core hole EC-2, Franklin Lake playa----------

24. Falling-head permeameter results for sample 4 from core 

taken from core hole EC-2, Franklin Lake playa-----------

25. Falling-head permeameter results for sample 3 from core 

taken from piece 7 from core hole EC-3, Franklin Lake 
playa 

26. Falling-head permeameter results for sample 4 from core 

taken from piece 7 from core hole EC-3, Franklin Lake 
playa --

CONVERSION FACTORS

Multiply To obtain

centimeter (cm) 
centimeter per annum (cm/a) 
centimeter per day (cm/d) 
centimeter per second (cm/s) 
cubic meter per day (m3 /d) 
dynes per cubic centimeter 

(dynes/cm3 ) 
gram per cubic centimeter 

(g/cm3 ) 
gram per cubic meter 
gram per second per 

square meter 
hertz (Hz) 
joule per gram 
joule per gram per degree 

Celsius (Jg-lOC-1) 
joule per kilogram (J/kg) 
joule per cubic meter (J/m 3 ) 
kilometer (km) 
kilometer per day 
langley per day

liter 
liter 
meter

per minute (L/min) 
per second (L/s) 
(W)

0.3937 
0.3937 
0.3937 
0.3937 

264.2 
1.45x10-s 

62.43 

6.243x10-5 
0.1966 

1 
334.6 
185.9 

0.3346 
0.0209 
0.6214 
0.6214 
3.687 

0.2642 
15.85 
3.281

inch 
inch per year 
inch per day 
inch per second 
gallon per day 
pounds per square inch 

pounds per cubic foot 

pounds per cubic foot 
ounce per minute per 

square foot 
cycles per second 
foot-pounds per pound 
foot-pounds per pound per 

degree Fahrenheit 
foot-pounds per pound 
foot-pounds per cubic foot 
mile 
mile per day 
British thermal unit per 

(second x square foot) 
gallon per minute 
gallon per minute 
foot

vii

59 

68 

71 

79 

90 

91 

92 

93



meter degree Celsius per 
second (moCs-1) 

meter per annum (m/a) 
meter per day (m/d) 
meter squared per day (m2 /d) 
meter squared per hour (m2 /h) 
micrometer (pm) 
microvolt square meter 

per watt (pVm 2 W-1 ) 
millibar 
millimeter (mm) 
millimeter per day (mm/d) 
millimeter per month 
millimeter per annum (mm/a) 
square kilometer (km2 ) 
watt per square meter (Wm- 2 ) 

watt per meter per degree 
Celsius (Wm-loC-1) 

inch (in.) 

feet (ft)

354.3 

3.281 
3.281 

10.76 
10.76 
0.00003937 
0.2432 

0.02953 
0.03937 
0.03937 
0.03937 
0.03937 
0.3861 
4.111 

7.494 

2.54 
25.4 
3.281

foot degree Fahrenheit 
per minute 

foot per year 
foot per day 
foot squared per day 
foot squared per hour 
inch 
microvolt square foot minute 

per foot-pound 
inch of mercury (32 OF) 
inch 
inch per day 
inch per month 
inch per year 
square mile 
foot-pounds per square foot 

per minute 
Foot-pounds per minute per 

foot per degree Fahrenheit 
centimeter 
millimeter 
meter

Temperature can be converted 
(OF) by the equations:

to degree Celsius (°C) or degree Fahrenheit

°C = 5/9 (OF - 32) 

OF = 9/5 (°C) + 32.  

Sea level: In this report "sea level" refers to the National Geodetic 
Vertical Datum of 1929 (NGVD of 1929)--a geodetic datum derived from a general 
adjustment of the first-order level nets of both the United States and Canada, 
formerly called Sea Level Datum of 1929.

viii



GEOHYDROLOGY AND EVAPOTRANSPIRATION AT 
FRANKLIN LAKE PLAYA, INYO COUNTY, 

CALIFORNIA 

By John B. Czarnecki 

ABSTRACT 

Franklin Lake playa is one of the principal discharge areas of the 
Furnace Creek Ranch-Alkali Flat ground-water-flow system in southern Nevada 
and adjacent California. Yucca Mountain, Nevada, located within this flow 
system, is being evaluated by the U.S. Department of Energy to determine its 
suitability as a potential site for a high-level nuclear-waste repository. To 
assist the U.S. Department of Energy with its evaluation of the Yucca Mountain 
site, the U.S. Geological Survey developed a parameter-estimation model of the 
Furnace Creek Ranch-Alkali Flat ground-water-flow system. Results from sensi
tivity analyses made using the parameter-estimation model indicated that simu
lated rates of evapotranspiration at Franklin Lake playa had the largest 
effect on the calculation of transmissivity values at Yucca Mountain of all 
the model-boundary conditions and, therefore, that evapotranspiration required 
careful definition.  

Measurements to estimate evapotranspiration were made between June 1983 
and April 1984 by using the eddy-correlation technique. Maximum values of 
evapotranspiration estimated as a residual of the energy-balance equation 
ranged from about 0.1 cm/d (centimeter per day) during winter months to about 
0.3 cm/d during summer months. Energy-balance estimates were compared with 
evapotranspiration estimates made using: (1) Empirical relations of 
meteorological data to estimate potential evapotranspiration (range, 0.1 to 
1.7 cm/d); (2) temporal variations in soil-moisture content in the unsaturated 
zone (range, -0.07 to 0.1 cm/d); (3) estimates of evapotranspiration by 
phreatophytes in the Owens and Santa Ana Valleys (range, 0.09 to 0.34 cm/d); 
(4) temperature profiles for the saturated zone (range, inconclusive); (5) 
saturated-zone vertical gradients (range, 0.06 to 0.5 cm/d); and (6) a one
dimensional finite-difference model of vertical ground-water flow from the 
water table to land surface (steady-state estimate, 0.06 cm/d). Sensitivity 
analyses made with this model indicated that evaporation estimates are most 
sensitive to variations in the specified values of variables of the Brooks
Corey moisture-characteristic curve (bubbling pressure and the pore-size 
distribution exponent, X) and to variations in saturated hydraulic conductiv
ity. Of all the techniques used, the results from the energy-balance eddy
correlation technique are considered to be the most reliable because they were 
the most direct.
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INTRODUCTION

In arid-climate, regional ground-water-flow systems, discharge that 
results from evapotranspiration is a major component of ground-water flux.  
Accurate determination of the rate of evapotranspiration is needed to estimate 
ground-water-flow rates and directions within these systems because evapo
ranspiration can be a major boundary condition when numerical models of 
ground-water flow are applied. Further, evapotranspiration generally can 
be measured more easily than its counterpart, recharge, and, for this reason, 
is typically specified explicitly and exerts a substantial influence in the 
mass balance of these models.  

Yucca Mountain (fig. 1), located on the western edge of the Nevada Test 
Site, is being studied by the U.S. Department of Energy as a potential site 
for a mined geologic repository for storing high-level radioactive waste. As 
part of these studies, the U.S. Geological Survey is investigating the ground
water-flow system beneath Yucca Mountain and vicinity because of the potential 
for ground water to transport radionuclides away from a repository to the 
accessible environment. These investigations, done in cooperation with the 
U.S. Department of Energy under Interagency Agreement DE-AI08-78ET44802, are 
part of the Yucca Mountain Project, formerly the Nevada Nuclear Waste Storage 
Investigations.  

The ground-water-flow system beneath Yucca Mountain and vicinity was 
studied and modeled (Czarnecki and Waddell, 1984) using a parameter-estimation 
method to provide an understanding of the ground-water-flow system and an 
understanding of the sensitivity of the model to changes in model-flux vari
ables. From the sensitivity analyses performed, the ground-water discharge 
that occurs as evapotranspiration at Franklin Lake playa, which is one of the 
principal ground-water-discharge areas, was determined to have the largest 
effect on the calculation of transmissivity values at, and downgradient from, 
Yucca Mountain. Because little was known about the rate of ground-water dis
charge and evapotranspiration, onsite investigations were done at Franklin 
Lake playa to quantify these rates and to determine the position of the water 
table and values of other hydrologic variables. Onsite investigations began 
in May 1983 and continued until July 1985. This report documents the findings 
made during this period.  

Purpose and Scope 

The purpose of this report is to: (1) describe the geohydrology of 
Franklin Lake playa, and (2) provide estimates of ground-water discharge that 
occurs at Franklin Lake playa as bare-soil evaporation and as transpiration 
through phreatophytes. These estimates of discharge, and measurements of 
water-table altitudes, are useful for refining the model presented by 
Czarnecki and Waddell (1984). In that model, the estimated discharge at 
Franklin Lake playa represented 65 percent of the total discharge. An accu
rate estimate of discharge at Franklin Lake playa is, therefore, essential to 
produce an accurate model of ground-water flow and to estimate transmissivity 
values upgradient from Franklin Lake playa. The scope of this report is 
limited to the characterization of the hydrology of Franklin Lake playa in 
the context of ground-water discharge rates, flow direction, and hydrologic 
properties affecting ground-water movement.
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Previous Work 

In their study of the hydrology of the Amargosa Desert, Walker and Eakin 
(1963, p. 23) provide a very approximate estimate of the rate of evaporation 
at Franklin Lake playa (known also as Alkali Flat). Their estimated evapo
ration rate of 0.3 m/a was based in part on recharge estimates for the 
Amargosa Desert using an empirical procedure developed by Eakin and others 
(1951). Calzia and others (1979) did later work, in which a single hole was 
drilled near the center of the playa by a reverse-circulation process and 
drill cuttings were logged. The purpose of this hole was, in part, to char
acterize the mineral potential of the playa ground water and sediments, 
particularly for lithium content. These cuttings later were analyzed by 
Pantea (1980).  

Several wells were drilled at the southern end of the playa (Fred 
Johnson, American Borate Co., oral commun., 1983) to recover gold and silver 
thought to be dissolved in the playa waters. At least 12 holes were drilled 
between 1978-80, ranging in depth from 3 to 17 m. No gold or silver was 
found. However, some of these wells were used in this study to obtain hydro
logic and hydrochemical data.  

Regional analyses of the ground-water-flow system that includes-Franklin 
Lake were made by Rush (1970), Winograd and Thordarson (1975), Waddell (1982), 
Czarnecki and Waddell (1984) and Czarnecki (1985). However, none of these 
efforts involved direct measurements of hydrologic properties at Franklin Lake 
playa.  

Previous investigations of selected playas in the Western United States 
are summarized by Motts (1970) in one of the most comprehensive publications 
on the subject. Playas have been classified using various criteria: (1) 
Surface type (Stone, 1956; Neal, 1965a); (2) hydrologic characteristics 
(Snyder, 1962; Notts, 1965) (3) degree of wetness (Thompson, 1929); (4) 
mineralogy (Langer and Kerr, 1966); (5) air-photo characteristics (Neal, 
1965b); and (6) presence or absence of salt or lime pans (Jaeger, 1942).  

Playas typically exhibit four characteristics (Motts, 1970, p. 9): (1) 
An area that occupies a basin or topographic valley of interior drainage; (2) 
a smooth, barren surface that is extremely flat and has a small topographic 
gradient; (3) an area that infrequently contains water, which occurs in a 
region of low rainfall where evaporation exceeds precipitation; and (4) an 
area that is fairly large in size (generally more than 2,000 to 3,000 ft in 
diameter). The barren surface is a distinctive feature of "playas"; in 
Spanish, playa means shore or beach (Motts, 1970, p. 9).
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Playas occupy the lowest parts of enclosed basins and typically are dry 
most of the time; the term "playa lake" is used when water temporarily covers 
the surface. If water frequently is present on the playa, the term "lake" is 
appropriate (Motts, 1970, p. 9). Motts (1970, table 2, p. 11) used the con
cept of flooding ratio to characterize playas; the flooding ratio is the 
fraction of the year that a playa is covered by water. A playa would have 
a flooding ratio of 0.25 or less.  

Because playas occupy the lowest parts of desert valleys, they commonly 
are areas where ground water discharges. Most recharge occurs through stream 
channels that cross alluvial slopes and desert flats extending to the playa.  
Motts (1970, p. 13) discussed the concept of a "bypass playa," which occurs 
where part of the ground water discharges within the playa area and part of 
the ground water moves downgradient to discharge at lower topographic eleva
tions. He also noted that discharge of ground water in playa areas may occur 
in three ways: (1) Directly through the playa surface by capillary evapora
tion from shallow aquifers or by artesian flow from deeper aquifers; (2) from 
springs that commonly occur near the gradations from coarse-grained bajada 
sediments to fine-grained playa sediments; and (3) from evapotranspiration by 
phreatophytes (Motts, 1970, p. 13).  

GEOHYDROLOGY OF FRANKLIN LAKE PLAYA AND VICINITY 

Franklin Lake playa is at the discharge end of the ground-water-flow 
system of the Amargosa Desert; the playa covers an area of about 14.2 km2 

(figs. 1 and 2). Ground water flows through alluvial sediments underlying the 
Amargosa Desert. The alluvium probably overlies carbonate rocks, but no drill 
holes fully penetrate the alluvium to provide confirmation of that possibility 
(Czarnecki and Waddell, 1984, p. 7). Wells drilled in the Amargosa Desert 
principally are completed in an alluvial aquifer and rarely exceed 150 m in 
depth. However, initial estimates of alluvial thickness in the Amargosa 
Desert inferred from vertical electrical-resistivity soundings (Greenhaus and 
Zablocki, 1982) and seismic refraction surveys (H.D. Ackerman, U.S. Geological 
Survey, written commun., 1986) indicate potential depths to bedrock (possibly 
carbonates) of about 1,000 to 1,800 m. Fine-grained lakebeds, playa deposits, 
or marsh deposits are present within the alluvium, principally near Ash 
Meadows (fig. 1) (Walker and Eakin, 1963; Naff, 1973; Claassen, 1985). A 
block diagram showing the general spatial relations between sediment types is 
shown in figure 2.  

Playa Surfaces 

Types of playa surfaces have been used by various investigators (Neal, 
1965a; Langer and Kerr, 1966; Neal and Motts, 1967; Hagar, 1970) to character
ize playas. Several surface types occur on Franklin Lake playa and the near 
vicinity: (1) Hard, compact; (2) soft, puffy, porous; (3) salt crust; (4) 
stream channel; (5) vegetation; and (6) desert pavement. Location of these 
various surfaces is shown in figure 3.

5
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Figure 2.--Generalized structure and lithology in the study area.  

Hard, Compact Surface 

Hard, compact surfaces occur in the southern part of the playa and along 
the margins of stream courses. These surfaces commonly were used for roads 
to traverse the playa. Wells were installed at the study sites designated as 
the central site and the south-central site (fig. 4) because the proximity of 
the hard, flat surface near these two sites facilitated motor-vehicle travel.  
These surfaces typically exhibit mud cracks that form polygons as much as 
0.1 m in length (see photograph in fig. 5A). Occasionally, these surfaces 
might be dissected by small, braided stream channels. Areas with the hard, 
compact surface generally show little or no relief (Motts, 1970, p. 73). The 
hard, compact surface covers approximately 10 percent of Franklin Lake playa.  

Hagar (1970) reasoned that these surfaces formed in areas where the water 
table was substantially deep, because water was lacking to swell the clays or 
to precipitate salts. However, piezometers installed through this surface at 
the central study site penetrated the water table at about 1.8 m below land 
surface.  

The cause for this type of surface at Franklin Lake playa might be linked 
to cementing of clay grains by infrequent runoff. Motts (1970, p. 134) 
observed that "***flooding keeps the playa crusts in a permanent, compact, 
hard state*-*." Similar hard, compact clay sediments also are present in the 
stream-channel surfaces in the Amargosa River channel, but they exhibit more 
irregular, hummocky surfaces. The hard, compact surfaces are light buff in 
color.  

Soft, Puffy, Porous Surface 

Initial reconnaissance trips across Franklin Lake playa by four-wheel 
drive vehicles were made through extensive areas with soft, puffy, porous 
surfaces, often causing the truck tires to sink 0.3 m or more, particularly

6
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Figure 5.--A, Mud cracks on stream-channel surface; and B, mud cracks and 
soft, puffy, porous surface.  
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when underlying moist mud was encountered. About 40 percent of Franklin Lake 
playa is covered by this type of surface, dark buff to reddish brown in color.  
Often, mostly clay and silt can be observed under these surfaces after re
moving the first 0.2 to 0.5 m of loose, silt-size material. The top surface 
material generally consists of a thin salt crust about 1 cm thick, which forms 
an intricate network of polygons (fig. 5) as much as 0.2 m across, and has a 
local hummocky relief as much as 0.1 m. In addition to the surface crust, 
gravels as much as 2 cm long occasionally were observed.  

Hagar (1970) indicated that the soft, puffy, porous surface may result 
from capillary ground-water movement, which causes salts to precipitate and 
clays (such as montmorillonite and illite) to swell. In his work at Coyote 
Lake, California, Hagar (1970) observed soft, puffy, porous surfaces in con
junction with underlying dry, hard clay, where depths to the zone of satura
tion were greater than 3 m; he suggested (p. 79) that "*'**surface water 
probably moves through the surface layer or loose, porous clays and essen
tially is perched above the more compact clays that lie beneath-,*." 

Motts (1970, p. 35) observed that puffy ground at Coyote playa has a 
hard, compact surface and "***may be topographically higher than the sur
rounding playa surface, thus not subject to frequent flooding**." Leveling 
surveys and visual observations determined that this is the case at Franklin 
Lake playa.  

Observation well GS-18 at the south-central measuring site (fig. 4) was 
drilled through a soft, puffy, porous surface; moist clays (olive green to 
olive gray in color) were penetrated at a depth of about 3.5 m. Well GS-18 
was drilled to a depth of 8.2 m; neturon logs of GS-18 show increasing soil
moisture content with depth through the unsaturated zone. The water table 
at GS-18 probably is not perched (see potentiometric-surface map later in the 
report) because other distant wells have about the same water-table altitude.  

Salt-Pan Surface 

The soft, puffy, porous surface described previously contains a thin 
veneer of salt crust; however, many areas, particularly to the north and east, 
are covered by a continuous, white salt crust (fig. 6A). These salt-pan areas 
tend to be the wettest on the playa and have very moist underlying clays 
approaching saturation at 0.1 m or less below the salt-crust surface. These 
conditions make driving treacherous and walking difficult.  

These salt crusts consist of interlocking salt crystals, many of which 
have botryoidal shape. Crystals taste like halite, but they have not been 
analyzed for chemical content. Similar salt-crust surfaces were observed by 
Hunt and others (1966, p. B15-16) over large areas of Death Valley; Death 
Valley is located at a lower altitude in the same surface-water-flow system 
as Franklin Lake playa, with flow occurring in the Amargosa River.  

Wells GS-1, GS-2 (north of the east site, fig. 4), the Pond well (well 
15) and wells at Ojo del Caballo (GS-8, GS-9, GS-10, and GS-11) were construc
ted through salt-pan surfaces. The deepest of these wells, GS-8 (10.0 m), 
produced water that rose 2.28 m above land surface in an extension of the well
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casing. Sediment grain sizes immediately below the salt crust ranged from 

clay to fine sand at these two sites; however, well GS-8 was drilled through 
approximately 8.5 m of olive-green, indurated clay, underlain by stream 

gravels (as much as 1 cm in diameter), from which water flowed readily. Well 

GS-10 (fig. 4) had water levels measured as high as 1.12 m above land surface, 
although this well terminated in indurated clays. The presence of salt-pan 
surfaces is hypothesized to coincide with an underlying shallow confined 

gravel aquifer that causes upward leakage of ground water through a confining 
clay layer to the surface.  

Additional drill holes would be required to confirm the occurrence of a 

confined gravel aquifer beneath the salt-pan surface; however, the Pond well 

(well 15) is a flowing well north of the Ojo del Caballo site; it is located 

near the stream channel in Carson Slough (fig. 4). Between well 15 and the 

Ojo del Caballo site is an abandoned ranch site that has a perennial pond, fed 

by a spring. Between the Ojo del Caballo site and wells GS-1 and GS-2 is 
another surface seep or spring (referred to as the "little oasis"), located 
in a stream channel that is not a salt-pan surface. This lack of a salt-pan 

surface may result from periodic flushing of the salts by floods.  

The salt pan occurs near and along the margins of the playa. Salt con

centration in the salt pan changes seasonally, with winter months having 
the heaviest salt buildup, resulting in part from a higher potentiometric 
surface and an absence of flushing rains. Spring, summer, and fall months 

produce: (1) Stronger winds that deflate the salt-pan surface; (2) rains and 

floods that wash away the salt crust; and (3) a lower potentiometric surface.  

Stream-Channel Surface 

Two major streams, the Amargosa River and Carson Slough (fig. 2) enter 

Franklin Lake playa from the north and northwest and subsequently merge on the 

western margin of the playa. Channels for these streams have a very hummocky, 
hard, compacted clay surface interrupted by elongated phreatophyte mounds 

(fig. 7), interspersed stream-gravel and dune-sand deposits, and sinuous, 
braided stream channels. The maximum total width of the stream-channel sur
face is about 200 m, with individual channels as wide as 10 m. Local relief 
along the major stream channels in places exceeds 1.2 m at bank cuts; phreato
phyte mounds commonly are 0.6 m high and 2 m long.  

Surface water was observed during July and August 1984 in the Amargosa 

River and Carson Slough after heavy thunderstorms occurred in the Franklin 
Lake playa area. Carson Slough was observed to flow into the Amargosa River 

channel during January to March 1985; however, no water flowed in Carson 
Slough in June 1985. North of Death Valley Junction, the Amargosa River had 

no water flowing in its channel during this period. This difference between 

the flowing Carson Slough and the nonflowing Amargosa River may have resulted 
from increased spring discharge at Ash Meadows causing runoff into Carson 
Slough. However, many puddles remained in the Amargosa River channel as a 
result of this flow. These puddles (as much as 1 m deep) probably persist 
throughout the year despite strong winds and evapotranspiration.
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Figure 6.--Salt pan A, crust at Ojo del Caballo site; and B, surface 
at east study site.
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Figure 7.--Phreatophyte mound.

Stream channels probably focus recharge during periods of surface-water 
flow. Temperature measurements in well 10 (see temperature-measurement pro
file, fig. 32B, later in this report) made during March 1985 indicate a de
crease in temperature with depth (the only profile to show this for this 
period); thus, this may indicate recharge conditions. The temperature profile 
in this case is concave upward (see idealized temperature profile, fig. 31, 
later in this report), indicating that colder water has infiltrated downward, 
decreasing the temperature that would be expected at an equivalent depth under 
ambient conditions for the geothermal gradient. Well 10 is located adjacent 
to the Amargosa River; water flowed in the river during January through March 
1985.  

Vegetation Surface 

Vegetation is generally limited to beyond the margins of the playa and 
consists of sparsely distributed phreatophytes and xerophytes. Phreatophytes 
are plants that habitually obtain their water in part from the saturated zone, 
and are indicators of a shallow water table and ground-water discharge. Xero
phytes derive their water from the unsaturated zone, are ubiquitous throughout 
the Amargosa Desert, and can coexist with phreatophytes. The stream-channel 
areas along the west side of the playa contain moderately spaced (10 to 40 m 
apart) phreatophyte mounds primarily covered with greasewood (Sarcobatus 
vermiculatus), seep weed (Suaeda fruticosa) (Munz, 1974, p. 370), and saltbush 
(Atriplex parryi) (fig. 7). Ground cover by these plants ranges from 1 to 
5 percent of the total surface area; total plant height rarely exceeds 1 m.
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On eastern and 
to a height of 
land surface.  
margins.

northern playa margins, saltgrass (Distichlis stricta) grows 

about 15 cm, covering as much as 50 percent of the immediate 

Salt crust also occurs on the eastern and northern playa

Saltgrass and a form of tule (Scirpus robustus) (Munz, 1974, p. 903) grow 
at the Ojo del Caballo study site where springs issue from the playa sediments 
(fig. 8). Saltgrass also occurs at the Little Oasis site.  

Potentiometric Surface 

Knowledge of the configuration of the potentiometric surface is required 
to determine the potential direction of ground-water flow. If transmissivity 
can be estimated, then a quantitative estimate of ground-water flux can be 
made. A quantification of the potentiometric gradient, both vertically and 
horizontally, can lead to estimates of ground-water discharge and lateral flow.  

The potentiometric surface is shown in figure 9 for the Amargosa Desert.  
Ground-water flow generally is toward the south, with discharge occurring at 
Franklin Lake playa. Potentiometric-surface contours for Franklin Lake playa 
are shown in figure 10. A summary of all potentiometric data is listed in 
table 1. Hydraulic-head data were collected from a network of 20 piezometers 
(GS-1 through GS-20, fig. 4) installed on or near the playa and from 15 unused 
wells found on or near the playa. Wells GS-1 through GS-20 were installed in 
nests at different locations to obtain hydraulic-head measurements at various 
depths below land surface at a specified site. A typical piezometer nest is 

shown in figure 11. Potentiometric contours (fig. 10) represent the temporal 
averages for the shallowest wells at any given site.

Figure 8.--Ojo del Caballo study-site vegetation.
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All piezometers constructed during this study are designated with a "GS" 
prefix and are numbered consecutively, north to south, and east to west. Well 
numbers not preceded by a prefix represent wells that existed prior to this 
study and were numbered in the order in which they were found. Missing well 
numbers (2, 4, 9, and 12) represent uncased boreholes that were found at 
Franklin Lake playa but were not used in this study because of problems with 
inflowing surface water resulting from infrequent, major storms.  

The potentiometric surface in the northeastern section of Franklin Lake 
playa is at or above land surface. Differences in altitudes between the land 
surface and the potentiometric surface are shown in figure 12, based on 13 
data points. Confined conditions exist in the northern part of the playa, 
with increasing depth to water occurring toward the south. Water levels in 
numerous wells were measured; these levels are shown as altitude of potentio
metric surface versus time in Czarnecki (1990, figs. 3A-K). Measurements were 
made by using a steel tape; measurement precision generally is to within 
0.002 m. Flat hydrographs are typical of wells completed in transmissive 
sediments; hydrographs showing frequent water-level fluctuations indicate 
tighter sediments.  

Water levels were recorded continuously using a Stephens1 F-type recorder 
and float in wells 5, 11, and GS-4 to obtain potential data for estimating 
evapotranspiration. Wells 11 and GS-4 had less than 0.002-m variation in 
water-level altitude over 2 weeks, whereas the water level in well 5 varied in 
direct response to barometric-pressure changes by as much as 0.06 m (fig. 13).  

Increasing hydraulic head occurs with depth at several of the piezometer 
nests. Vertical-gradient calculations for several sites are presented in 
Czarnecki (1990, figs. 5A-E, 4G) where a range in positive values of vertical 
hydraulic gradients (0.1 to 0.8, indicating upward flow) is shown. In con
trast, the range in horizontal hydraulic gradients estimated from potentio
metric contours is 0.002 to 0.005 (fig. 10). This difference of two orders 
of magnitude between vertical and horizontal components of gradients, without 
considering differences in vertical and horizontal hydraulic conductivity, 
indicates that the horizontal component of flow may be insignificant when 
compared with the vertical component of flow. This assumption is presented 
in a subsequent section that uses the vertical gradient to estimate evapo
ration. The northern and eastern parts of Franklin Lake playa have flowing 
wells. Some of these wells, such as GS-8, flow at about 6 L/min.  

Transmissivity and Hydraulic Conductivity 

To calculate discharge using vertical-gradient estimates, the value of 
transmissivity needs to be known. As many independent methods as possible were 
used to estimate transmissivity at Franklin Lake playa. These methods 
include: (1) Pumped-well recovery tests; (2) falling-head injection tests; 
(3) falling-head permeameter tests performed on core; and (4) estimation of 
the effective pneumatic diffusivity and intrinsic permeability.  

1The use of brand, trade, or firm names in this report is for identifica
tion purposes only and does not constitute endorsement by the U.S. Geological 
Survey.
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Figure 9.--Potentiometric surface of the Amargosa Desert.
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Table l.--Sunmary of water-level data for piezometers at Franklin Lake playa, May 1983 through March 1985 

Well or Well or Altitude of Height of 
Welor Well or piezometer piezo- Casing measuring Water-level altitude (meters) 
piezo- location meter diameter measuring pointabove _inmMaimm Average point ponabv 

meter Latitude Longitude depth (meters) (meters) land surface 
name (meters) (meters)

Well 
Well 
Well 
Well 
Well 

Well 
Well 
Well 
Well 
Well 

GS-1 
GS-2 

0 GS-3 
GS-4 
GS-5 

GS-6 
GS-7 
GS-8 
GS-9 
GS-10 

GS-11 
GS-12 
GS-13 
GS-14 
GS-15 

GS-16 
GS-17 
GS-18 
GS-19 
GS-20

i 
3 
5 
6 
7

8 
10 
ii 

13 
14

36014' 15"N 
36014' 15"N 
36014' 15"N 
36014' 13"N 
36014' 13"N 

36014' 13"N 
36014' 12"N 
36014' 17"N 
36014'43"N 
36014' 15"N 

36016 '05"N 
36016' 05"N 
36015 '53"N 
36015 '53"N 
36015'53"N 

36015' 53"N 
36015' 53"N 
36017 '00"N 
36017 '00"N 
36017 ' 00"N 

36017' 00"N 
36016' 27"N 
36016' 27"N 
36016' 27"N 
36015' 16"N 

36 0 15'16"N 
36015' 16"N 
36014 '44"N 
36016 '10"N 
36013 '27"N

116022'21"W 
116022'21"W 
116"22'21"W 
1160 22'12"W 
116 0 22'12"W 

116022'12"W 
116022'29"W 
116022'40"W 
116023'31"W 
116023'02"W 

116021'27"W 
116021'27"W 
116021'21"W 
116021'21"W 
116 0 21'21"W 

116 0 21'21"W 
116021'21"W 
116022'02"W 
116022'02"W 
116022'02"W 

116 0 22'02"W 
116022'12"W 
116 0 22'12"W 
116 0 22'12"W 
116 0 22'01"W 

116 0 22'01"W 
116 0 22'01"W 
116021'57"W 
116022'37"W 
116022'49"W

8.23 
4.57 

10.67 
6.10 
6.10 

9.45 
12.19 
12.10 
5.55 

17.98 

2.19 
3.57 
9.66 
6.83 
6.49 

1.58 
8.14 

10.06 
3.05 
7.25 

1.71 
8.84 
8.26 
6.43 
6.89 

3.29 
10.67 
8.20 
7.25 
4.54

0.210 
.158 
.210 
.158 
.158 

.158 

.259 

.259 

.259 

.210 

.024 

.024 

.024 

.052 

.052 

.052 

.024 

.052 

.052 

.024 

.024 

.052 

.024 

.024 

.052 

.024 

.024 

.052 

.024 

.052

610.29 
609.73 
609.88 
610.72 
610.27 

609.78 
609.62 
610.01 
611.92 
610.60 

613.08 
612.92 
612.44 
612.54 
612.32 

612.89 
612.52 
618.11 
615.65 
616.95 

615.78 
613.32 
615.01 
613..87 
611.58 

611.89 
61r.54 
611.33 
612.60 
609.84

0.69 
.08 
.30 

1.02 
.59 

.15 

.65 

.36 

.94 

.30 

1.22 
1.16 

.99 
1.10 

.82 

1.46 
1.04 
3.38 
1.13 
1.13 

1.34 
.38 

2.06 
.91 
.91 

1.19 
.91 
.94 
.91 

1.28

607.02 
605.98 
607.61 
606.02 
605.79 

606.40 
605.91 
605.93 
607.94 
608.85 

611.30 
611.25 
611.40 
610.27 
608.73 

610.26 
609.26 
617.0 
613.58 
616.29 

613.57 
611.81 
614.10 
612.77 
607.81 

608.27 
608.08 
606.75 
607.27 
604.38

607.31 
609.65 
607.82 
606.44 
606.42 

609.66 
607.77 
606.51 
607.99 
608.93 

611.71 
611.65 
611.83 
610.89 
610.68 

610.89 
611.82 
617.0 
614.17 
616.89 

614.16 
612.65 
614.54 
613.15 
608.59 

608.57 
608.51 
607.48 
607.70 
604.91

607.18 
606.94 
607.69 
606.27 
606.24 

607.09 
606.69 
606.25 
607.96 
608.87 

611.40 
611.36 
611.71 
610.44 
610.07 

610.45 
611.21 
617.0 
613.83 
616.55 

613.83 
612.12 
614.30 
612.98 
608.27 

608.35 
608.21 
606.99 
607.55 
604.54



-LAND SURFACE

Figure 11. Typical piezometer nest construction.  

Recovery Tests 

The Theis equation for aquifer recovery tests (Driscoll, 1986, p. 221) 
was used to estimate transmissivity using recovery data for wells 5 and 14.  

This equation, relating transmissivity to residual drawdown is 

T = 0.1830 As lgo(/' 1 

where T is transmissivity, in meters squared per day; 
Q is the pumping rate, in cubic meters per day; 
s is the residual drawdown, in meters; 
t is the time since pumping started, in minutes; and 

t' is the time since pumping stopped, in minutes.  

Hydraulic conductivity may be estimated by dividing the transmissivity by the 
saturated thickness, or in this case, estimated by dividing the length of the 
open or screened section of the well, denoted as b.  

Results for recovery tests for wells 5 and 14 are shown in figure 14.  

The transmissivity was estimated to be 4.6 m2 /d for well 5 and 43.5 m2 /d for 

well 14; the hydraulic conductivity was estimated to be 0.54 m/d for well 5 
and 2.7 m/d for well 14. Some difficulty existed in selecting the late-time 

straight-line part of the recovery curve, particularly for the well-5 test.  

The slopes of the straight-line sections were estimated by taking the differ

ence between two data points from the late-time part of each curve.
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Appropriate usage of the previous equation requires that sufficient 

testing time be allowed, so that well-bore effects are minimized. Sufficient 
testing time may be determined from the relation (Weeks, 1978, p. 23):

(2)25 r 2 

T

21

As = 3.4 meters 
log cycle 

T- 0.183(Q) 0.183(85.5 cubic meters per day) 
As 3.4 meters 

4.6 square meters per day 
T 4.6 square meters per day 
b 8.5 meters 

= 0.54 meters per day



where t is time, in days; 
rc is the radius of the well, in meters; and 

T is aquifer transmissivity, in meters squared per day.  

This time criterion represents the minimum time that pumping needs to occur 
during a test. Until the time indicated by the time criterion is exceeded, 
the pumped-well drawdown is dominated by well-bore storage effects, and the 
aquifer properties cannot be determined.  

In the test of well 14, where the pump was run for 5,400 seconds, the 
minimum time required for pumping can be calculated by using equation 2 as 

25 (0.105 m) 2 (86,400 s/d) 
t = 

43.5 m2 /d 

= 547 s , 

which indicates that pumping was sufficiently long. For the test of well 5, 
the minimum time is calculated as 

25 (0.105 m) 2 (86,400 s/d) 
t = 

4.6 m2 /d 

= 5,177 s , 

which indicates that pumping duration of 203 seconds was too short. This 
duration may explain the difficulty in drawing a straight line through the 
well-5 test data to the origin (fig. 14). Therefore, the transmissivity value 
estimated from this test is suspect.  

Well 5 was pumped to dryness in 203 seconds using a submersible pump at a 
rate of 85.5 m3 /d (1.0 L/s). Well 14, however, was pumped for 5,400 seconds, 
and a nearly steady water-level was reached after this time (W.J. Oatfield, 
U.S. Geological Survey, oral commun., 1985). Recovery of the water table was 
monitored using an M-Scope electric-tape measuring device. Both wells were 
cased with 0.21-m-diameter steel casing and slotted over the entire zone of 
saturation (Jay Mackenzie, Mackenzie Drilling Co., oral commun, 1983). Well 
14 probably intersects a more transmissive zone, such as a gravel lens, than 
does well 5; the vertical or horizontal extent of this zone is unknown.  

Falling-Head Injection Tests 

Falling-head injection tests, or "slug" tests, were done on several 
wells at Franklin Lake playa. These tests were done to estimate values 
of horizontal hydraulic conductivity in the saturated zone adjacent to the 
screened interval of each well. Water-level data were collected using a 
pressure transducer installed in the well, slightly below static water level.  
For small-diameter (5.2 cm or less) wells, water was poured rapidly into the
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well casing to cause a head rise of about 1 m; for larger diameter casing, a 

weighted float was used to displace water. Hydraulic-head data from the 

pressure transducer was recorded using a Campbell Scientific 21X micrologger, 

programmed to record pressure readings when only a specified change in hydrau

lic head from the previously recorded value was measured. This programming 

allowed selective storage of essential data.  

Results from the slug tests are shown in figures 42A-F in the "Supple

mental Data" section at the end of this report. Cooper and others (1967) 

discussed a technique to determine transmissivity from such a test using 

type-curve matching. This technique was used for several of the tests, 

results of which are shown in figures 42A, C, D, F, and G. Some tests did 

not produce results conducive to this analysis; however, relative estimates 

of transmissivity were made by comparing the times of the first inflection 

point of the slug-test curves. For example, the first inflection point of 

the slug-test curve for GS-17 (fig. 42H in the "Supplemental Data" section) 

occurs at about 600 seconds, compared to about 10,000 seconds for well 8 

(fig. 42J in the "Supplemental Data" section), indicating that the transmis

sivity for GS-17 is larger than that for well 8. Estimates of transmissivity 

and hydraulic conductivity are summarized in table 2.  

Table 2.--Summary of slug-test results for several wells 

at Franklin Lake playa 

[--, not determined] 

Hydraulic 
Well Transmissivity Hydrui 
number (eterssqu ty ) conductivity Location 

number (meters squared per day) (meters per day) 

14 54 3.35 West of playa 

GS-22 Between 3.2 and 5.4 -- North of playa 

7 3.2 1.2 South 

GS-4 0.42 1.4 East 

GS-18 Between 0.38 and 0.42 -- South-central 

5 0.38 0.045 South 

10 2.5 X I0-3 to 3.4 X 10-2 2.5 X 10-4 to 3.4 X 10-3 South 

GS-17 Less than well 10 -- Central 

GS-3 Less than well GS-17 -- East 

8 Less than well GS-3 -- South 

GS-5 Less than well 8 -- East 

The ratio of H/H shown in the slug-test figures is calculated from the 

millivolt-output readings transmitted from the pressure transducer to the 

micrologger, after the test has been made. H is calculated as the maximum 

difference between the millivolt readings before and after injection; H is 

calculated as the difference between the current millivolt reading and the 

reading prior to injection at any time. Because the conversion from millivolt 

reading to pressure is linear, no conversion is necessary when calculating 
H/H because the ratio is dimensionless.
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Results listed in table 2 indicate that more transmissive sediments may 
exist to the north and west; these larger valuesof transmissivity possibly 
correspond with stream-channel deposits from the meandering stream courses of 
Carson Slough and the Amargosa River. The relatively large transmissivity 
estimated for well 14 was determined to be nearly the same for both the slug 
test (54 m2/d) and the recovery test (43 m2/d).  

The transmissivity values listed in table 2 indicate a sharp division 
between values greater than 0.1 m2/d and values less than I0-3 m2/d. This 
discontinuous set of values partly may be related to well construction and 
point sampling, and it reinforces the concept that playa sediments are spa
tially heterogeneous. This heterogeneity was observed during the drilling 
of piezometer holes when fine- to medium-grained sands were penetrated between 
layers of indurated clays and silts. In addition, mud cracks filled with 
coarse sand or silt may exist, allowing for preferential flow paths. The 
distribution of sediment size beneath the playa surface is complex, and it has 
profound effects on the local transmissivity estimates.  

Although heterogeneity is a substantial factor affecting transmissivity 
estimates, other factors may affect these estimates as well. These factors 
include: (1) Length of the slotted or screened section of well casing, con
sidered as the saturated thickness; (2) presence or absence of clogged slots 
in the slotted interval; (3) condition of the gravel pack and bentonite seal 
above the gravel pack around the slotted interval; (4) presence or absence of 
mud cake on the surface of the well bore; and (5) to a lesser extent, density 
and viscosity differences in the water resulting from differing hydrochemis
tries. These factors, particularly (3), in part may explain the difficulties 
in analyzing the slug-test results for wells GS-22 and GS-18.  

Falling-Head Permeameter Tests 

Holes were cored to obtain samples of Franklin Lake playa sediments 
for hydraulic testing. One objective was to obtain core samples that were 
representative of the ubiquitous clays penetrated in each augered piezometer 
hole and to determine the hydraulic conductivity in the vertical direction of 
the clay material for comparison with field measurements.  

Coring was done on June 14 and 15, 1985, at the east study site (EC-2 and 
EC-3) to obtain saturated core samples that would remain in the core barrel 
during hydraulic testing. Sections of the recovered core samples were used to 
estimate the saturated hydraulic conductivity of the playa sediments and the 
porosity. Some core samples were collected using a hand-driven coring tool.  
However, this tool failed to recover samples in gravelly sections and failed 
to recover gravels that had sloughed into the core hole above the next inter
val to be cored. Sections of 5.27-cm-diameter ABS plastic pipe were driven 
past the overlying sloughed-in sections into the underlying clays using a 
sledge hammer and aluminum block to collect additional core samples. The 
volume of slough was estimated by measuring the depth of the hole immediately 
prior to and immediately after the core sample had been taken. If the depth 
on the next measurement prior to coring had decreased, the difference was 
assumed to be the result of material that sloughed into the hole. After the 
ABS pipe containing a section of core was taken out of the hole, the pipe and 
contents were cut using a hacksaw, taped on both ends, marked, and sealed with 
wax.
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Porosity estimates were made by weighing slices of saturated core samples 
contained in the plastic pipe, drying the core completely at 110 0C, weighing 
the dried core, and calculating the weight difference. This weight differ
ence, divided by an assumed fluid density of 1 g/cm3 and the volume of the 
pipe holding the core sample, provides an estimate of volumetric water content 
or porosity. Because the coring tool probably compressed the core sample, the 
overall porosity measured by this technique probably would produce minimum 
values, particularly for clays. Values of porosity are listed in table 3.  

Table 3.--Porosity determination for core samples from hole EC-2, piece 4 

[All samples were clay; all weights include retaining-cylinder weight; 
pw' density of water] 

Weight (grams) Volume, V Porosity 
Sample Saturated Dry Difference (cubic (W - Wd) 

W Wd W - Wd centimeters) Pw/V 

1 129.23 92.08 37.15 56.0 0.66 
2 110.75 77.60 33.15 52.3 .63 
3 110.25 80.89 29.36 48.6 .60 
4 91.57 66.28 25.29 40.5 .62 
5 115.97 84.84 31.13 50.4 .62 
6 108.78 78.93 28.85 47.9 .60 
7 108.80 78.65 30.15 47.9 .63 

Average porosity: 0.62 

The saturated hydraulic conductivity of a porous material may be de
termined in the laboratory using a falling-head permeameter (Bouwer, 1978, 
p. 40-41), such as the one shown in figure 15. The equation applicable for 
determining the hydraulic conductivity (K) when using a falling-head permea
meter is

Lr 2  HlI K = t-- In H2,

where

(3)

L is the length of the sample, in centimeters; 
r is the radius of the standpipe, in centimeters; 

H, and H2 are values of hydraulic head, in centimeters, at the 
beginning and end of a certain time interval, t; 

t is the time required, in seconds, for the water level in the 
standpipe to drop from H, to H2 ; and 

R is the radius of the sample, in centimeters.

Core samples obtained in plastic pipe were fitted with end caps 
(fig. 15B) and used as part of a falling-head permeameter. Water used in the 
permeameter came from well 5, which had a hydrochemistry similar to that of 
the water from the east study-site wells. Values of hydraulic conductivity 
for four samples are listed in tables 11-14 in the "Supplemental Data" section 

at the end of this report. Average values from these tests range from
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EXPLANATION 

r Radius of inlet tubing 

R Radius of sample 

L Length of sample 

H Difference in head 
between inflow head 
and outflow head 

H1 Inflow head 

H2 Outlfow head 

_%_ Water level B

PVC plastic 
end cap

-- Wire mesh

i-•- Gravel 

5.27 centimeter-diameter 
- -ABS plastic pipe 

(with core) 

to 2R 0 rv 

G ae

4M - Wire mesh

Hose clamp

PVC plastic 
end cap

Figure 15.--A, View of a falling-head permeameter; and B, detailed 
view of a falling-head permeameter.  

0.07X10- 8 cm/s to 1.22X10- 8 cm/s. An average of all the values is 
0.47X10- 8 cm/s. Calculated values of hydraulic conductivity decrease with 
increased time for a given core sample; however, the reasons for this are not 
clear. Decreasing hydraulic conductivity during the test may result from: (1) 
Swelling of clays within the core sample resulting from using injection water 
of dissimilar chemistry and removal of ambient overburden pressure; (2) growth 
of bacteria in the core causing pores to clog; and (3) translocation of small 
particles causing pores to clog.
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Results from the falling-head permeameter tests are relatively consistent 
from test to test and give hydraulic-conductivity values that compare favor
ably with the small values listed in table 2. The data in table 2 indicate 
that large heterogeneities may exist, even between closely spaced wells (GS-3 
and GS-4). Although the core analyses provide an estimate of the vertical 
hydraulic conductivity of tight clay, insufficient data exist to dismiss 
overall larger vertical hydraulic-conductivity values resulting from open 
fractures or fractures filled with coarser-grained sediments. The coring 
technique used to obtain the *core samples probably caused the clay layers to 
compact as they were forced into the core barrel, resulting in decreased 
hydraulic conductivity and porosity.  

Estimation of Effective Pneumatic Diffusivity and Intrinsic 
Permeability of the Unsaturated Zone 

By estimating the effective pneumatic diffusivity of the unsaturated 
zone, an estimate of intrinsic permeability and, therefore, values of hydrau
lic conductivity can be obtained. To do this, however, the response of the 
water level in a well to changes in barometric pressure needs to be known.  

Changes in barometric pressure at Yucca Mountain and water level in 
well 5 are shown in figure 13. Inspection of the figure indicates a corre
lation between peaks and troughs. Weeks (1979) examined this phenomenon with 
respect to wells completed in deep, unconfined aquifers. He cited the work of 
several authors (Peck, 1960; van Hylckama, 1968; and Turk, 1975) who have de
scribed barometric effects on water levels in wells completed in shallow aqui
fers at depths to 2 m below land surface. Weeks (1979) noted that effects 
reported by these authors were entirely different from those he described 
concerning deep aquifers, and the mechanism that he described generally would 
not produce measurable effects in such shallow aquifers. His theoretical 
description of the mechanism follows: 

***,Water levels in wells tapping unconfined aquifers are affected by 
changes in barometric pressure because air must move into or out of the 
overlying unsaturated zone in order to transmit the pressure change to 
the water table. This movement is slowed by the finite permeability of 
the unsaturated materials and by their capacity to store or release soil 
gas as the pressure changes. Consequently, the change in soil gas pres
sure at the water table lags that at land surface. However, barometric 
changes are transmitted essentially instantaneously in a well. This 
results in a pressure imbalance between the water in the well and water 
in the adjacent aquifer. The pressure difference produces a water-level 
fluctuation in the well*** (Weeks, 1979, p. 1167-1168).  

Weeks (1979, p. 1170-1172) described a method to estimate the effective 
pneumatic diffusivity that may be treated as a lumped parameter that includes 
the properties of the unsaturated materials and the properties of the soil 
gas. The effective pneumatic diffusivity, a, is defined as 

kk P 
0ra (4) 

pa nd

27



where k is the intrinsic permeability of the porous medium composing the 
unsaturated zone, L2; 

k is the relative permeability of the medium to air at its prevailing 
ra moisture content, dimensionless; 
P is the mean pressure during a pressure-change event, M/L.T 2 ; 

Pa is the dynamic viscosity of air, M/L'T; and 

nd is the air-filled porosity, dimensionless.  

Units used in this equation are specific to the situation of application.  

The effective pneumatic diffusivity was estimated using the step-change 
method (Weeks, 1979, p. 1170-1172) that predicts the barometric effect on the 
water level in the well based on step changes in barometric pressure. A short 
computer program was used to estimate the change in water level by step 
changes in barometric pressure and to estimate the optimum fit with measured 
changes.  

The change in water level (AWL.) was estimated using the relation of 
Weeks (1979, p. 1171):

AWL.= 
i= 1

4H. 0 
1 7 (-I) (m-l)/2 1 exp [-mn22aAt(j-i+k)/4J2] 

m=1,3,5... (5)

where AWL. is the change in water level, in m; 3 
H. is the magnitude of step-change barometric pressure during the 

1 ith time step, in m; 
At is the incremental time step, 1 hour; and 

£ is the thickness of the unsaturated zone, in m.  

The thickness of the unsaturated zone, £, was specified to be 2 m at well 5.  

The optimum fit was calculated as a root-mean-square error (RMSE), or:

Sn j (AWL 
RMSE = i=l mi

n

2 
- AWL ) e.  

1
(6)

where n is the number of hourly measurements, dimensionless; 
AWL is the measured change in water level, in m; and 

m 
AWL is the estimated or predicted change in water level, in m.  e 

The change in RMSE for different values of a is shown in figure 16; the 
best fit, or minimum value of RMSE, was achieved using a value of 0.06 m2 /h 
for a. The predicted and measured changes in water levels for well 5 are 
shown in figure 17; predicted changes are based on a value of a equal to 
0.06 m2 /h.
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Figure 16. Relation of root-mean-squared error (RMSE) to various trial 
values of effective pneumatic diffusity (a).
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Figure 17. Predicted and measured changes in water levels in well 5 
resulting from changes in atmospheric pressure.

The intrinsic permeability of the porous medium that composes the un
saturated zone, k, may be estimated using equation 4, if all other variables 
in the equation are known. The air-filled porosity, nd, was estimated to be 
0.2, based on soil-moisture profiles and porosity measurements. The dynamic 
viscosity of air was estimated to be 2 x 10-4 (g/cm)/s; the relative perme
ability of the medium to air was estimated to be 0.1, based on figure 2-51 in
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Katz and others (1959, p. 64). The mean atmospheric pressure was estimated 
to be 1 X 106 dynes/cm2 . Using these values and a value of o equal to 0.06 
m2/h, the intrinsic permeability of the unsaturated zone, k, was calculated 
to be 6.6 X 10-15 M2 ; it corresponds to a saturated hydraulic conductivity of 
6.5 x 10-6 cm/s, or 0.006 m/d.  

Although the predicted and measured changes in water level in well 5, 
shown in figure 17, represent an acceptable match along certain parts of the 
graph, the fit was not perfect. The differences probably are related to any 
of the following factors: (1) Air-temperature effect; (2) the Klinkenberg 
effect; and (3) errors in water-level and air-pressure measurement.  

Air-Temperature Effect 

The effects of air temperature on measured water levels have been 
documented previously (Gatewood and others, 1950). During tank studies 
designed to measure changes in water level in lysimeters containing soil, 
water, and phreatophytes, Gatewood and others (1950, p. 112-114) recorded 
water-level rises resulting from the sudden heating of the soil from placement 
of hot rocks on the soil surface. Although the temperature at land surface at 
Franklin Lake playa varies up to 25 *C in any given day, the effect on the 
water level in a well cannot readily be determined because atmospheric 
pressure also responds to changes in air temperature. Because of this coupled 
response and the difficulty in separating individual components, no correction 
for the air-temperature effect was made.  

The Klinkenberg Effect 

The Klinkenberg effect (Klinkenberg, 1941, p. 200) occurs during gas flow 
through a capillary or porous medium when, at low pressures, the length of 
the mean free path of the gas molecules approaches the diameter of the capil
lary tube or pore (Weeks, 1979, p. 1170). Under these conditions, the Hagan
Poiseuille velocity distribution no longer holds because some gas molecules 
tend to slip along the capillary walls. Thus, for very fine grained materials, 
such as those beneath Franklin Lake playa, the intrinsic permeability, as 
measured by gas flow, exceeds that measured by liquid flow.  

Katz and others (1959, p. 44-45) gave a relation to estimate air 
permeability (Ka), based on liquid permeability (Kg), as 

K = K(1 + b (7) 
a P 

m 

where b is a factor that is a function of liquid permeability, K.; and 
P is the atmospheric pressure, in atmospheres.  

When an atmospheric pressure of I atmosphere is assumed, a value of b equal to 
0.4 (obtained from figure 2-17 of Katz and others, 1959, p. 45), and a value 
of 6.6 x 10-15 M2 for K., the air permeability, Ka' is 40 percent greater than 

the liquid permeability.
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Errors in Measurement 

The effects of errors that result in improper measurement are directly 

related to obtaining a suitable match between predicted and measured changes 

in water level. One assumption made in using equation 5 was that the baro

metric data from Yucca Mountain were appropriate for use at Franklin Lake 

playa. The two locations are about 60 km apart, and they differ by about 

600 m in altitude. Most of the major atmospheric-pressure changes result from 

regional storm systems. Some of the lag or offset shown in figures 13 and 17 

may result from the distance between these two locations. Errors in meas

urement probably are less than the uncertainty in estimates of air-filled 

porosity (which is directly proportional to intrinsic permeability) and rela

tive permeability of the medium to air (which is inversely proportional to 

intrinsic permeability) used to estimate intrinsic permeability of the 

unsaturated zone (eq. 4).  

Summary of Transmissivity and Hydraulic-Conductivity Estimates 

A summary of values of transmissivity and hydraulic conductivity for all 

the techniques used is listed in table 4. The first two techniques listed 

(pumped-well recovery tests and falling-head injection tests) were designed to 

estimate horizontal components of hydraulic conductivity; the latter two 

techniques (falling-head permeameter tests and determination of effective 

pneumatic diffusivity) were designed to estimate vertical hydraulic conduc

tivity. The first two techniques gave a wide range of estimates of horizontal 

hydraulic conductivity for well and piezometer sites located throughout most 

of the playa. The latter two techniques were used to estimate hydraulic 

conductivity at only two locations on the playa (east and south sites), but 

because these estimates are of the vertical component of hydraulic conduc

tivity, they are more appropriate for estimating vertical flow than are the 

horizontal estimates. In addition, the results obtained using the falling

head permeameter tests on core samples probably underestimate the ambient, 

vertical hydraulic conductivity because of: (1) Swelling of clays within core 

samples; (2) pore clogging that results from growth of bacteria in the core 

sample and translocation of small particles; and (3) compaction of the core 

sample during the coring procedure. Consequently, the estimate of vertical 

hydraulic conductivity of 0.006 m/d obtained by determining the effective 

pneumatic diffusivity probably is the better estimate because it is based on 
onsite measurements.  

Table 4.--Summary of transmissivity and hydraulic-conductivity values 

obtained from all techniques 

[--, indeterminable] 

Technique Transmissivity Hydraulic conductivity 
(meters squared per day) (meters per day) 

Pumped-well recovery tests 4.6 to 43.5 0.54 to 2.7 

Falling-head injection tests <2.5 X 10-3 to 54 <2.5 X 10-4 to 3.4 

Falling-head permeameter tests 6 x 10-7 to 1 X 10-5 

Determination of effective 
pneumatic diffusivity 6 x 10-3
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ESTIMATION OF EVAPOTRANSPIRATION 

Several methods were used to directly or indirectly estimate evapotrans
piration at Franklin Lake playa: (1) Estimation of local evapotranspiration 
by direct measurement of the local energy budget using the eddy-correlation 
technique; (2) indirect estimation of potential evapotranspiration (PET) using 
empirical relations for meteorological data from distant, but similar, loca
tions; (3) indirect estimation of evapotranspiration using the difference in 
moisture contents derived from neutron logs in the unsaturated zone over time; 
(4) indirect estimation of evapotranspiration based on mapping location and 
distribution of phreatophytes in and around the playa; (5) indirect estimation 
of evapotranspiration using temperature logs to estimate vertical ground-water 
velocity; (6) estimation of evapotranspiration by measuring vertical ground
water flow in the saturated zone; and (7) indirect estimation of evapotrans
piration using a one-dimensional finite-difference model of flow from the 
water table to land surface. All but (3) and (5) give usable estimates of 
evapotranspiration. Each of these methods is described in detail in the 
following sections. This application of multiple, independent methods pro
vides an opportunity to check and compare evapotranspiration estimates.  

Energy-Budget Eddy-Correlation Technique 

To characterize the evapotranspiration rate in the study area on an 
annual basis, periodic micrometeorological measurements were made using eddy
correlation equipment based on the energy-budget eddy-correlation technique 
(EBEC). Latent heat flux (the energy flux used in evaporating water from a 
surface) was estimated as the residual to an energy-budget equation. Measure
ments were made during periods of 1 to 3 days in June and October 1983, and in 
January, April, and September 1984. In June 1983, measurements were made at 
only two sites on the playa because of limited equipment. More sites were 
added on successive measurement periods; the two original sites were retained 
throughout the program.  

Theory 

Energy-budget techniques for estimation of evapotranspiration have 
received increasing use since their inception about the beginning of this 
century (Brutsaert, 1982). If advection can be neglected (Campbell, 1977, 
p. 40), and the change in energy stored in the plant canopy and the upper 
2 cm of soil is negligible (Fritschen, 1965), the energy-flux densities 
associated with a vegetated surface are related by an energy-budget equation 
(Campbell, 1977, p. 136): 

R - G - H - X E = 0 (8) n 
where Rn is the net-radiation-flux density for the surface, in watts per 

square meter; 
G is the heat-flux density into the soil, in watts per square meter; 
H is the sensible-heat-flux density into the air above the plant canopy, 

in watts per square meter; 
A is the latent heat of vaporization of water, in joules per gram; and 
E is the rate of evapotranspiration, in grams per second per square 

meter.
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The sensors used to evaluate R and H in equation 8 need to be located n

above the plant canopy if the land surface is vegetated. The distance from 
the sensors to the upwind edge of the vegetation type being studied is known 
as the fetch. Generally, advection can be neglected if the fetch is at least 
100 times the instrument height (Campbell, 1977, p. 40). The term "vegetation 
type" implies that no obvious large-scale heterogeneities in soil or vegeta
tion occur within the fetch. Energy storage in the plant canopy and in the 
soil above the sensors used to measure G can be ignored if energy-flux meas
urements are integrated over a 24-hour period (Fritschen, 1965).  

When the energy-budget method is applied, a horizontal layer is assumed 
that has an upper boundary just above the plant canopy and a lower boundary 
just below the soil surface (fig. 18). The energy-flux densities Rn, G, and 

H that enter and leave the layer are measured, and AE is estimated by solving 
equation 8. For brevity, flux densities are hereinafter referred to simply 
as fluxes.  

LATENT HEAT OF 
NET-RADIATION-FLUX VAPORIZATION OF WATER 

DENSITY SENSIBLE-HEAT-FLUX TIMES RATE OF 
DENSITY EVAPOTRANSPIRATION 

H \E 

UOPER BOUNDARIY ~~~~... ...... .. LOW ER .'B " . "76..... .....  

HEAT-FLUX 
DENSITY Rn-G- H-XE =0 

Figure 18.--The energy-balance method.  

Net-radiation, Rn, is the energy source "driving" the other fluxes; it 

is equal to the solar and atmospheric radiation entering the layer less the 
surface thermal radiation and the reflected solar radiation leaving the 
layer. Incoming short-wave (visible) radiation less reflected shortwave 
radiation always is directed downward; whereas outgoing longwave (thermal) 
radiation less incoming atmospheric thermal radiation usually is directed 
upward. Because the daytime shortwave magnitude is larger than longwave, 
daytime net radiation is directed downward; conversely, nighttime net radi
ation usually is directed upward. The 24-hour integral is a large flux, 
directed downward.  

Soil-heat flux, G, is the heat that flows by conduction and by latent 
heat transport through the lower boundary of the layer. Usually, soil-heat 
flux is directed downward during the day and upward during the night, pro
ducing a 24-hour integral equal to about zero. As the soil surface is warmed
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through the day, some of that energy is convected into the air above, estab
lishing an air-temperature profile characterized by decreasing temperature 
with altitude. Heat flux across the upper boundary resulting from this tem
perature gradient is known as sensible-heat flux.. Over most natural surfaces, 
sensible-heat flux is directed upward during the day and downward during the 
night; over a period of 1 day, the integral of sensible-heat flux is directed 
upward. However, over a dry surface with a large specific-heat capacity (such 
as dry sand or rock), sensible-heat flux may be directed upward continuously 
during warm months. Conversely, a very lush, well-watered crop (such as 
alfalfa) often remains cooler than the overlying air through the day, main
taining a downward flow of sensible heat, known as inversion.  

The evaporation of water from the plant and soil surfaces into the 
atmosphere requires energy, known as the latent heat of vaporization of water, 
X; it is equal to 2,450 joules per gram of water at 20 °C, and it varies 
slightly as temperature changes. Evapotranspiration, then, can be thought of 
as an energy flux directed upward, equal to X times the mass flow rate of 
water. Most evapotranspiration occurs during daylight hours. If air 
temperature drops below the dewpoint during early morning hours, a downward
directed vapor flux occurs, resulting in dew.  

The four energy fluxes, which are assumed to be distributed evenly over a 
given vegetation type, are expressed as energy-flux densities per unit area.  
The units used in this report are Wm- 2 (watts per square meter).  

Equipment 

Net-radiation and soil-heat flux were measured at Franklin Lake playa 
with thermopile devices. For net radiation, Fritschen-type net radiometers 
(Fritschen, 1965) were used; these radiometers have a nominal sensitivity of 
about 4.5 pV m2 W-1 and are nonventilated two-sided, blackened thermal 
transducers with polystyrene radiation windows (fig. 19). The temperature 
difference between the upper and lower surfaces is converted to a voltage 
signal by a thermopile. These radiometers were positioned level at the upper 
boundary, about 1.5 m above land surface.  

Two types of soil-heat-flux plates were buried at various depths below 
land surface. The first type of plate uses a copper-constantan thermopile to 
convert the temperature difference between the upper and lower surfaces of 
the plate into a voltage signal (Tanner, 1963); the second type uses a ther
mopile made of semiconductor materials to do the same thing (Weaver and 
Campbell, 1985). The sensitivity of the first type ranges between 5 and 
10 pVm2 W-1 , and the thermal conductivity is 1.0 Wm- 1 oCl, corresponding to 
that of a dry sand (Weaver and Campbell, 1985). The sensitivity of the 
second type ranges between 70 and 80 pVm2 W-', and the thermal conductivity is 
0.4 Wm- 1 OC-l (Weaver and Campbell, 1985).  

If the thermal conductivity of the heat-flux plate is different from the 
surrounding soil, an error in measured heat flux will occur (Philip, 1961) 
because of a thermal disturbance caused by the plate. No data were collected 
to estimate the thermal conductivity of the soil surrounding the heat-flux 
plates of Franklin Lake playa; therefore, no correction to the measured soil
heat flux was made.
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Figure 19.--Net radiometer and soil-heat-flux plate.

In June and October 1983, the plates were buried 5 cm below land surface; 
thereafter, they were buried at 1- or 2-cm depths. Simultaneous placement of 
plates at all three depths showed very little change in the 24-hour integrals 
of soil-heat-flux density with depth, even though the playa sediments often 
were moist at a depth of 5 cm. Resulting differences in estimation of AE were 
considered insignificant.  

Sensible-heat-flux density, H, was measured with a CA 27-T sonic anemo
meter made by Campbell Scientific in Logan, Utah (fig. 20). The anemometer 
uses the phase shift between upward- and downward-directed high-frequency 
sound waves to measure vertical windspeed. In addition, it is equipped with 
a 12.7-pm-diameter, fine-wire thermocouple to measure the air-temperature 
fluctuations at the same location. A Campbell CR-5 data logger with special 
firmware (fig. 21) was used to integrate the vertical windspeed and air
temperature fluctuations at an effective frequency of 3-4 hertz (Weeks and 
others, 1987) to produce 5-minute means and covariances. The sensible-heat 
flux was calculated from the covariance of vertical windspeed with air temper
ature as 

H = p C W'T' , (9) 

where H is sensible-heat flux, in watts per square meter; 
p is air density, in grams per cubic meter; 

C is specific heat capacity of air, in joules per gram per degree 
Celsius; and 

W'T' is the covariance of vertical windspeed with air temperature, 
in meter-degree Celsius per second.
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Figure 20.--Example of a sonic anemometer.

The sound path of the sonic anemometer was aligned vertically at the 
upper boundary, about 1.4 m above land surface. Copper-constantan thermo
couples were positioned about 1 m above land surface, shaded from direct 
sunlight, to measure air temperature. Air temperature was used to determine 
the value of p in equation 9. The value of C in equation 9 was assumed to 
be 1.01 J g-1 OC-1" P 

Measurement Sites 

Most of the surface of Franklin Lake playa is not vegetated, and about 
one-half of the nonvegetated surface is a white-to-off-white salt crust; the 
other half is a fragile, porous, silty-sand surface, ranging in color from tan 
to brown. The Amargosa River channel enters the playa from the northwest, and 
Carson Slough enters the playa from the north (fig. 4); these channels braid 
out, and the more prominent channels are located in the western one-third 
of the playa. Although the surface usually is dry, the sediments just below 
the surface remain mucky, especially in the broad expanses that are void of 
braiding.  

Vegetation primarily consists of the phreatophytes seep weed 
(Suaeda fruticosa) Munz, 1974, p. 370) and greasewood (Sarcobatus vermiculatus, 
Jaeger, 1940, p. 45), although small quantities of saltgrass (Distichlis 
stricta, Beatley, 1976, p. 283) occurs, mainly concentrated near the few

36



springs and seeps at the northern and eastern playa margins. The white, 
salt crust apparently prevents the establishment of seedlings, restricting 
vegetation to the darker colored areas, mainly along the braided river 
channel.

Figure 21.--Example of a solid-state datalogger.

Eddy-correlation sites (fig. 22) were selected to (1) optimally cover as 
much of the playa surface with as few measurement sites as possible, (2) 
represent the different land-surface types, and (3) be accessible by four
wheel drive vehicles. The last requirement prevented using much of the 
southeast quadrant, because it usually was mucky just below land surface.

Site 1 is located in a sparse but extensive seep weed community 
that has an average plant separation of 10 m. The shortest fetch is 
from the south, the average plant height is about 0.6 m, and maximum 
height is about 1.0 m.

(fig. 23) 
0.7 km 
plant

Site 2 (fig. 24) is nonvegetated, has a light-reddish-brown soil, and is 
located near the southern end of the playa. Adequate fetch occurs in all 
directions except to the east, where a single 4-m-wide, white river channel 
runs north and south about 100 m from the site. The channel was considered to 
be small enough and far enough away so that it had no substantial effect on 
the measured sensible-heat flux.
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Figure 22.--Location of eddy-correlation sites.
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Figure 23.--Eddy-correlation site 1.

Figure 24.--Eddy-correlation site 2.  
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Site 3 was included primarily to represent the western extent of the 
playa. The site is located near the northwestern corner of a whitish, 
sparsely vegetated lobe of the playa, about 0.7 km2 in area. Seep weed and 
greasewood grow at this site and have an average plant separation of 15 m. If 
the wind is from the west, the fetch is inadequate, and sensible heat advected 
from the hot, dry area west of the playa would produce erroneously low esti
mates of evapotranspiration. However, the soft playa surface prevented the 
selection of a new site at a location more representative of the lobe.  

Site 4 is located near the eastern edge of the playa and was selected to 
represent the shallower water-table conditions that occur there. The site is 
not vegetated (although saltgrass is abundant a few hundred meters to the 
north), and it has adequate fetch in all directions.  

Sites 5 and 6 are near the extreme northern end of the playa. Site 5 was 
selected to represent dense vegetation. Greasewood and seep weed grow 
extensively and have an average plant separation of 3 m. Average plant height is 
I m; maximum plant height is 1.4 m. Adequate fetch occurs in all directions.  
Site 6 is located near the eastern edge of a very white, uniform, triangular 
salt flat, about 4.6 km north of site 1. Site 6 was selected because the 
brilliance and thickness of the salt crust indicated the possibility of steady 
upward movement of water. A mucky subsurface prevented the instruments from 
being located near the center of this surface, which resulted in an inadequate 
fetch when winds were from the east.  

Site 7, the most central location, is similar to site 2 in land-surface 
type except that it is a little lighter in color. Adequate fetch occurs in 
all directions at site 7.  

Measurements 

The covariance of vertical windspeed with air temperature W'T' was 

calculated every 5 minutes by the CR-5 datalogger, and six 5-minute covari
ances were accumulated to produce 30-minute averages. The net-radiometer, 
soil-heat-flux plate, and thermocouple signals continuously were integrated to 
produce 30-minute averages. The 30-minute averages, reported at the end of 
each one-half hour, were recorded on magnetic cassette tapes and printed on 
paper tape. Average fluxes subsequently were calculated for an integral 
number of days, to minimize the effects of energy storage in the plant canopy 
and soil surface.  

Equipment availability and time limitations caused variability in the 
length of measurement periods and the number of sites that were occupied 
during each trip. A summary of site occupation and measurement periods is 
listed in table 5.  

On January 25, 1984, between 0530 and 0930 hours, equipment failure at 
site 2 interrupted data collection. On the basis of flux occurrence at two 
other sites, the 0530 hours evapotranspiration (ET) value (=0) also was used 
at 0600, 0630, and 0700 hours. Linear interpolation then was used to estimate
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Table 5.--Measurement periods used for the energy-budget 
eddy-correlation technique 

[Numbers in table represent dates of the month; 
-- , indicate no data were collected] 

Site Sampling dates 
June October January April September 
1983 1983 1984 1984 1984 

1 21-24 14-16 25-27 21-23 4-5 
2 19-20 14-15 25-26 21-23 4-5 
3 -- 16-18 25-27 23-25 5-7 
4 -- 16 27-29 23-25 5-7 
5 .... 25-27 25-26 7-9 
6 .... 26-27 25-26 7-9 
7 .... 27-28 ....  

ET values at 0730, 0800, 0830, 0900, and 0930 hours. On January 28, 1984, 
between 0930 and 1030 hours, equipment failure at site 4 interrupted data 
collection. The missing ET values were estimated by using linear 
interpolation.  

Typical 24-hour time series of the four flux densities measured at site 1 
in June 1983 are shown in figures 25A-C. Net radiation, soil-heat flux, and 
sensible-heat flux all were positive during the day and negative during the 
night in this desert environment. Latent-heat flux, when estimated as a 
residual, fluctuates on a 30-minute basis resulting from variation in sensible
heat flux and fluctuates on a slightly longer basis when changes in energy 
storage occur (for example, when the latent-heat flux became slightly negative 
shortly before sunset). The nighttime latent-heat flux averages usually were 
slightly positive, probably indicating a much smaller evaporation rate and a 
negligible transpiration rate.  

Results and Analysis 

Average ET rates are given in table 6 for the measurement periods and 
locations in table 5. Variation in rates is evident among the sites, espe
cially in April and September 1984. Trends among sites are not apparent; 
however, ET at site 2 tended to be greater than ET at site 1. Vegetated 
sites, on the average, did not have significantly higher ET rates than bare
soil sites. Apparently, evaporation is a more effective transport mechanism 
at the surface than is transpiration, probably because of the sparse vegeta
tion. Two methods were adopted to analyze the data to minimize bias in the 
results.
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Figure 25.--Typical 24-hour time series of A, net radiation and soil-heat 
flux; B, sensible-heat flux; and C, latent-heat flux.  

In the first method, only sites 1 and 2 were included, because measure
ments were made at these sites during every trip and because these two sites 
represent the two primary land-cover types on the playa. For this method, ET 
rates for the two sites were averaged together, and the averages were plotted 
against time. Rates were plotted on a monthly basis (fig. 26A,), ignoring the 
year during which the data were collected (1983 or 1984).  

In the second method, the ET rates from all sites measured for a given 
month were averaged together, and the averages were plotted against time 
(fig. 26B). A comparison of the two methods is shown in figure 26C; general 
agreement exists between the two yearly curves.
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Table 6.--Average daily evapotranspiration rates estimated using the 
energy-budget eddy-correlation technique 

[--, no data were collected] 

Site Evapotranspiration rate (millimeters per day) 
Site June October January April September 

1983 1983 1984 1984 1984 

1 3.0 0.5 0.6 1.4 1.4 
2 3.2 1.3 .8 2.2 1.2 
3 -- 1.5 .9 .8 2.1 
4 -- 1.4 .8 2.3 .9 
5 .... .9 2.2 1.6 
6 .... 1.1 1.8 2.7 
7 .... 1 .3 ....

Yearly ET totals were computed for each method by using linear interpo
lation between data points. Method 1 yielded a rate of 54 cm/a, or 0.15 cm/d; 
method 2 yielded a rate of 59 cm/a, or 0.16 cm/d. Because of the close agree
ment of the two values, a rate of 59 cm/a has been estimated as an upper limit 
of evapotranspiration at Franklin Lake playa. This value is considered to be 
an upper limit because the energy-balance eddy-correlation method historically 
has produced a value higher than some other methods, such as direct eddy
correlation and Bowen ratio (Weeks and others, 1987).  

Experiments done by the author in Denver, Colo., during March 1986 to 
calibrate the Fritschen-type net radiometers using Eppley precision shortwave 
and longwave radiometers indicate that the Fritschen-type radiometers are less 
sensitive to longwave radiation than they are to shortwave radiation, pro
ducing an overestimate of net radiation. Such an overestimate could account 
for most of the discrepancy seen by Weeks and others (1987) between direct and 
energy-balance estimates of ET. If the Fritschen-type net radiometers have 
dissimilar longwave and shortwave sensitivities, the resulting errors in the 
30-minute values of net radiation would be dependent upon the land-surface 
temperature. Land-surface temperature was not measured at Franklin Lake 
playa; therefore, a formal correction of net radiation was not possible.  
However, based on subsequent experiments done by the author in which a 
Fritschen-type radiometer was used in a semiarid environment adjacent to a 
radiometer with equal sensitivities to longwave and shortwave radiation 
(as determined by the March 1986 calibration), an estimated correction of 
-20 percent to the measurement of net radiation is proposed. Application of 
this -20 percent correction to all of the measurement periods at Franklin Lake 
decreases calculated ET by about 30 percent. The revised value for method 1 
is 38 cm/a, or 0.10 cm/d.
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Figure 26.--Evapotranspiration rates for A, site 1, site 2, and the average; 
B, all sites and the average; and C, comparison of two methods of analysis.  

On the basis of the data collected and evidence regarding the Fritschen
type net radiometer, the range of 38 to41 cm/a is suggested as the most 
reliable estimate of ET at Franklin Lake for 1983-84. Typically, eddy
transport fluxes, such as sensible-heat flux, can be measured to within
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±10 percent, and R and G can be measured to within ±5 percent. A rigorous n 
error analysis of energy-balance ET would apply the error bars to Rn, G, and 

H, and present either a worst-case or root-sum-square error in the calculated 
ET. However, because of the large, approximate correction suggested for R n 

(and because R is the largest term in the energy-balance equation), such an 
n 

error analysis would have little significance here. The rate of 59 cm/a 
cannot be discounted entirely, and it is retained in the present analysis as 
a maximum estimate of ET. The ET values presented in this section represent 

averages for 1983-84; insufficient data are available to determine whether 

these values also represent long-term averages.  

The preceding section of the report identifies one technique for esti
mating evapotranspiration. Subsequent sections identify alternative tech

niques used to estimate evapotranspiration of ground water at Franklin Lake 
playa.  

Empirical Meteorological-Data Relations 

Potential evapotranspiration (PET) may be estimated from meteorological 
data using a variety of relations (Jensen, 1973, p. 63-111). Many of these 
empirical relations were determined by using comparisons between potential 
evapotranspiration and various meteorological variables; however, these rela
tions vary in their suitability for site-specific estimation requirements.  
The initial objective of developing these methods was to estimate consumptive 
use of irrigation water by different types of crops under different climatic 
conditions. Empirical relations were developed for various well-watered crops 
to try to estimate evapotranspiration from meteorologic data. Because few 
plants grow at Franklin Lake playa (the majority of the playa is bare soil), 
and because the setting there is substantially different from that of a well
watered crop, the relations presented in this section probably greatly over

estimate the quantity of evapotranspiration that, in this setting, primarily 
is bare-soil evaporation. Overestimation could occur because plants improve 
the efficiency of water movement from the unsaturated zone to the atmosphere, 
resulting in larger rates of water movement than occur from bare-soil 
conditions.  

Meteorologic data used in estimating PET at Franklin Lake playa were 
supplied by the U.S. National Weather Service, Nuclear Support Office (Douglas 
Soule, written commun., 1985), for weather stations located at Mercury, Nev.  
(latitude 36*37'N; longitude 116°01'W; altitude 1,005 m); Boulder City, Nev.  

(latitude 35'59'N; longitude 114'51'W; altitude 770 m); and Silverpeak, Nev.  

(latitude 38157'N; longitude 119*20'W; altitude 1,299 m). Meteorologic data 
for these three stations are listed in Czarnecki (1990, tables 1-3). The most 
complete record exists for Mercury, Nev.; however, pan-evaporation data do 
not exist for this station.

45



The annual climate at Franklin Lake playa is variable; average minimum 
temperatures during January are near freezing (0 0C) and maximum temperatures 
during June are higher than 54 *C. Peak precipitation occurs during the 
summer months as localized, sporadic thunderstorms. During winter months, 
regional storm systems cause precipitation to occur throughout the area.  
The estimated annual rainfall at Franklin Lake playa is less that 5 cm/a 
(Winograd and Thordarson, 1975); however, intense localized thunderstorms can 
cause more than the average annual precipitation to fall in less than 1 hour.  
Winds are variable, and prevailing winds blow from the southwest and west 
during winter months; summer months bring localized convection, frequently 
causing "dust devils" to occur by early afternoon; they occur up to 50 m in 
height and easily are capable of lifting pea-sized gravel. Dust transported 
by strong northerly winds blowing over Eagle Mountain, which is 600 m higher 
than the playa surface, is shown in figure 27.

Figure 27.--Eagle Mountain with dust blowing over the top.  

Applicable techniques for estimating potential evapotranspiration from 
meteorological data may be classified by: (1) Temperature (Thornthwaite, 
1948); (2) humidity (Ivanov, 1954; Papadakis, 1966); (3) pan evaporation 
(Doorenbos and Pruitt, 1974); (4) solar radiation (Turc, 1961; Jensen and 
Haise, 1963; Stephens, 1965); and (5) a combination of temperature, humidity, 
wind-speed, solar-radiation, and other various data (Penman, 1948; Behnke and
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Maxey, 1969; Linacre, 1969; and Linsley and others, 1975). Jensen (1973, 
p. 90-111) evaluated most of these methods, comparing results to direct mea
surements of evapotranspiration that were made by using weighing lysimeters 
for an extensively instrumented site at Kimberly, Idaho. Jensen's evaluation 
of each method included the percentage of difference between measured evapo
transpiration and estimated potential evapotranspiration. Methods that gave 
smaller estimates of PET were deemed more suitable for estimating PET at 
Franklin Lake playa because most of the evapotranspiration at the playa occurs 
through bare-soil evaporation that typically is less than evapotranspiration 
would be for a well-watered crop under identical meteorological conditions.  
Many of the methods presented in Jensen were not used for this reason and, 
also, because of a lack of appropriate meteorologic data needed for input to 
these methods.  

Not all of the empirical methods used to estimate PET were developed 
using metric units and, for consistency, the original units were retained and 
used in this report. Also, the original measurements of temperature from the 
U.S. Weather Service were reported in degrees Fahrenheit and are also retained 
in this report to facilitate comparison.  

Temperature 

Jensen's analysis of the Thornthwaite (1948) method indicates that the 
method 

",'*should not be used in areas that are not similar to the east central 
United States. However, because it can be computed from temperature and 
latitude it has been one of the most misused empirical equations 
generating inaccurate estimates of evapotranspiration for arid and 
semiarid irrigated areas***-." 

For this reason, the Thornthwaite method was not used.  

Humidity 

The technique of Ivanov (1954) was used to estimate PET at Franklin Lake 
playa. The governing empirical relation for this method is 

PET = 0.0018 (25+T) 2 (100-r.h.) , (10) 

where PET is the potential evapotranspiration, in millimeters per month; 
T is the mean monthly temperature, in degrees Celsius; and 

r.h. is the mean monthly relative humidity, in percent.  

Results from this method are listed in table 7. Jensen (1973, p. 96) observed 
that this method of estimating PET produced a result 22 percent lower than the 
result measured with a weighing lysimeter. The average annual estimate for 
PET using this method was 0.75 cm/d.  

The method of Papadakis (1966) uses the following relation: 

PET = 0.5625 (e max- e Z) , (11)
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where PET is the monthly potential evapotranspiration, in centimeters; 
emax is the saturation vapor pressure, in millibars corresponding to 

average daily maximum temperature; and 
e is the average vapor pressure for the month, in millibars.  

Monthly estimates of PET made using this technique are listed in 
tables 8-10. Saturation-vapor pressures were obtained from Jensen (1973, 
table A3, p. 189). The average annual estimates for PET using this method 
varied from 0.36 to 0.40 cm/d.  

Pan Evaporation 

Doorenbos and Pruitt (1974) proposed the following relation for ob
taining PET:

PET = Cet Ep , (12)

where PET is potential evapotranspiration, in centimeters per day; 
Cet is a pan coefficient that is determined from Jensen (1973, 

table 6.3, p. 76) and is dependent on wind speed, relative 
humidity, whether or not the land is dry, and the length of 
fetch upwind of the pan; and 

E is the measured pan evaporation, in centimeters per day.  
p 

Table 7.--Estimated potential evaporation at Franklin Lake playa using the 
technique of Ivanov (1954) (Jensen, 1973, p. 96) and Turc (1961) (Jensen, 

1973, p. 100) for meteorologic data for Mercury, Nevada

['C, degrees Celsius; ly/d, langleys per day; 
cm/d, centimeters per

mm/mo, millimeters per month; 
day]

Average monthly Relative Solar Potential evapotranspiration 
Month temperature humidity radiation Ivanov (1954) Turc (1961) 

(0C) (percent) (ly/d) (mm/mo) (cm/d) (cm/d) 

January 6.4 50.8 345 87.7 0.28 0.15 
February 8.5 48.3 496 104.5 .37 .26 
March 10.1 48.0 568 115.0 .37 .33 
April 14.7 30.8 700 196.7 .66 .62 
May 19.6 29.8 742 251.0 .81 .75 
June 25.7 16.3 800 387.8 1.29 1.03 
July 29.2 20.0 761 422.5 1.36 1.00 
August 27.9 24.8 697 378.9 1.22 .86 
September 24.0 27.5 603 313.3 1.04 .69 
October 17.7 27.8 477 236.7 .76 .49 
November 10.4 36.8 380 142.6 .48 .27 
December 7.2 42.8 313 107.0 .35 .17 

Average: 0.75 0.55
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This method was applied to pan-evaporation data for Boulder City, Nev.; 
results are listed in table 11. When this method was applied, a major 
assumption was that the pan evaporation is identical to the pan evaporation 
that would be measured at Franklin Lake playa. The average annual estimate 
for PET using this method varied from 0.27 to 0.34 cm/d.  

Solar Radiation 

Solar-radiation data used in estimating potential evapotranspiration at 
Franklin Lake playa were from table 3.1 of Jensen (1973, p. 22-23). These 
data were calculated for specific northern latitudes for cloudless skies.  
Values used are those corresponding to 351N latitude.  

Turc (1961) developed the relation:

PET = 0.013(T/[T+15])(R+50)(1+[50-r.h.]/70) , (13)

where PET is potential evapotranspiration, in millimeters per day; 
T is mean monthly temperature, in degrees Celsius; 
R is solar radiation, in langleys per day; and 

r.h. is mean monthly relative humidity, in percent.  

Table 8.--Estimated potential evapotranspiration at Franklin Lake playa using 
the technique of Papadakis (1966) (Jensen, 1973, p. 97) for 

meteorologic data for Mercury, Nevada 

[Tmax average monthly maximum temperature in degrees Celsius; e'max, 

saturated vapor pressure over water corresponding to Tmax; Tmin' average 

monthly minimum temperature in 'C less 2 *C; ez, vapor pressure over water 

corresponding to Tmin; PET, potential evapotranspiration; mb, millibars; 

cm/mo, centimeters per month; cm/d, centimeters per day] 

T leo T . le PET Month max max mmn z (mm) (md 

(0C) (mb) ( 0 C) (mb) (cm/mo) (cm/d) 

January 12.3 14.3 -1.3 6.0 4.7 0.15 
February 14.9 17.0 .1 6.16 6.1 .22 
March 16.2 18.4 1.9 7.02 6.4 .21 
April 21.8 26.1 5.6 9.11 9.6 .32 
May 26.9 35.4 10.3 12.5 12.9 .42 
June 33.7 52.3 15.8 18.0 19.3 .64 
July 37.2 63.5 19.1 22.1 23.3 .75 
August 35.7 58.4 18.1 20.8 21.2 .68 
September 31.8 47.0 14.2 16.2 17.3 .58 
October 25.3 32.2 8.0 10.7 12.1 .39 
November 17.3 19.8 1.5 6.82 7.3 .24 
December 13.9 15.9 -1.4 6.0 5.6 .18 

Average: 0.40 

IJensen (1973), table A3, p. 189.
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Table 9.--Estimated potential evapotranspiration at Franklin Lake playa using 
the technique of Papadakis (1966) (Jensen, 1973, p. 97) for meteorologic 

data for Boulder City, Nevada, during 1982 

[Tmax$ average monthly maximum temperature in degrees Celsius; elmax, 

saturated vapor pressure over water corresponding to Tmax; Tmin' average 

monthly minimum temperature in 'C less 2 'C; e , vapor pressure over water 

corresponding to Tmin; PET, potential evapotranspiration; mb, millibars; 

cm/mo, centimeters per month; cm/d, centimeters per day] 

T leo T . le PET 
Month max max min z (cm/mo) (cm/d) 

(0C) (mb) ( 0 C) (mb) 

January 11.1 13.2 -0.8 6.0 4.0 0.13 
February 15.1 17.2 2.2 7.17 5.6 .20 
March 17.8 20.4 3.2 7.70 7.1 .23 
April 24.3 30.4 5.2 8.86 12.1 .40 
May 28.1 38.0 9.7 12.0 14.6 .47 
June 31.4 45.9 12.2 14.2 17.8 .59 
July 32.7 49.4 16.0 18.2 17.6 .57 
August 33.4 51.1 16.7 19.0 18.1 .58 
September 29.2 40.5 12.6 14.6 14.6 .49 
October 21.8 26.1 5.3 8.92 9.7 .31 
November 14.8 16.8 1.0 6.58 5.8 .19 
December 11.9 13.9 -1.2 6.00 4.4 .14 

Average: 0.36 

1Jensen (1973), table A3, p. 189.  

Turc's method (1961) gave estimates of PET that were 33 percent less than that 
measured by Jensen (1973). Monthly estimates of PET for Franklin Lake playa 
are listed in table 7 the yearly average estimated PET for Franklin Lake playa 
using this method was 0.55 cm/d.  

Jensen and Haise (1963) developed an empirical relation to estimate PET 
from solar radiation and temperature, based on numerous measurements of 
evapotranspiration from soil-sampling procedures, correlated with well-watered 
crops of various types. From these observations, they derived the relations:

PET = 0.00171 CT(T - Tx)R )

CT = 1/(CI+C2 CH) I 

T = - 2.5 - 0.14 (e 2 - el) - alt./550 
X 

C1 = 38 - (2 °C X alt./305),

C2 = 7.6 0C

CH = C 3 /(e 2 - el) ,

(14) 

(15a) 

(15b) 

(15c) 

(15d) 

(15e)
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where PET is potential evapotranspiration, in centimeters per day; 
T is mean monthly temperature, in degrees Celsius; 
R is solar radiation, in langleys per day; 

alt. is the altitude, in meters, of the measuring point; 
CS is a constant equal to 50 millibars; 
e 2 is the saturation vapor pressure, in millibars for the mean maximum 

air temperature; and 
el is the saturation vapor pressure, in millibars for the mean minimum 

air temperature.  

Estimates of evapotranspiration made using the method of Jensen and Haise 
(1963) are listed in table 12. The altitude used in these calculations was 
assumed to be that of Franklin Lake playa (approximately 610 m). The average 
annual estimate for PET using this method was 0.54 cm/d.  

Table l0.--Estimated potential evapotranspiration at Franklin Lake playa using 
the technique of Papadakis (1966) (Jensen, 1973, p. 97) for meteorologic data 

for Boulder City, Nevada, during 1983 

[Tmax, average monthly maximum temperature in degrees Celsius; e'max, 

saturated vapor pressure over water corresponding to Tmax; Tmin' average 

monthly minimum temperature in 'C less 2 'C; ez, vapor pressure over water 

corresponding to Tmin; PET, potential evapotranspiration; mb, millibars; 

cm/mo, centimeters per month; cm/d, centimeters per day; -- , missing data] 

T leo T . le PET 

(0C) (mb) ( 0 C) (mb) (cm/mo) (cm/d) 

January -- -- -- -- -- (0) 
February 14.4 16.4 2.4 7.27 5.14 0.18 
March 20.0 23.4 4.1 8.20 8.55 .28 
April 23.7 29.3 3.4 7.81 12.1 .40 
May 29.8 41.9 8.6 11.2 17.3 .56 
June 32.1 47.8 12.2 14.2 18.9 .63 
July 33.9 52.9 14.2 16.2 20.6 .67 
August 34.0 53.2 16.8 19.1 19.2 .62 
September 31.6 46.5 15.0 17.1 16.5 .55 
October 24.8 31.3 8.9 11.4 11.2 .36 
November 16.3 18.5 3.6 7.92 6.0 .20 
December 12.5 14.5 0.1 6.15 4.7 .15 

Average: 0.40

IJensen (1973), Table A3, p. 189.  
2Missing PET value estimated as 0.15 centimeter per day.

Stephens (1965) proposed the following relation to calculate PET:

PET = (0.014 T - 0.37) x R/1500 , (16)
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where PET is potential evapotranspiration, in inches per day; 
T is mean monthly air temperature, in degrees Fahrenheit; and 
R is mean monthly solar radiation, in langleys per day.  

Jensen's (1973) application of this method to the Kimberly, Idaho, 
experimental data gave estimates of evapotranspiration that were 20 percent 
lower than measured. Estimates for Franklin Lake playa are listed in 
table 12. The average annual estimate for PET using the method of Stephens 
(1965) is 0.53 cm/d.  

Combination Methods 

Various methods were developed by investigators to estimate PET using 
combinations of temperature, humidity, wind-speed, solar-radiation, and other 
data. Behnke and Maxey (1969) developed a relation for estimating PET from 
monthly field-water-requirement characteristic constants and the simulated 
wet-bulb depression, as:

PET = T/1.9 x W , (17)

where PET is potential evapotranspiration, in centimeters per day; 
T/1.9 is the simulated wet-bulb depression; and 

W is the monthly field-water-requirement characteristic constant.  0 

Table ll.--Estimated potential evapotranspiration at Franklin Lake playa using 
the technique of Doorenbos and Pruitt (1974) (Jensen, 1973, p. 76, 101-102) 

for pan evaporation data for Boulder City, Nevada, 1982 through 1983

[mean relative humidity, 19 percent; mean wind 
Ep, pan evaporation; Cet (from Jensen, 1973, 

centimeters per day; -- , missing data]

speed, 363 kilometers'per day; 
table 6.3 p. 76), 0.45; cm/d,

E (1982) C XE E (1983) C XE Month p Cet p p Cet p 

(cm/d) (cm/d) (cm/d) (cm/d) 

January 0.29 0.13 ....  
February .36 .16 0.28 0.13 
March .50 .22 .50 .22 
April .82 .37 .70 .32 
May 1.07 .48 1.14 .51 
June 1.21 .54 1.39 .63 
July 1.18 .53 1.43 .64 
August 1.03 .46 .82 .37 
September .75 .34 .86 .39 
October .56 .25 .56 .25 
November .31 .14 .43 .19 
December .... .25 .11 

Average: 0.27 Average: 0.34
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Values for W vary with latitude and time during the year (Jensen, 1973, 
0 

p. 73, table 6.2). Jensen (1973) reported that this method overestimated 
evapotranspiration by 15 percent. Values of potential evapotranspiration for 
Franklin Lake playa obtained by using this method are listed in table 13.  
The annual average value for PET is 0.58 cm/d. Temperature data for Mercury, 
Nev., were used in these estimates.  

Linacre (1969) developed a method for estimating PET based on the 
relation:

[0.167 R + 0.014 u (Tmax -Tmid)] 
PET = [22.0 - 0.15 (T + T .m)] 

max min
(18)

where PET is potential evapotranspiration, in millimeters per day; 
R is mean net solar radiation, in langleys per day; 
u is mean wind speed, 1 meter above land surface, in kilometers per 

day; 
T is the mean monthly maximum temperature, in degrees Celsius; and max 

Tmin is the mean monthly minimum temperature, in degrees Celsius.  

Table 12.--Estimated potential evapotranspiration at Franklin Lake playa using 
the technique of Jensen and Haise (1963) (Jensen, 1973, p. 99) and Stephens 

(1965) (Jensen, 1973, p. 100) for meteorological data 

[el and e 2 , saturation vapor pressures at the mean monthly maximum and mean 
monthly minimum temperatures; °C, degrees Celsius; mb, millibars; ly/d, 
langleys per day; cm/d, centimeters per day] 

PET 
Mean monthly le, 1e2  Solar Jensen and Stephens 
temperature (mb) (mb) radiation Haise method method 

(0C) (ly/d) (cm/d) (cm/d) 

January 6.4 14.3 6.44 345 0.09 0.14 
February 8.5 17.0 7.12 496 .17 .24 

March 10.1 18.4 8.09 568 .23 .32 
April 14.7 26.1 10.5 700 .46 .53 
May 19.6 35.4 14.3 742 .69 .72 
June 25.7 52.3 20.4 800 1.09 .98 
July 29.2 63.5 25.0 761 1.23 1.05 
August 27.9 58.4 23.5 697 1.05 .92 
September 24.0 47.0 18.4 603 .75 .70 
October 17.7 32.2 12.3 474 .40 .42 
November 10.4 19.8 7.86 380 .17 .22 
December 7.2 15.9 6.39 313 .10 .14 

Average: 0.54 0.53 

1Jensen (1973), table A3, p. 189.
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Results obtained by using this method to estimate PET at Franklin Lake playa 
are listed in tables 14-17. Estimates were made for those periods that had 
measurements of the required variables available for stations at Mercury, 
Boulder City, and Silverpeak, Nev. Average annual PET was calculated for 
station data from Mercury and Boulder City to be 1.02 and 0.65 cm/d.  

Table 13.--Estimated potential evapotranspiration at Franklin Lake playa 
using the technique of Benke and Naxey (1969) (Jensen, 1973, p. 97) 

for meteorological data

[0C, degrees 

constant for

Celsius; Wo, monthly onsite water-requirement-characteristic 

latitude 35'N; cm/d, centimeters per day]

Average monthly Potential 

Month temperature W evapotranspiration 
(0C) 0 (cm/d) 

January 6.4 0.032 0.11 
February 8.5 .042 .19 
March 10.1 .060 .32 
April 14.7 .073 .56 
May 19.6 .083 .86 
June 25.7 .083 1.12 
July 29.2 .083 1.23 
August 27.9 .070 1.03 
September 24.0 .067 .85 
October 17.7 .049 .46 
November 10.4 .034 .19 
December 7.2 .027 .10 

Average: 0.58 

The final method used to estimate PET from meteorological data is pre
sented in Linsley and others (1975). This technique was developed by the U.S.  
Weather Service; it is used to estimate PET, using the relations developed by 
Penman (1948). This method requires mean daily air-temperature, solar
radiation, relative-humidity, dew-point, and wind-speed data. Results from 
application of this method are listed in table 18; average annual potential 
evapotranspiration was estimated to be 0.57 cm/d.  

Results and Analysis 

Results for all of the potential evapotranspiration estimation techniques 
are shown in figure 28. These rates have a wide range, spanning from about 
0.1 to 0.5 cm/d for January and 0.5 to 1.7 cm/d for July. Because these esti
mates are for "potential" evapotranspiration under agricultural conditions, 
they probably indicate values larger than those that actually would be mea
sured onsite. In addition, bare-soil conditions typically exhibit less evapo
transpiration than equivalent locations with well-watered vegetation.
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Table 14.--Estimated potential evapotranspiration at Franklin Lake playa 
using the estimation technique of Linacre (1969) (see Jensen, 1973, 

p. 71) for temperature data for Mercury, Nevada 

[°C, degrees Celsius; km/h, kilometer per hour; ly/d, langley per day; cm/d, 
centimeters per day; Source, D.A. Soule, National Weather Service, Nuclear 
Support Office, written commun., 1985] 

Potential 
Average monthly Wind Solari evapo

Month temperature ( 0C) speed radiation trans
maximum minimum (km/h) (ly/d) piration 

(cm/d) 

January 12.3 0.67 328.3 345 0.55 
February 14.9 2.1 355.3 496 .75 
March 16.2 3.9 363.0 568 .83 
April 21.8 7.6 401.7 700 1.12 
May 26.9 12.3 370.8 742 1.24 
June 33.7 17.8 424.9 800 1.60 
July 37.2 21.1 363.0 761 1.56 
August 35.7 20.1 343.8 697 1.40 
September 31.8 16.2 322.2 603 1.17 
October 25.3 10.0 324.4 474 .89 
November 17.3 3.5 316.7 380 .66 
December 13.9 0.6 297.4 313 .54 

Average: 1.02 

'Jensen (1973), p. 22.  

Table 15.--Estimated potential evapotranspiration at Franklin Lake playa using 
the technique of Linacre (1969) (Jensen, 1973, p. 71) for temperature 

data for Boulder City, Nevada, for 1982 

[IC, degrees Celsius; km/h, kilometer per hour; ly/d, langley per day; cm/d, 
centimeters per day; in/mo, inches per month; -- , missing data; source, D.A.  
Soule, National Weather Service, Nuclear Support Office, written commun., 1985] 

Solar Potential 
Average monthly Wind r Potean Pan 

Month temperature ( 0C) speed radia- evapotrans- evaporation 
maximum minimum (km/h) tion piration (in/mo) (cm/d) 

(ly/d) (cm/d) 

January 11.1 1.2 71.7 345 0.34 3.48 0.29 
February 15.1 4.2 38.4 496 .46 3.92 .36 
March 17.8 5.2 101.8 568 .61 6.14 .50 
April 24.3 7.2 95.0 700 .81 9.98 .82 
May 28.1 11.7 81.3 742 .89 13.00 1.07 
June 31.4 14.2 72.0 800 1.00 14.78 1.21 
July 32.7 18.0 53.2 761 .96 14.45 1.18 
August 33.4 18.7 46.3 697 .89 12.62 1.03 
September 29.2 14.6 54.0 603 .72 9.10 .75 
October 21.8 7.3 54.5 474 .51 6.85 .56 
November 14.8 3.0 52.0 380 .37 3.82 .31 
December 11.9 0.6 55.5 313 .30 ....  

Average: 0.68 
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METHOD AND TYPE OF DATA REQUIRED 
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a 
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Z 1.2 * ] V' IVANOV (1954) - Temperature, crop-watering requirement 
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Figure 28.--Summary of potential evapotranspiration estimation results.  

Additional empirical relations were developed to estimate actual evapo
transpiration at Franklin Lake playa from air-temperature and solar-radiation 
data. Evapotranspiration estimates made for Franklin Lake playa based on the 
results of the energy-budget eddy-correlation technique (fig. 26) were corre
lated with average monthly temperature from table 1 in Czarnecki (1990) and 
monthly solar-radiation data from Jensen (1973, p. 22). A multiple-regression 
procedure was used to derive the following relations to estimate evapotrans
piration: 

ET = 0.0066 T + 0.055 , (19a) 
ET = 0.00036 R - 0.038 , (19b) 
ET = 0.0021 T + 0.0003 R - 0.025 , (19c) 

where ET is evapotranspiration, in centimeters per day; 
T is the average monthly temperature, in degrees Celsius; and 
R is average monthly solar radiation, in langleys per day.  

These equations represent a useful way to estimate evapotranspiration at 
Franklin Lake playa based on average monthly air-temperature and solar
radiation data. The estimates of evapotranspiration from the energy-budget 
eddy-correlation technique are compared with predicted values of evapotrans
piration using equations 19a, b, and c in table 19. In general, the agree
ment between predicted and measured values is good (fig. 29). The correlation
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Table 16.--Estimated potential evapotranspiration at Franklin Lake playa using 
the technique of Linacre (1969) (Jensen, 1973, p. 71) for temperature 

data for Boulder City, Nevada, for 1983 

[°C, degrees Celsius; km/h, kilometer per hour; ly/d, langley per day; cm/d, 
centimeters per day; in/mo, inches per month; -- , missing data; source, D.A.  
Soule, National Weather Service, Nuclear Support Office, written commun., 1985] 

Solar Potential 
Average monthly Wind Pan 

Month temperature (°C) speed radia- evapotrans- evaporation 
maximum minimum (km/h) tion piration 

(ly/d) (cm/d) (in/mo) (cm/d) 

January -- -- -- 345 (1) -- -

February 14.4 4.4 43.4 496 0.46 3.39 0.28 
March 20.1 6.1 71.5 568 .60 6.06 .50 
April 23.7 5.4 114.5 700 .83 8.56 .70 
May 29.8 10.6 97.4 742 .94 13.87 1.14 
June 32.1 14.2 79.4 800 1.02 16.94 1.39 
July 33.9 16.2 88.3 761 1.03 17.45 1.43 
August 34.0 18.8 43.0 697 .89 10.01 .82 
September 31.7 17.0 55.8 603 .76 10.49 .86 
October 24.8 10.9 42.5 474 .53 6.80 .56 
November 16.3 5.6 87.4 380 .41 5.27 .43 
December 12.5 2.1 48.6 213 .22 3.02 .25 

Average: 0.68 

'Missing value assumed to be 0.30 centimeter per day.  

Table 17.--Estimated potential evapotranspiration at Franklin Lake playa using 
the technique of Linacre (1969) (Jensen, 1973, p. 71) for temperature 

data for Silverpeak, Nevada, for 1983 

[0C, degrees Celsius; km/h, kilometer per hour; ly/d, langley per day; cm/d, 
centimeters per day; in/mo, inches per month; -- , missing data; source, D.A.  
Soule, National Weather Service, Nuclear Support Office, written commun., 1985] 

Solar Potential 

Average monthly Wind Pan 
Month temperature (°C) speed radia- evapotrans- evaporation 

tion piration 
maximum minimum (kn/h) (ly/d) (cm/d) (in/mo) (cm/d) 

January ...... 345 ......  
February -- -- -- 495 --....  

March 16.2 2.3 223.2 568 0.72 ....  
April 18.2 2.7 278.6 700 .94 -- -

May 24.3 6.7 252.3 742 1.07 12.76 1.05 
June 29.3 10.4 86.9 800 .98 16.59 1.36 
July 28.7 9.6 259.4 761 1.21 20.24 1.66 
August 27.6 14.0 182.6 697 .96 13.22 1.08 
September 26.7 10.3 192.6 603 .88 12.38 1.01 
October 19.5 5.3 130.7 474 .58 6.18 .51 
November 13.3 .6 174.1 380 .47 -- -.  

December -- -- -- 313 --....
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Table 18.--Estimated potential evapotranspiration at Franklin Lake playa using 
the nomograph for shallow lake evaporation presented in Linsley 

and others (1975, p. 161) 

[OF, degrees Fahrenheit; ly/day, langleys per day; dew point calculated from 
eqs. 2-7 of Linsley and others (1975, p. 35); mi/d, miles per day; in/d, 
inches per day; cm/d, centimeters per day; air temperatures are from 5-year 
climatological summary (June 1978-May 1983) for Mercury, Nevada, in 
table 14 of this report; solar radiation data is from Jensen (1973, p. 22)] 

Mean Solar Relative Dew Wind 

Month daily air radiation humidity point speed PET 
temperature (ly/day) (percent) (OF) (mi/d) (in/d) (cm/d) 

(OF) 

January 43.6 345 50.8 36.3 204.0 0.08 0.20 
February 47.3 496 48.3 39.4 220.8 .14 .35 
March 50.1 568 48.0 42.2 225.6 .12 .30 
April 58.5 700 30.8 44.8 249.5 .25 .64 
May 67.2 742 29.8 53.1 230.4 .29 .74 
June 78.3 800 16.3 54.9 264.0 .40 1.02 
July 84.5 761 20.0 64.3 225.6 .38 .97 
August 82.2 697 24.8 65.5 213.6 .36 .91 
September 75.2 603 27.5 60.0 206.4 .26 .66 
October 63.8 477 27.8 48.7 201.6 .18 .45 
November 50.7 380 36.8 39.2 196.8 .16 .41 
December 45.0 313 42.8 35.4 184.8 .08 .20 

Average: 0.22 0.57

coefficients (R2 ) for equations 19a, b, and c were 0.66, 0.82, and 0.85; the
standard errors were 0.039, 0.029, and 0.028 percent. These equations repre
sent a useful way to estimate evapotranspiration at Franklin Lake playa based 
on average monthly air-temperature and solar-radiation data. Although these 
equations enable estimation of evapotranspiration from two relatively easily 
measured variables, the equations are based on average monthly air-temperature 
and solar-radiation data obtained at Mercury, Nev. Also, other factors, such 
as relative humidity, depth to the water table, water salinity, and soil
moisture characteristics, are not taken into consideration in these equations 
but would have an effect on the actual evapotranspiration. For these reasons, 
care needs to be taken when these relations are used to estimate evapotrans
piration elsewhere.  

Moisture Content in the Unsaturated Zone

Evapotranspiration rates conceivably may be estimated by measuring 
changes in soil-moisture content in the unsaturated zone. When a profile 
is obtained of the soil-moisture content with depth at various times, the 
direction of moisture movement can be inferred by the soil-moisture gradients, 
and estimates may be made of losses or gains in the moisture content from 
profiles obtained at different times.

58

I ___I



I.* MEASURED RATE 
* RATE FROM EQUATION 19a 
* RATE FROM EQUATION 19b

4 

09 
nr 
U) 

Lu.  

z 

Lu 
U 

Z 

C) 

cc 

z 

C

z 

a 

Hc 0 
'C

RATE FROM EQUATION 19c 
I I I I

J F M A M J 
MONTH

EQUATION 
NUMBER 

19a 
19b 
19c

EXPLANATION 

EQUATION 

ET = 0.0066T + 0.055 
ET= 0.00036R - 0.038 
ET = 0.0021T + 0.0003R - 0.025

ET Evapotranspiration, in centimeters 
per day 

T Average monthly temperature, 
in degrees Celsius 

R Average monthly solar radiation, 
in langleys per day

J A S 0 N D

Figure 29.--Evapotranspiration estimates based on energy-budget eddy
correlation technique and equations 19a, 19b, and 19c.  

Table 19.--Teasured and predicted evapotranspiration at Franklin Lake playa 
using average monthly temperature and average 

monthly solar-radiation data 

[ET, evapotranspiration; 0C, degrees Celsius; ly/d, langleys per day; 
cm/d, centimeters per day] 

Average Average Measured ET, ET, ET, ET, 

Month temperature solar figure 26B equation equation equation 
(00 radiation figure 19a 19b 19c 
(°C) (ly/d) (cm/d) (cm/d) (cm/d) (cm/d) 

January 6.4 345 0.10 0.10 0.08 0.08 
February 8.5 498 .11 .11 .14 .13 
March 10.1 568 .14 .12 .16 .15 
April 14.7 700 .17 .15 .21 .20 
May 19.6 742 .22 .18 .23 .22 
June 25.7 800 .30 .22 .25 .25 
July 29.2 761 .26 .25 .23 .24 
August 27.9 697 .20 .24 .21 .22 
September 24.0 603 .16 .21 .18 .19 
October 17.7 474 .12 .17 .13 .14 
November 10.4 380 .11 .12 .10 .10 
December 7.2 313 .10 .10 .07 .08
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Moisture contents in the unsaturated zone beneath Franklin Lake playa 
were determined from logging data by using a soil-moisture probe (Campbell 
Pacific Nuclear, Model 503 Hydroprobe). The soil-moisture probe emits neu
trons that are slowed in the presence of water. Moisture content can be 
obtained by measuring the number of neutrons emitted and deflected back to 
the probe. Soil-moisture logs for wells GS-4, GS-5, GS-6, GS-15, GS-18, and 
GS-20 are shown in Czarnecki (1990, figs. 5A-F). These wells were constructed 
using 5.27-cm-diameter ABS plastic pipe; this construction allowed insertion 
of the neutron probe and permitted pumping to obtain hydrochemical samples.  

The soil-moisture probe was calibrated by first obtaining cores of the 
shallow unsaturated zone and immediately logging the core hole, using the 
soil-moisture probe with and without plastic casing inserted in the core hole.  
Moisture content of the sealed core then was measured in the laboratory by 
using a gravimetric procedure. In addition, soil-moisture probe calibrations 
were made in pipe suspended in air (0 percent water saturation) and in capped 
pipe suspended in a barrel of water (100 percent water saturation).  

Soil-moisture profiles were used to identify changes in moisture content 
with time in the unsaturated zone, such as from cooler winter months to hot 
summer months. During these periods, changes in evapotranspiration may occur, 
and these changes might indicate differences in total moisture content in the 
soil-moisture-content profiles. This method was used to estimate moisture
flux rates. Differences in moisture contents for different logs for all 
combinations of periods are listed in Czarnecki (1990, table 16A-F). These 
differences, divided by time, were used to estimate moisture flux, E as: 

E = T2 , < t2 , (20) 
ti - t2 ,t 

where m, is the moisture content of the soil column in centimeters of water 
taken at time t1 ; and 

m2 is measured at time t 2 .  

The spectrum of possible differences in moisture contents, divided by the 
period of time between the times at which the profiles were obtained, is shown 
in Czarnecki (1990, fig. 6). A histogram for all of the fluxes is shown in 
figure 30; data for fluxes is listed in Czarnecki (1990, tables 16A-F).  

The data (Czarnecki, 1990, tables 16A-F) show positive fluxes, indicating 
an increase in soil moisture with time, and negative fluxes, indicating a 
decrease in soil moisture with time. Although sampling was sparse, the data 
tend to cluster around 0.0 cm/d, indicating that static conditions may exist.  
However, a grouping of positive fluxes indicates that recharge conditions may 
occur at or near GS-20 (Czarnecki, 1990, fig. 6F); well GS-20 is located 
adjacent to the Amargosa River stream channel.  

Comparisons of soil-moisture profiles obtained at intervals greater than 
1 year probably indicate overall increases in precipitation and streamflow for 
the period of this study. Generally, there was less precipitation in 1983 
than in 1984 and 1985. This is also supported by the hydrograph for GS-20 
(Czarnecki, 1990, fig. 3H).
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A limitation to this method is that, although a flux magnitude may be 
estimated, direction cannot be estimated only from the water content of the 
soil-moisture profiles. The flow direction might be determined by comparing 
neutron logs side by side and looking for moisture-pulse movements in the 
profile (Czarnecki, 1990, fig. 5). However, no major pulses are apparent, 
probably because conditions are static. Also, because the upward moisture 
flux toward land surface probably is near steady state throughout the year, 
differences in moisture content between logs probably would be small, as 
indicated by the small range in flux estimates.  

Soil-moisture profiles are limited in applicability for estimating 
evapotranspiration. The greatest limitation probably is that data for the 
upper 30 cm of the soil-moisture profile are absent, resulting from the design 
of the soil-moisture probe. It is likely that the largest changes in soil 
moisture occur in the upper 30 cm. Increases or decreases in moisture content 
in the unsaturated zone can result from changes in water-table position or 
from recharge that occurs from precipitation or runoff. In general, the 
neutron logs indicate a nearly steady-state moisture profile with time, 
particularly near land surface. All moisture-content profiles almost invari
ably show a decrease in moisture content from the saturated zone toward land 
surface resulting from an evaporative driving force. This permits the assump
tion that evapotranspiration results in discharge of ground water originating
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Figure 30.--Distribution of fluxes estimated from changes in 
soil-moisture contents with time.

61

POPULATION SIZE = 251 
MEAN = 0.0053 
STANDARD DEVIATION = 0.0O 

\\\

40--

301-

.20 F-

I 

! 7 g



from the saturated zone rather than discharge of unsaturated-zone water origi
nating from precipitation or runoff. Many of the observed changes are in the 
lower part of the unsaturated zone. Evaporative fluxes estimated by this 
technique give larger magnitudes for smaller time differences and smaller 
magnitudes for larger times, as would be expected if time is the flux 
denominator.  

Evapotranspiration by Phreatophytes 

Extensive studies have been done by various researchers (Lee, 1912; 
White, 1932; Young and Blaney, 1942; Houston, 1950; Robinson, 1958, 1965; 
Blaney and Hanson, 1965; and Harr and Price, 1972) to determine rates of 
evapotranspiration for various phreatophytes at different geographic locations 
in the United States. Robinson (1958) tabulated estimates of evapotrans
piration for saltgrass (Distichlis stricta) grown in tanks; annual rates for 
California (Owens Valley and Santa Ana) ranged from 0.09 to 0.34 cm/d.  

Relations between evapotranspiration and depth to the water table and 
evapotranspiration and average annual temperature (Robinson, 1958, fig. 7, 
p. 18) indicate that evapotranspiration rates increased with decreasing depths 
to the water table and with increased average annual temperature. Depths to 
the water table at the eastern margin of Franklin Lake playa range between 0.2 
and 1.2 m; these depths compare well with the range in depths to water given 
as 1.0 to 4.0 ft in the tank experiment of Young and Blaney (1942, p. 44); the 
average annual temperature of Franklin Lake playa is approximately 62 'F, as 
reported by Czarnecki (1990, table 1). This temperature compares well with 
the average temperatures of Owens Valley (68 'F) and Santa Ana (61 'F) meas
ured during the saltgrass-evapotranspiration experiments. Although evapo
transpiration by saltgrass (Distichlis stricta) was not measured directly at 
the margins of Franklin Lake playa, the average annual rate probably falls 
within the range of 0.1 to 0.3 cm/d. Published evaporation data for seep 
weed (Suaeda fruticosa) and greasewood (Sarcobatus vermiculatus) were 
unavailable. However, evapotranspiration estimates from the eddy-correlation 
technique for sites with these phreatophytes were similar to evapotranspira
tion estimates from sites without phreatophytes.  

Vertical Ground-Water Velocity Estimated from Temperature Logs 

Temperature measurements at different depths in the saturated zone may 
be used to estimate heat flux and vertical ground-water velocity. This esti
mate of velocity then may be used as an estimate of the vertical specific 
discharge represented as evapotranspiration. The temperature profile of the 
zone of saturation may be obtained by measuring the temperature of the water 
column in a well at prescribed depths. Idealized temperature profiles for 
upward, downward, and no vertical ground-water flow within the saturated zone 
below the zone of surface heating and cooling effects are shown in figure 31.  
This temperature profile or log then may be used to estimate heat flux through 
the zone of saturation. This heat flux, q, may be estimated (Lachenbruch and 
Sass, 1977) from the following expression: 

q = K dT (21)
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where K is the thermal conductivity of the saturated porous media, in watts 
per meter per degree Celsius; and 

dT 
-Z is the temperature gradient calculated between two temperature 

measuring points separated by a distance, dZ, in degrees Celsius 

meter.  

In general, the vertical heat flow in the saturated zone in a homogeneous 
porous media is a constant if ground-water flow is strictly horizontal. When 
ground-water flow has a vertical component of flow, then heat may be convected 
in the direction of flow. By estimating the heat flow, q, at points along the 
vertical in the zone of saturation, the following expression (Sass and 
Lachenbruch, 1982) may be used to estimate the velocity of the vertical-flow 
component: 

qqe-AZ (22) 

or 
.en q = £n q - AZ, (23) 

and 
A = p'c'V/K , (24) 

where A is the slope of the line in equation 23, in meters-; 

Z is the depth below land surface, in meters; 
q is the y-intercept value of heat flow, in milliwatts per meter; 

p'c' is the thermal heat capacity of the matrix, in joules per cubic 
meter per degree Celsius; 

V is the vertical.-seepage velocity, in meters per second; and 
K is the thermal conductivity of the saturated porous media, in watts 

per meter per degree Celsius.  

By applying linear regression analysis to heat fluxes calculated at various 

depths, the slope of the line, A, and the intercept, q may be obtained. A 

typical value of p'c' is 4.2 X 106 J/m 3 OC and for K is 1.2 J/m-s-0 C.  

Logs of the relation of water temperature to depth were obtained for 

several wells at Franklin Lake playa in an attempt to estimate vertical 
ground-water velocities from equation 24. Logs were obtained by lowering a 
needle-probe thermistor connected to a logging cable down each well and 

recording the resistance at 0.15-m-depth intervals. Readings were taken from 
a hand-held, digital ohm-meter with 4.5-digit precision. Each reading was 

made after the probe had remained at a given depth for exactly 10 seconds; the 

time of 10 seconds was considered long enough for the needle-probe thermistor 
to equilibrate with the surrounding water but short enough for the thermal 
mass of the probe to have minimal effect on the surrounding water. The 
equation used to convert resistances to temperatures is 

T = a -(25) 
(b + log R) c
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where T is temperature, in degrees Celsius; 
a, b, and c are empirical coefficients; and 

R is resistance measured in ohms.  

SUpward 

flow 

W No vertical 
flow

TEMPERATURE -

Figure 31.--Idealized temperature profiles for upward, downward, and no 
vertical ground-water flow within the saturated zone below the zone of 
surface heating and cooling effects (modified from Bredehoeft and 
Papadopulos, 1965, fig. 2).  

Coefficients a, b, and c were determined for temperatures in the 15 IC to 
25 *C range by the manufacturer. With the ohm-meter used in these measure
ments, temperature measurements accurate to ±0.005 *C were possible. This 
accuracy was needed for measuring the slight temperature gradients associated 
with convected heat flow.  

Temperature logs for several wells appear in figure 32. Temperature logs 
were obtained during March, June, and November 1985; logs are plotted on the 
same set of axes for each well that was logged. All temperature profiles 
except those for well 14 are too shallow in depth (less than 9 m) for 
estimating vertical ground-water flow, making the near-surface effects of 
temperature very pronounced. However, this was not apparent for the first 
temperature profiles obtained in March 1985 that show concave-downward profiles.
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Well 14 is the deepest of the wells on the playa, and it was the only one 
considered useful for estimating heat flux. However, further analyses 
determined that heat fluxes estimated from well 14 temperature-gradient data 
covered too small an interval (less than 3 m) of the saturated zone to yield 
reliable results. Therefore, no quantitative estimates of vertical flow were 
made. Figure 32D shows a straight line of the lowermost part of the tempera
ture profile, indicating that little or no vertical flow occurs.  

Temperature logs shown in figure 32 indicate that both recharge and 
discharge occur at different locations at Franklin Lake playa. Recharging 
conditions were observed in March 1985, when the Amargosa River flowed (fed 
by water from Carson Slough). Temperatures measured in wells 5, 10, 11, and 
GS-18 indicate that ground-water recharge may have occurred at these locations; 
these wells are located within 100 m of the Amargosa River, and well 10 is 
located in the stream channel. Although flow in the Amargosa River is 
ephemeral, the effect of recharge may be observed several months after 
precipitation occurs, as indicated by the offset of June well temperatures 
that were cooler than March temperatures. However, this offset may be the 
result of the lag in response time associated with the thermal mass of the 
unsaturated zone. Although warmer water was observed during June in most 
wells nearer land surface, the temperature decreased in most wells within 2 m 
of depth below the water table.  

A curious feature of temperature logs for wells 5, 10, 11, and GS-18 is 
the increasing water temperatures in the lower part of each well (fig. 32).  
These increases may result from: (1) Recharge of cooler water; (2) formation 
of convection cells in the larger diameter well casings that would decrease 
temperature gradients; and (3) cross flow through more permeable sections of 
the playa sediments. The technique of Sass and Lachenbruch (1982) for 
analyzing heat flow is inappropriate in this instance because the temperature 
gradient is reversed at different locations in these wells, violating the 
assumption that flow is upward.  

Heat-flow analysis needs to be used with caution to obtain directions 
and rates of ground-water movement. Many factors in addition to the convec
tion of heat by ground water may influence the measured temperature in the 
saturated zone, including changes in thermal conductivity, changes in heating 
or cooling at land surface, and changes in lateral movement of ground water 
through more permeable strata.  

Saturated-Zone Vertical Ground-Water Flow 

Shallow, vertical ground-water flow estimates, which may be assumed to 
represent evapotranspirative flux, may be made using Darcy's law: 

V =K dh (26) 
z z dz' 

where V is the vertical Darcy velocity, L/T; 
z 

K is the vertical saturated hydraulic conductivity, L/T; and 

dz is the ground-water vertical gradient, dimensionless.
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Figure 32.--Temperature profiles for A, well 5; B, well 10; C, well 11; D, 
well 14; E, well GS-5; F, well GS-12; G, well GS-15; and H, well GS-18.  

If the vertical Darcy velocity is assumed to be representative of the vertical 
flux resulting from evapotranspiration, continuity in ground-water flow is 
likely through the saturated zone to the unsaturated zone up to land surface.  

Vertical gradients plotted against time for a number of wells at several 
sites are shown in Czarnecki (1990, fig. 4). Generally, hydraulic heads 
increase with piezometer depth for each nest, indicating potential ground
water flow toward land surface. Because the gradient is calculated from the 
line of best fit through hydraulic head versus piezometer depth, the regres
sion coefficient for each gradient (slope) calculation has been plotted also.  
Only gradients that have associated regression coefficients greater than 0.60 
were considered to be relevant in estimating vertical Darcy velocities.  
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The range in positive gradient (increasing hydraulic head with depth) was 
about 0.1 to 0.8. By using the best estimate of vertical hydraulic conduc
tivity (0.6 cm/d) derived from the determination of effective pneumatic dif
fusivity, the corresponding range in vertical Darcy velocities based on these 
gradients is 0.06 to 0.5 cm/d. This range is in good agreement with the 
annual range of evapotranspiration (0.1 to 0.3 cm/d) estimated using the 
energy-budget eddy-correlation technique.  

Although estimates of vertical potentiometric gradients provide data for 
estimating vertical ground-water velocities corresponding to ground-water 
recharge or discharge rates, errors may result from any of the following: (1) 
Inadequate grouting or improper gravel packing around a piezometer, causing 
water to enter above the slotted or screened interval of the piezometer, 
resulting in erroneous estimates of hydraulic head; (2) use of water wells 
that are slotted or screened over the entire depth of the well below the water 
table (as is the case for wells 1, 3, 5-8, 10, 11, 13, and 14) that would 
yield a composite hydraulic head; (3) use of hydraulic-head data from a 
piezometer "nest" that is, in fact, a collection of wells that may be several 
hundred meters apart; (4) assumption that the vertical hydraulic conductivity 
estimated for one site is representative of other sites, and that vertical 
hydraulic conductivity remains constant with depth; and (5) measurement error 
in measuring depths to water in piezometers. At Franklin Lake playa, condi
tions (2), (3), and (4) are the most likely, although all of these conditions 
probably were sources of error.  

One-Dimensional Model of Variably Saturated Ground-Water Flow 

A one-dimensional digital model of variably saturated ground-water flow 
was constructed using the digital-flow model of Lappala and others (1987) as 
an additional corroborative effort to verify evapotranspiration estimates.  
The governing equation solved in this model is a combination of the conser
vation of mass equation and Darcy's law, written as: 

v (ps4ý) _f pK OH ds + pv(27) 

at - r 5n s 

where v is the volume of an arbitrary grid block; 
p is the liquid density; 
s is the liquid saturation; 
P is the porosity; 
t is the time; 

s is the surface of the arbitrary volume; 
K is the saturated hydraulic conductivity; 

K is the relative hydraulic conductivity; 
r 

-- is the gradient of the total potential normal to surface s; and 

q is the volumetric source-sink term for liquid added to (+q) or taken 
away from (-q) the volume, v, per unit volume per unit time.
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Model Design

A shallow water table (125 cm below land surface) was selected to mini
mize the length of the one-dimensional column of finite-difference grid blocks 
needed (fig. 33). The bottom block-centered node of the grid coincides with 
the water table, and a constant-head (h = 0) boundary condition was imposed 
there. At the top node, an evaporation boundary condition was imposed by 
specifying a large negative atmospheric potential, which allows moisture to 
be removed from the column under bare-soil evaporation conditions. When the 
top-node boundary conditions are specified in this manner, the model calcu
lates the requisite discharge at the top node to satisfy mass-balance and 
hydraulic requirements.  

Model Variables and Sensitivity Analyses 

Variables used in this model were estimated, in part, based on measure
ments made at Franklin Lake playa. Where insufficient data existed, a system
atic variation in a given variable (within the constraints of the physical 
system) was used to estimate the variable value for the model. Deviation 
beyond the constraints of the physical system was examined by using sensi
tivity analyses. Variable values used in the final simulation and used for 
baseline conditions in sensitivity analyses are summarized in table 20.  

Saturated hydraulic conductivity was specified on the basis, in part, of 
the results of the sensitivity analyses done on this variable. Specific 
storage, Ss, was estimated by using the relation: 

S = pg(a + cp) , (28) 

where p is the density of water; 
g is the gravitational constant; 
a is the compressibility of the porous media; 
4) is porosity; and 
0 is the compressibility of water.  

Table 20.--Summary of variable values for the one-dimensional column simulation 
using variably saturated, two-dimensional (VS2D) finite-difference model 

[cm/d, centimeters per day; cm, centimeters] 

Variable Value 

Saturated hydraulic conductivity 38 cm/d 
Specific storage, S 4.39 X 10-7 

Porosity, 4) 0.62 
Bubbling pressure head, hb -9.5 cm of water 

Pore size distribution exponent, X 0.54 
Residual moisture content, S 0.18 r 

Potential evaporation rate -2.0 cm/d 
Surface impedance to evaporative flux 0.5 cm 
Total pressure potential of the atmosphere -1.4 X 106 cm
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Figure 33.--Model grid design and boundary conditions.  

Porosity was specified on the basis of estimates from core analyses. The 
bubbling pressure head, pore-size distribution exponent, and residual moisture 
content that were specified resulted from analyses of the Brooks-Corey 
moisture-characteristic curves that best fit saturation and soil-moisture
tension data from Franklin Lake playa. The potential evapotranspiration rate 
was specified on the basis of the maximum anticipated evapotranspiration rate 
at Franklin Lake playa. Surface impedance to evaporative flux was specified 
as one-half the thickness of the top finite-difference grid block of the 
one-dimensional column. The total pressure potential of the atmosphere was 
specified on the basis of suggestions in the user's manual of the VS2D 
computer program (Lappala and others, 1987).  

Moisture-Characteristic-Curve Variables 

To simulate moisture movement through the unsaturated zone, soil
moisture-characteristic variables that relate soil-moisture content and 
tension need to be specified. For this particular model, the Brooks-Corey 
relation (Brooks and Corey, 1964) was selected to represent the soil-moisture 
tension relation. This relation may be written as:
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S h (29) 

where S is dimensionless effective saturation or r 
1 -S 

r 

S is the measured onsite saturation; 
S is the residual saturation; 

r 
h is the measured onsite tension or negative-pressure head; 

hb is the bubbling-pressure head; and 

A is the exponent related to pore size distribution.  

The onsite data used to estimate the Brooks-Corey variables consisted of 
soil-moisture tensions measured using tensiometers and soil-moisture contents 
measured using data from boreholes adjacent to the tensiometer nests. A 
porosity of 0.62 was assumed on the basis of core analyses. The relation 
between soil-moisture saturation and soil-moisture tension is shown in 
figure 34. The data shown in figure 34 were collected from tensiometers at 
the east, north, and south-central study sites for different periods through
out the year. Results from laboratory desaturation experiments done on cores 
obtained from Franklin Lake playa were deemed unacceptable for calculating 
Brooks-Corey variables because of failures of the desaturation equipment to 
adequately desaturate the core and because of other experimental and mechani
cal problems. More reliable data that probably better represent ambient 
conditions was obtained from onsite measurements of soil-moisture tensions 
using tensiometers and from soil-moisture contents from soil-moisture 
profiles. These data have been transformed in figure 35 to show the 
logarithmic relation: 

en Se = -X Pn h + X nnhb , (30) 

where S (used in calculating the effective saturation S ) was set to 0.20; 

-X is the slope of the line of best fit; and 
A In ht is the Y intercept.  

Various values of S and the regression coefficient, R2 , which is a measure 
r 

of optimum fit for the linearized equation (eq. 30) of the moisture
characteristic curve, are listed in table 21.  

The effect of varying the model variable of bubbling-pressure head, hb, 

on the resultant estimate of evaporation is shown in figure 36. The bubbling 
pressure or air-entry pressure is a small negative pressure that causes 
desaturation when applied to a saturated soil column. When the magnitude 
of the bubbling-pressure head is increased, evaporation is increased because 
more water is available for evaporation at the topmost model node. This would
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Figure 34.--Relation between soil-moisture saturation and soil-moisture 
tension for data collected at various locations at Franklin Lake playa.  

Table 21.--Noisture-characteristic-curve parameters at 
different values of residual-moisture content

[Sr, residual moisture content, dimensionless; X, pore-size 

distribution exponent, dimensionless; hb, bubbling pressure, 

in centimeters of water; R2 , correlation coefficient, 
dimensionless] 

S h h R2 
r b 

0.0 0.315 7.04 0.77 
.05 .396 8.38 .71 
.10 .397 7.97 .77 
.15 .458 8.64 .77 
.20 .545 9.58 .78 
.25 .683 11.0 .78
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Figure 35.--Relation between the natural logarithm of effective-saturation 
data and the natural logarithm of soil-moisture tension.  

support the concept that evaporation is retarded less in fine-textured soils 
than in coarse-textured soils. The difference between the early-time and 
late-time curves in figure 36 is probably the result of the response time 
needed within the simulated soil column before simulated evaporation is 
affected by changes in the bubbling-pressure head. The sensitivity of the 
model estimate of evaporation was the largest to changes in bubbling-pressure 
head of all model variables.  

Mualem (1976, p. 515) listed values of X for various materials; these 
values ranged from 0.19 for clay to 11.67 for sand. X was varied to test this 
wide range of potential values on the model-calculated evaporation rate; the 
results are shown in figure 37.--The early-time nonsteady results show an 
increasing evaporation rate with increasing values of X; late-time (2X10 5 

days) results show just the opposite. The reasons for this difference are not 
known.  

Saturated Hydraulic Conductivity 

An initial value for saturated hydraulic conductivity in the vertical 
dimension was specified from laboratory estimates of saturated hydraulic 
conductivity obtained from falling-head permeameter tests. When the model 
produced very small estimates of evaporation at the top node, sensitivity 
analyses were done by varying only the value of hydraulic conductivity to 
test the effect of this variable on estimates of evaporative flux. Results of 
varying saturated hydraulic conductivity on the model-calculated evaporation 
rate are shown in figure 38. The early-time curve (at 2 days into the simu
lation) indicates a significantly larger evaporation rate for equivalent
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values of hydraulic conductivity than the late-time (2X105 days) curve. This 
rate was probably a result of large moisture contents in the upper part of the 
column. The two curves coincide at larger values of hydraulic conductivity.  
The late-time curve produced results consistent with Darcy's law; that is, 
larger hydraulic-conductivity values resulted in larger fluxes, if other 
factors were equal.
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Figure 38.--Sensitivity analysis of the effect of varying model 
value of saturated hydraulic conductivity.  

Depth to Water Table

The boundary condition at the bottom node (125 cm below land surface) was 
initially set as a constant-head (h = 0) boundary condition corresponding to 
the location of the water table. This boundary condition was moved up the 
one-dimensional column to examine the effect of water-table position on evapo
ration rate. A linear relation at early time is shown in figure 39; this 
relation is consistent with Darcy's law; flux is related linearly to the 
inverse of the length over which the gradient is calculated. At late time, 
however, no change was observed, indicating that the model is insensitive to 
the position of this shallow water table, where the soil-moisture content is 
nearly uniform with depth, except for the topmost 10 cm of the column. A suf
ficiently large depth to the water table exists where evaporation as calcu
lated by the model would decrease; however, this depth is greater than the 
length of the column (125 cm) used in these simulations and therefore was not 
simulated.
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varying model value

Other Model Variables

Other model variables were varied over a considerable range to test the 
sensitivity of the model-calculated evaporation rate to these changes. These 
variables included: (1) Initial saturation; (2) the total pressure potential 
of the atmosphere, h ; (3) porosity; (4) specific storage; (5) an upward
pressure head appliea at the bottommost node; (6) surface resistance to 
evaporative flux; and (7) potential evapotranspiration rate. Results from 
these sensitivity analyses are shown in figures 43-49 in the "Supplemental 
Data" section at the end of this report. Variations in all these variables 
had negligible effect on the model-calculated evaporation rate at late time 
(2X10 5 days).  

The sensitivity analyses discussed previously are not completely rigor
ous. For instance, the combination of a larger hydraulic conductivity with 
any other variable may have resulted in a nonhorizontal curve (figs. 43-49 in 
the "Supplemental Data" Section at the end of this report) because the effects 
from changes in a given variable were limited by another. This possibility 
was not examined, however, because of the myriad of combinations that were 
possible. An alternate to the style of sensitivity analyses presented here 
might be the application of dimensional analysis theory, which would decrease 
the total number of variables to be analyzed.
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Model-Calculated Evaporative Flux Results

The final model consisted of variables adjusted per sensitivity-analyses 
results and available data; these values are listed in table 20. The change 
in evaporation rate through time is shown in figure 40. This figure suggests 
that moisture is being depleted in the uppermost node, as water moves up the 
column, increasing the hydraulic efficiency. The result is a rapid break
through of the induced-pressure pulse leading to steady-state conditions.  
Mass-balance error typically was three to four orders of magnitude smaller 
than the largest flux for any given time step.

Iv

10 
>_ U w 

al.2 
CI' 
U 10-2 

uLJ 

F

w 

z 

o 10

z 
o 10.5 

i

0 0-

1 --

STEAr 

°EARLY TIME 
(t2 days) PRESSURE 

INCREA• 
AND HY 

"UPPER PART OF COLUMN 
DEWATERED INITIALLY

. 1 0 o 1o 0 I 0 2

I 1111111 I I I Ilt 

LATE TIME : 
(t = 2 x 105 days) 

DY-STATE FLUX 

E GRADIENT INDUCES 
SED MOISTURE CONTENT 
DRAULIC EFFICIENCY

.1 ..I

103 
TIME, IN DAYS

104 105 106

Figure 40.--Changes in model-calculated evaporation rate through time.  

Initial and final moisture contents versus depth are shown in figure 41A.  
Negative pressure-head profile at steady state is shown in figure 41B. The 
initial pressure head was set uniformly to zero at the start of the simula
tion. Moisture content increased about 50 percent over initial values. The 
final steady-state pressure profile shows a very steep gradient at land sur
face, resulting from the very dry conditions there, as well as from the rela
tively large moisture retention (Sr = 0.2) that was specified. This steep 

gradient is required to push the water vapor to the evaporation node. The 
steady-state evaporative flux is about 0.06 cm/d (fig. 40).
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SUMMARY AND CONCLUSIONS 

Franklin Lake playa is one of the principal discharge areas of the 
ground-water flow system that includes Yucca Mountain, Nevada, the potential 
site of a high-level nuclear-waste repository. This playa may be character
ized as a "bypass playa," where part of the ground water discharges from the 
playa and part moves downgradient to discharge at lower topographic elevations 
elsewhere. Horizontal ground-water-potential gradients range from 0.002 to 
0.005 (fig. 10), in contrast to the much larger upward vertical gradients that 
range from 0.1 to 0.8 (Czarnecki, 1990, fig. 4). Ground water occurs very 
near land surface, with depths to ground water less than 3 m. Piezometers 
installed on the northern end of the playa had water levels 2.27 m above land 
surface, indicating the potential for ground-water discharge. Salt pan and 
soft, puffy, porous surfaces distributed across the playa and phreatophytes 
are further evidences of ground-water discharge.  
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Estimated transmissivity and hydraulic-conductivity values range over 
nine orders of magnitude depending on the technique used to estimate them.  
Sediments underlying the playa consist chiefly of silt- and clay-sized sedi
ments with widely interspersed gravel lenses, particularly under the Carson 
Slough and Amargosa River stream channels. This heterogeneity in sediment 
size affects local values of transmissivity and hydraulic conductivity.  
Estimates of vertical saturated hydraulic conductivity were made by analyzing 
saturated core and by determining the effective pneumatic diffusivity; the 
latter method resulted in the best estimate of ambient, vertical hydraulic 
conductivity (0.006 m/d).  

Of the techniques used to estimate evapotranspiration rates at Franklin 
Lake playa, the most reasonable and representative estimates are believed to 
come from the energy-budget eddy-correlation technique. This technique also 
is one of the easiest to implement. The average evapotranspiration rate 
estimated by this technique was 0.16 cm/d; applying this value over the area 
of the playa (14.2 km2 ) yields an average volumetric discharge rate of 
22,800 m3/d. The annual average volumetric discharge specified in the model 
of Czarnecki and Waddell (1984) was 35,600 m3/d, but the area over which 
this flux was specified (33 km2 ) extended beyond the area of Franklin Lake 
playa where discharge is believed to occur. This volumetric discharge 
corresponds to an average annual evapotranspiration rate of 0.11 cm/d and 
compares well with estimates presented here. The one-dimensional, finite
difference model gave a lower estimate (0.06 cm/d) of evaporation than the 
energy-balance eddy-correlation technique. Difficulties in estimating the 
vertical saturated hydraulic conductivity can affect this technique seriously, 
and they also can affect the use of Darcy's law for estimating flow in the 
saturated zone to estimate vertical Darcy.velocity. Although not performed at 
Franklin Lake playa, measurements of evapotranspiration made in climatically 
similar Owens Valley and Santa Ana, Calif., by Robinson (1958), using weighing 
lysimeters, essentially were identical to minimum and maximum rates estimated 
by the energy-budget eddy-correlation technique at Franklin Lake playa.  
Direct use of neutron logs and temperature logs gave inconclusive estimates 
of evapotranspiration. Meteorological empirical relations used to estimate 
potential evapotranspiration overestimated evapotranspiration by 100 to 
150 percent compared to the energy-budget eddy-correlation method. The 
summarized results obtained from each of these techniques are listed in 
table 22.  

Additional refinements in measurement of ET may be possible using addi
tional techniques such as direct-eddy correlation, the Bowen ratio, weighing 
lysimeters, or remote sensing. Efforts to refine hydraulic-conductivity 
estimates may result in a similar wide range of values because of local hetero
geneities from site to site. Techniques involving measurement of air perme
ability in the unsaturated zone, infiltration rates, or barometric efficiency 
may provide a means to diminish the range of values. Isotope hydrochemistry 
also may be a tool for estimating the quantity of evaporation required to 
produce observed isotopic composition of water in the saturated or unsaturated 
zone.
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Table 22.--Summary of evapotranspiration estimates from all techniques used 

Evapotranspiration 
Technique estimate 

(centimeters per day) 

Energy-balance eddy correlation 0.1 to 0.3 

Empirical potential evapotranspiration relations: 
Lower range (January) 0.1 to 0.5 
Upper range (July) 0.5 to 1.7 

Temporal changes in soil-moisture Inconclusive 
content in the unsaturated zone -0.07 to 0.1 

Evapotranspiration by phreatophytes 
(Robinson, 1958) 0.09 to 0.34 

Temperature profiles Inconclusive 

Saturated-zone vertical gradients 0.06 to 0.5 

One-dimensional finite-difference model 0.06 

The rate of evapotranspiration of ground water from the saturated zone is 
a function of many variables: (1) Phreatophyte type and density; (2) depth to 
the water table; (3) ground-water salinity; (4) soil-moisture characteristics; 
and (5) climatic factors. Of these, depth to the water table probably has a 
greater effect on evapotranspiration rate than the other variables. Although 
most of the discharge from the ground-water-flow system that includes Franklin 
Lake playa probably is from the playa surface, additional discharge probably 
occurs at upgradient areas north of Franklin Lake playa. To estimate this 
additional discharge, a more detailed definition of depths to the water table 
in these areas would be needed as would a determination of the upgradient 
areas where upward vertical gradients in the upper part of the saturated zone 
are present or absent. The latter could be accomplished using a series of 
piezometer nests.  

Only a general relation between depth to the water table and resultant 
evapotranspiration exists for this region. No systematic relation was 
obtained for data from the multiple sites and measurements at Franklin Lake 
playa; no significant change in estimated evapotranspiration was observed for 
a given time at sites that have differences in depths to the water table of as 
much as 3 m. To observe significant changes in rates of evapotranspiration, 
differences in depths to the water table of 5 m or more between sites may be 
required, if all else is equal. Equivalent conditions (phreatophyte density 
and type, soil-moisture characteristics, and climatic factors) at various 
locations may be difficult to find to make valid comparisons. Undoubtedly, 
locations exist in the Amargosa Desert where the water table is sufficiently 
deep, such that evapotranspiration is negligible. That depth may be about 
15 m. Construction of piezometer and tensiometer nests in upgradient areas 
could provide confirmative vertical-gradient data to show the presence or 
absence of evapotranspiration of water from the saturated zone, as could 
detailed phreatophyte mapping in these areas.
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Figure 42K. Slug-test results for well GS-5.  

Table 23.--Falling-head permeameter results for sample 3 from core taken 
from core hole EC-2, Franklin Lake playa

[tl, starting time; t 2 , ending time; 
starting time; H2 , hydraulic head 
s, seconds; cm, centimeters; cm/s, 
4.2 cm; core diameter, 5.2 cm]

t, elapsed time; HI, hydraulic head at 
at ending time; K, hydraulic conductivity; 

centimeters per second; core length,

tI t 2  t, H1  H2  K 
(s) (s) (s) (cm) (cm) (cm/s) n K 

0 1,800 1,800 215.5 215.0 0.32X10- 8  -1.96x101 
0 11,700 11,700 215.5 214.3 .11X10- 8  -2.06X10 1 

0 102,900 102,900 215.5 212.5 .03X10- 8  -2.19x10 1 

0 261,600 261,600 215.5 209.7 .02x10- 8  -2.23X10 1 

1,800 11,700 9,900 215.0 214.3 .08X10- 8  -2.09X10 1 

1,800 102,900 101,100 215.0 212.5 .03X10- 8  -2.19x10 1 

1,800 261,600 259,800 215.0 209.7 .02x10- 8  -2.23X10 1 

11,700 102,900 91,200 214.3 212.5 .03X10- 8  -2.19X10 1 

11,700 261,600 249,900 214.3 209.7 .02x10- 8  -2.23xi0 1 

102,900 261,600 158,700 212.5 209.7 .02X10- 8  -2.23x10 1 

Average hydraulic conductivity: 0.07Xl0-8 -2.16x10 1
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Table 24.--Falling-head permeameter results for sample 4 from core taken 
from core hole EC-2, Franklin Lake playa

[tl, starting time; t 2 , ending time; 
starting time; H2 , hydraulic head 

s, seconds; cm, centimeters; cm/s, 
4.2 cm; core diameter, 5.2 cm]

t, elapsed time; H1 , hydraulic head at 
at ending time; K, hydraulic conductivity; 
centimeters per second; core length,

tj t2 t 9 H I H2 K 2 H 2 n K 

(s) (s) (s) (cm) (cm) (cm/s) 

0 1,800 1,800 217.7 217.0 0.42x10- 8  -1.93x101 
0 11,700 11,700 217.7 214.0 .35X10- 8  -1.95X10 1 

0 102,900 102,900 217.7 200.1 .19X10- 8  -2.01X101 
0 261,600 261,600 217.7 194.7 .IX10- 8  -2.07X10' 

1,800 11,700 9,900 217.0 214.0 .33X10- 8  -1.95x10 1 

1,800 102,900 101,000 217.0 200.1 .19x10- 8  -2.01X101 
1,800 261,600 59,800 217.0 194.7 .10X10- 8  -2.07X10 1 

11,700 102,900 91,200 214.0 200.1 .18X10- 8  -2.01x101 
11,700 261,600 249,900 214.0 194.7 .09X10- 8  -2.08X101 

102,900 261,600 158,700 200.1 194.7 .04X10- 8  -2.16X101 
Average hydraulic conductivity: 0.20×10 8 -2.03X10 1
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Table 25.--Falling-head permeamoter results for sample 3 from core taken from 
piece 7 from core ,hole EC-3, Franklin Lake playa 

[tl, starting time; t 2 , ending time; t, elapsed time; H1 , hydraulic head at 
starting time; H2 , hydraulic head at ending tjme; K, hydraulic conductivity; 
s, seconds; cm, centimeters; cmls, centimeU'rs per second; core length, 
4.2 cm; core diameter, 5.2 cm] 

tH t2 t, HI H2  K 
(s) (s) (s) (cm) (cm) (cm/s) Ln K 

0 25,840 15,840 120.5 109.8 2.75x10- 8  -1.74x101 
0 68,640 68,640 120.5 90.4 1.96xI0 8- -1.77x101 
0 97,080 97,080 120.5 84.3 1.72X10- 8  -1.79x10 1 

0 365,160 365,160 120.5 73.6 .63x10- 8  -1.89x10 1 

0 416,820 416,820 120.5 72.5 .57x10- 8  -1.90x10 1 

15,840 68,640 52,800 109.8 90.4 2.55x10- 8  -1.75x101 
15,840 97,080 81,240 109.8 84.3 2.06x10- 8  -1.77x101 
15,840 365,160 349,320 109.8 73.6 .66x10- 8  -1.88xi01 
15,840 416,820 400,050 109.8 72.5 .59X10- 8  -1.89x101 

68,640 97,080 28,440 90.4 84.3 2.53x10- 8  -1.75x101 
68,640 365,160 296,520 90.4 73.6 .43X10- 8  -1.93X10 1 

68,640 416,820 348,180 90.4 72.5 .40X10- 8  -1.93X10 1 

97,080 365,160 268,080 84.3 73.6 .34x10- 8  -1.95XI01 
97,080 416,820 319,740 84.3 72.5 .32x10- 8  -1.96x101 

365,160 416,820 51,660 73.6 72.5 .22X10- 8  -1.99x10 1 

Average hydraulic conductivity: 1.22X10- 8 -1.86x101
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Table 26.--Falling-head permeameter results for sample 4 from core taken from 
piece 7 from core hole EC-3, Franklin Lake playa 

[tj, starting time; t 2 , ending time; t, elapsed time; H1 , hydraulic head at 
starting time; H2, hydraulic head at ending time; K, hydraulic conductivity; 
s, seconds; cm, centimeters; cm/s, centimeters per second; core length, 
4.2 cm; core diameter, 5.2 cm] 

tj t2  t) H1 H2  K 
(s) (s) (s) (cm) (cm) (cm/s) 

0 15,840 25,840 132.9 128.4 0.92X10- 8  -1.85X101 
0 68,640 68,640 132.9 118.6 .70x10- 8  -1.88X10 1 

0 97,080 97,080 132.9 115.3 .62x10- 8  -1.89x10 1 

0 365,160 365,160 132.9 104.0 .28X10- 8  -1.97X101 

15,840 68,640 52,800 128.4 118.6 .66x10- 8  -1.88xi0 1 

15,840 97,080 81,240 128.4 115.3 .58x10- 8  -1.90x10' 
15,840 365,160 349,320 128.4 104.0 .26X10- 8  -1,98X101 
15,840 416,820 400,050 128.4 102.7 .25X10- 8  -1.98x10' 

68,640 97,080 28,440 118.6 115.3 .47X10- 8  -1.92X10 1 

68,640 365,160 296,520 118.6 104.0 .21X10- 8  -2.0OX1O' 
68,640 416,820 348,180 118.6 102.7 .20x10-8 -2.00X10 1 

97,080 365,160 268,080 115.3 104.0 .19X10-8 -2.01x101 
97,080 416,820 319,740 115.3 102.7 .08X10- 8  -2.09X10 1 

365,160 416,820 51,660 104.0 102.7 .01X10- 8  -2.30X10 1 

Average hydraulic conductivity: 0.39x105 -1.97Xi0'
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Figure 47.--Sensitivity analysis of the effect of varying model value 
of the specified upward-head pressure at the lower boundary
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of the surface resistance to evaporative flux.
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ABSTRACT A sampling scheme composed of a multi-layer 
sampler based on the dialysis cell technique and a 
monitoring well with screens at the water table region 
is presented. This methodology will enable detection of 
the influx of pollutants to the saturated zone. The 
information retrieved by the proposed system will greatly 
improve the management of groundwater quality.  

Surveillance de la qualit4 des eaux souterraines: 
une nouvelle approche 
RESUME Un dispositif d'4chantillonnage composg d'un 
4chantillonneur a couches multiples, basg sur la 
technique des cellules de dialyse et un puits de contr~le, 
a crepines vers le niveau de la nappe phr~atique ont 4t4 

.. present~s. Ce proced6 rendra possible la d6tection de 
l'apport des polluants 1 la zone d'argation.  
L'information relevge par le systeme proposg am6liorera 
fortement la gestion de la qualitg des eaux souterraines.  

INTRODUCTION 

Monitoring of groundwater quality depends primarily on the analysis 
of samples obtained from active pumping wells. This technique 
reflects a "fatalistic" approach that leads to a series of ex post 
facto sequential managerial activities: (a) the contamination of 
production wells is. made known; (b) studies are conducted to find 
the sources of groundwater pollution and design possible remedies; 
(c) it is found that groundwater pollution has been an irreversible 
process and wells are closed; (d) standards are changed to 
accommodate the need for continued use of this source.  

Clearly a different approach is needed. As the monitor (a 
pleurodont lizard who gives warning of the approach of crocodiles) 
we need a monitoring system that will alert concerned parties 
before massive pollution of groundwater occurs.  

Groundwater pollution is usually a complex and long-term process 
which can be divided into four schematic stages:
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312 D.Ronen et al.

A Surface disposal of pollutants 
B Transport through the unsaturated zone 
C Arrival at the groundwater table surface 
D Transport within the saturated zone

0'

FIG.

GLIL YAM B

I....................................i 
67 69 71 73 75 77 79 81 83 

years 
1 Changes in the chloride concentration of a

production well.

The increase in the chloride concentration of the Glil-Yam B well is 
attributed to the infiltration of sewage effluents through basins 
located 1000 m upstream of the production well (Ronen & Magaritz, 
1985). The basins were first used in the early 1960's. The well 
pumps from 57 m below the water table (average depth of screens 
below the water table).  

In most cases, surface pollutants are not intentionally 
introduced into the aquifer. Moreover, there is often the 
confidence that scavenging process will eliminate or immobilize 
pollutants before they reach the water table. We have developed a 
technique that monitors the arrival of pollutants to the water table 
surface - stage C. This paper describes this technique and presents 
an illustration of its importance to management of groundwater 
resources.
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Existing monitoring techniques tend to focus attention primarily 
on events occurring at stage D. Therefore, there is the attempt to 
locate observation wells between known pollution sources and 
production wells (Idelovitch & Michail, 1981; Kehew et al., 1984).  
But most often groundwater quality is monitored only by taking 
samples from the production wells. Such wells have been designed to 
pump water from deep below the water table and evidence of pollution 
build-up reflects the mixing process in the aquifer that took place 
often years after the pollutant had arrived at the water table 
surface. An illustration of such a delay is presented in Fig.l.
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THE MONITORING PRINCIPLE AND TECHNIQUE 

Any pollutant dispersed on the recharge area of a phreatic aquifer 
will be found at its maximum concentration at the surface of the 
saturated zone (water table region). Therefore, this region should 
be monitored both to alert the first arrival of the pollutant and to 
measure its influx from the unsaturated zone (stage B). Moreover, 
the water table region has great importance on the fate of chemical 
speciation due to chemical and biological processes. For example, 
denitrification that occurs when surface nitrate and organic matter 
reach the zone of oxygen paucity at the water table surface (Raveh 
et al., 1972; Ronen et al., 1983; Wood & Petraitis, 1984).  

In order to sample the water table region without disturbing the 
chemical profile, we developed a sampling system composed of a 
multi-layer floating sampler (MLFS) and a research well (Ronen 
et al., 1985). The sampler consists of a rod with crisscrossed 
holes which accommodate dialysis cells. The sampling interval on 
the existing model is 3 cm and the total length of the sampler 
2.5 m. The cells are separated in the well by rubber seals that 
prevent mixing by vertical currents and diffusion. The research 
well was drilled by a spiral driller dry method and lined with PVC 
pipes. The sections that bored through the upper and lower levels 
of the water table were constructed of bonded-on gravel pack 
screens.  

A minimum sampling period was established that allowed 
re-equilibration of the well aquifer system to "normal" hydrochemical 
conditions after the lowering of the sampler into the well. We have 
used this sampling system continuously for more than a year. Cl 
and NO 3 profiles found at the water table region under sewage 
irrigated land in the coastal plain aquifer of Israel are shown in 

______ Fig.2.  

TABLE 1 Nitrate and chloride concentrations in pumping wells (1984) 

Well Distance from Sampling depth Cl NO 3 
research well from groundwater (mgl- ) (mgl-) 

WT-2 (m) surface (m) 

Pumping well 1 1400 37 117 55 
Pumping well 2 1100 37 190 50 
Pumping well 3 900 55 171 57 

The chemical stratification is clearly evident in the water 
table region. A low nitrate level is found in the top 10 cm of the 
water profile. This nitrate depletion is attributed to 
deni-trification. The Cl and NO 3 concentrations in the research 
well are two to four times higher than those of three nearby 
production wells (Table 1).
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AN APPLICATION OF THE PROPOSED MONITORING SYSTEM FOR MANAGERIAL 
DECISION MAKING: UTILIZATION OF EFFLUENTS FOR AGRICULTURAL USE 

Sewage effluent is the only economically foreseen water source for 

agriculture use in many arid to semiarid countries around the world.  

When this "free" new source of water is considered, the eventuality 

of groundwater pollution by sewage irrigation is often overlooked.  

In other cases, discussions about the potential of pollution 

continues long after the aquifer has already been polluted. An 

interesting example is the case of nitrate pollution of the coastal 

plain aquifer of Israel (Ronen et al., 1983).  

In the following we will consider the practice of sewage 

irrigation as a real solution to water shortage rather than 

discussing the question and possibility of reducing the water quota 

to agriculture. We are sure that long term and continuous 

irrigation with sewage effluents on the recharge area of a phreatic 

aquifer will lead to its degradation. Three questions must be 

answered to quantify this phenomenon: (a) the net influx of 

pollutants to the saturated zone; (b) the new steady state 

concentration of the contaminant in the aquifer; (c) the time that
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Monitoring of groundwater quality 315
will elapse before wells produce water in violation of standards.  The monitoring system described above was designed specially to answer the first critical question: what is the ratio between the amount of a pollutant arriving to the saturated zone to the amount 
released on the soil surface? 

If the decision maker utilizes the proposed warning scheme as a real "monitor" he will be able to take one of the following 
managerial decisions: 

(a) To permit the irrigation with effluents until a pre-established concentration of pollutant is reached.  (b) To reallocate the water pumped from the aquifer according to 
its predicted qaality.  

(c) To design a dual pumping system that uses the upper part of the aquifer (the polluted region) for agriculture and continue to pump water from deeper strata for general use.  The benfits of this last alternative are: (i) continued use of existing pumping wells (which pump deep below the water table); (ii) reduction of added fertilizers when taking advantage of the nutrient content in the upper water layer.  
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Sediment storage and movement on the Southern High Plains of Texas 
as indicated by beryllium-ten 

W. R. Osterkamp 
U. S. Geological Survey, Lakewood, Colorado 80225 

ABSTRACT The Southern High Plains is an area in which most runoff 
and water-entrained sediment collects and is stored in ephemeral-lake 
basins, or playas. Ponded playa water recharges the High Plains 
aquifer. Measured thicknesses and carbon-isotope analyses of playa 
sediment lead to calculated rates of net playa deposition up to 0.48 
meter per 1,000 years, of which 0.09 meter per 1000 years is 
estimated as the maximum possible contribution due to slope-wash 
processes. Most other sediment movement, including fluxes in and 
from playa bottoms, is inferred to occur by eolian processes.  

Beryllium-ten (1 0 Be) is a naturally-occurring cosmogenic 
radioisotope (half-life 1.5 Ma) of known accumulation rate with 
precipitation. Because 1'Be becomes tightly bound and concentrated 
on soil sediment, its movement and storage are closely related to 
those of sediment. By measuring inventories, accountings of l°Be per 
unit area, at playa and interplaya sites, comparisons are made with 
the known accumulation rate. The comparisons suggest that wind 
erosion removes an average depth of 0.1 mm of sediment annually, and 
that deflation accounts for roughly 35 times as much sediment 
transport as does flowing water.  

Measured 1°Be concentrations with depth at playa and interplaya 
areas show significant transport of 1°Be into the unsaturated zone 
from playas; numerical modelling suggests that much of the l°Be moves 
in solution, but movement on sediment through natural conduits may 
occur as well. The numerical model provides estimates of playa age, 
and suggests that those playas studied developed in late Pleistocene 
time.  

INTRODUCTION 

The Southern High Plains of Texas and New Mqxico is dotted with 
roughly 30,000 ephemeral-lake basins. Until recently, these 
depressions, or playas, were considered deflation features from which 
wind-entrained sediment was either saltated and redeposited as lee
side dunes, or removed from the area in suspension (as examples, see 
Gilbert, 1895; Evans and Meade, 1945; Reeves, 1966; Holliday, 1988).  
While recognizing the influence of eolian processes, Osterkamp and 
Wood (1987) and Wood and Osterkamp (1987) suggested that playas 
develop largely by hydrologic processes. Among these processes are 
(1) ponding of runoff in depressions, leading to locally concentrated 
growth, death, and decay of biota, (2) infiltration and unsaturated
zone movement of playa water, with consequent transport of organic 
matter and possibly fine sediment, (3) dissolution of lithic 
carbonates and silicates by descending water, causing increased 
porosity and permeability in the unsaturated zone, and (4) oxidation 
at depth of organic matter, leading to formation of carbonic acid and 
continuing dissolution of carbonates.  

Evidence for these processes has accumulated from many playa 
basins of the area (Osterkamp and Wood, 1987; Wood and Osterkamp, 
1987). An expected effect of the hydrologic processes is development 
of natural piping, rapid downward movement of water and playa 
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sediment through the pipes, and perhaps gentle subsidence beneath 
playa floors as a consequence of increased porosity. Extensive 
piping is apparent around some playas, but significant movement of 
playa deposits into the subsurface has not been documented.  

This study, using a radioisotope of beryllium as a natural tracer, 
was initiated to (1) determine whether playas are recharge sites from 
which water moves into the unsaturated zone of the Southern High 
Plains, (2) provide evidence for the possible movement of sediment 
from playas into the unsaturated zone, and (3) permit mass-balance 
estimates of sediment movement into and from playa bottoms. The 
mass-balance estimates consider sediment storage and depend partly on 
playa ages, which are indicated by inventories of beryllium-lO ( t 0 Be) 
accumulations.  

BACKGROUND 

Beryllium-lO 

Beryllium binds tightly to soil compounds, particularly clay 
minerals, and exhibits a soil-water partition coefficient of about 1 
x lOs. Among the naturally-occurring isotopes of beryllium, 1°Be is 
heaviest and is formed in the atmosphere by cosmic-ray bombardment of 
nitrogen and oxygen. 1 °Be is radioactive, having a half-life of 
approximately 1.5 Ma (million years). Upon deposition of i°Be with 
precipitation at the land surface, the high affinity of soil for Be 
results in concentrations of i 0 Be that change mainly by surficial 
erosion or deposition, radioactive decay, or transport in ground 
water. On stable landscapes, the world-wide deposition rate of 1.3 x 
106 atoms per square centimeter per year (± 21 percent) (Monaghan 
and others, 1986), adjusted for variation in precipitation, permits 
calculated i 0 Be inventories that are suggestive of soil age. Where 
subsurface concentrations of I°Be are too high to be explained by 
solute transport in ground water, a likely explanation is the burial 
of 1 0Be-rich deposits not yet depleted by radioactive decay. At 
playas, inventories of 'OBe -- that is, summations of i°Be in a 
column beneath a unit surface area -- are easily interpreted.  
Lacustrine deposits of a playa represent an age of the depression, 
and therefore of relatively stable conditions of net deposition on 
the playa floor. Sediment removal by streamflow processes does not 
occur, indicating that all lacustrine deposition occurs by intrabasin 
slope-wash and eolian processes; long-term fluxes of eolian sediment 
and i 0 Be into and from playa basins are presumed nearly equal.  

Several studies have used i°Be to interpret geomorphic surfaces or 
to trace the movement of sediment. From a IOBe inventory, Pavich and 
others (1985) estimated weathering and erosion rates on the Virginia 
Piedmont, and Brown and others (1987) used i 0 Be in fluvial sediment 
to estimate erosion in the eastern United States. A similar study of 
rapid erosion rates on Taiwan was conducted by You and others (1989).  
Relative ages of Merced River terraces in California were determined 
from 1 0 Be inventories by Pavich and others (1986).  

Applications of i 0 Be data to the earth sciences are summarized by 
Raisbeck and others (1981), Valette-Silver and others (1986), Brown 
(1987a and 1987b), and Pavich (1988). A brief description of this 
study is given by Osterkamp (1988).  

Physical Setting 

The Southern High Plains is a plateau about 80,000 km2 in area.  
Almost all runoff of the area collects as playa lakes, where much of
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the water infiltrates to recharge the High Plains aquifer; the 

remainder is largely lost as evapotranspiration. In northern Texas 

the High Plains aquifer consists mostly of the Ogallala Formation 

(Gutentag and others, 1984), a thick series of eolian and fluvial 

silt, sand, and gravel beds locally containing pedogenic calcrete.  

Theý Ogallala Formation ranges in age from about 4.5 to 11 Ma 

(Gustavson, 1988), suggesting that in most places less than 10 

percent of the original 1 0 Be inventories remain.  
Overlying the Ogallala Formation in the eastern Southern High 

Plains is a widespread deposit of eolian sand, the Blackwater Draw 

Formation (Reeves, 1976). Based on several dating techniques, the 

Blackwater Draw Formation has accumulated through most or all of 

Quaternary time (Gustavson and Holliday, 1985).  

MASS-BALANCE ESTIMATES 

Rates of movement and storage of sediment on the Southern High Plains 
are not well known because (1) streamflow and fluvial-sediment 
discharge are meager and poorly measured, and (2) most sediment 

movement occurs by eolian processes, which are difficult to measure.  

Sparse sediment-yield and carbon-isotope data are used here to 
estimate rates of sediment storage in playas. Mass-balance estimates 
based on 1°Be inventories offer comparisons to the sediment-storage 
calculations, and provide support for interpretations of unsaturated
zone processes.  

Playa Sedimentation 

Volumes of organic lacustrine fill in three playa bottoms are listed 

in Table 1. The volumes were calculated from playa-floor areas and 

average thicknesses of playa deposition shown by drill-hole data and 
exposures at excavations. Minimum playa ages were determined by 
radiocarbon analysis of lowermost deposits of each depression. Thus, 
a rate of basin filling was determined for each playa (table i).  

Similar estimates of sediment deposited and the rate of filling by 

slope-wash processes were made for the three playas (table 1). These 

Table 1 Sediment-accumulaton data in selected playa basins, 
Southern High Plains 

Playa Calculated Estimated Radio- Rate of Rate of 
volume of volume of carbon filling slope
playa fill slope age of (m/ wash 

(in) wash\! playa 1000 (m/ 
(M

3
) (yrs) yrs) 1000 

yrs) 
Gentry Pit 230,000 44,000 9,500 0.48 0.09 
(lat. 330 42'N, ± 700 
long. 1010 50'W) 
Anton depression 2,200,000 400,000 24,830 .18 .03 

(lat. 330 46'N, ± 2,500o
long. 1020 10'W) 
Gore Avenue 2,500,000 960,000 18 050\2 .1.9 .07 

Amarillo, TX + 1,000 
(1at. 350 12'N, 
long. 1010 48'W) 
\! Based on calculated deposition rate of 4.0 m3 km- 2 yr-' 
\2 W.W. Wood, U.S. Geological Survey, written commun., 1.988
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estimates are based on 34 years of streamflow records from Running 
Water Draw at Plainview, Texas, and various sources of suspended
sediment data, including ranges of concentrations typical of ponded 
playa water. The streamflow data multiplied by an assumed suspended
sediment concentration yield a rate of sediment deposition by slope
wash processes of 4.0 m3 km- 2 yr-1. This rate, multiplied by the 
radiocarbon age of a playa, indicates a sediment volume deposited 
during that period of time.  

The estimated filling rates (table 1) suggest that less than half 
of most playa-bottom deposition occurs by slopewash. Thus, it 
follows that the majority of playa sediment is deposited by eolian 
transport of silt and fine sand. During ponding, water and lush 
vegetation trap sediment; following desiccation, surficial playa 
sediment is susceptible to renewed eolian movement, resulting in lee
side dunes adjacent to many playa bottoms.  

Beryllium-10 Deposition and Inventories 

By comparing measured 1 0 Be accumulations with those of a stable 
landscape, estimates are obtained for net erosion or deposition. A 
theoretical base inventory, Nb, for the eastern Southern High Plains 
is described by the decay function: 

N ( 1-e t) (A) 

b A 

where q, the world-wide deposition rate adjusted for mean annual 
precipitation, is 6.2 x l05 atoms cm- 2 yr-1, A is the 1 0 Be decay 
constant of 4.63 x 10-7 yr-1, and t (time) is assumed to be 4.5 Ma, 
the age of the uppermost Ogallala Formation. Evaluation of equation 
1 yields a base inventory for 1 0 Be of 120 x 1010 atoms cm- 2 , the 
amount of 1 0 Be that would be present in the study area if no losses 
(or gains) of the isotope occurred except by radioactive decay.  

Inventories, calculated from 10 Be concentrations collected at 
various depths below the surface, are listed in Table 2 for playa 
sites in and southwest of Amarillo (A and B), and for a composite 
interplaya area near the eastern edge of the Southern High Plains 
(C). Table 2 shows that (1) "0 Be inventories at the playas exceed 
200 x 1010 atoms cm- 2 , whereas the interplaya inventory is about a 
fifth as great, (2) I°Be concentrations decrease roughly 
exponentially with depth at the Amarillo playa site and the composite 
interplaya site, but decline erratically at the R.D. Hicks site, (3) 
relatively high 1 0 Be concentrations extend to much greater depths at 
the playa sites than in interplaya areas, and (4) most 1 0 Be at the 
Amarillo playa occurs within 30 m of the surface, but extends to 
about 70 m at the Hicks playa.  

To assess 1 0 Be contributions to playa-basin inventories, the 
measured inventories (table 2) are applied to the floor and non-floor 
areas represented in Table 1. From these data, average basin 
inventories of 1 0 Be range from 50.8 x 1010 to 62.2 x 1010 atoms cm- 2 

(table 3). Relative to the base inventory for this area (120 x 1010 
atoms cm- 2 ), these basin inventories range from 42 to 52 percent.  
Despite potential error, these estimates suggest that roughly half of 
the 1 0 Be deposited during the last 4.5 Ma, after accounting for 
radioactive decay, is absent. Thus, it is inferred that a similar 
amount of surficial sediment on which 1 0 Be was bound was deflated 
from the area.
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Table 2 Beryllium-10 concentrations and inventories at selected 
sites- Southern High Plains 
Depth of Depth 10 Be "°Be in Z 1 °Be 
Sample Interval Concentration Interval (atoms cm- 2 

(M) (cm) (atoms g-1 (atoms cm- 2  x 1010) 

x 106) x 1010) 

A. Well T-4, South Washington Street playa, Amarillo, Texas\! 
(latitude 350 9' N, longitude 1010 51' W) 

1.5 225 826 29.7 29.7 

3.0 378 642 38.8 68.5 
7.6 722 373 43.1 111.6 

10.7 1105 200 35.4 147.0 
15.2 1600 89 22.8 169.8 
22.9 2288 50 18.3 188.1 
30.5 3050 16 7.8 195.9 
38.1 3810 25 15.0 210.9 
45.7 760 3.5 .4 211.3 

B. R.D. Hicks Well #Il, Deaf Smith County, Texas\! 
(latitude 350 6' N, longitude 1020 28' W) 

1.5 460 1560 114.8 114.8 
7.6 920 69 10.2 125.0 

16.8 1520 20 4.9 129.9 
32.0 2580 64 26.4 156.3 
69.0 2330 85 31.7 188.0 
78.0 750 75 9.0 197.0 
84.0 900 24 3.5 200.5 

C. Composite of samples collected from interplaya areas, 
Lubbock, Floyd, and Crosby Counties, Texas\2 

2.0 250 489 22.0 22.0 
3.0 405 175 12.8 34.8 
8.2 865 42 6.5 41.3 

15.2 1400 8.7 2.2 43.5 
\! Dry bulk density of samples assumed to be 1.6 g cm- 3 

\2 Dry bulk density of samples assumed to be 1.8 g cm- 3 

DISCUSSION 

Sparse hydrologic data and landscape stability requiring long time 

periods to recognize surficial change have prevented a full 
understanding of geomorphic processes on the Southern High Plains.  

The data summarized by Tables 1, 2, and 3, however, permit several 

interpretations regarding surface and near-surface processes.  

Sediment Storage and Movement 

Radiocarbon dates, paleontologic evidence, and enriched 
concentrations of 10Be demonstrate net deposition of sediment during 
late Quaternary time in the several playa bottoms sampled; most of 
the sediment appears to be eolian. Runoff and sediment-concentration 
data, extrapolated from nearby areas, may provide reliable estimates 
of sediment movement by fluvial processes, but probably overestimate 
sediment infilling by slope wash. If none of the. playa sediment 
deposited by slope wash was removed by deflation, the stored slope
wash sediment would account for a third or less of the total storage 
(table 1). Because the 1 0 Be data (tables 2 and 3) suggest that over
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Table 3 Components of 1 0 Be inventories 
Southern High Plains.\'

in selected playa basins,

Playa Playa Floor Playa basin less floor 
basin\2 Percent of Component Percent of Component 

Basin Area of Basin Basin area of Basin 
Inventory Inventory 
(x 1010 (x 1010 
atoms cm- 2 ) atoms cm- 2 ) 

Gentry Pit 4.2 8.6 95.8 42.2 
Anton 11.3 23.2 88.7 39.0 
Gore Avenue 4.7 9.6 95.3 41.9 

Average Percent 
Basin of Base 
Inventory Inventory 

(x 1010 atoms cm- 2 ) N \! 
b 

Gentry Pit 50.8 42 
Anton 62.2 52 
Gore Avenue 51.5 43 
\1 Based on measured 1 0 Be inventories, Table 2.  
\2 Locations given in Table 1.  
\i Based on assumed base inventory, Nb, of 120 x 1010 atoms cm- 2 .  

half of the sediment deposited is later removed, reducing the average 
1 0 Be inventories, it follows that no more than 15 percent of playa 
sediment is of a water-entrained origin. Instead, the data suggest 
that a large majority of the sediment stored is from eolian 
deposition, and that net deposition is a small, unmeasured percentage 
of the sediment flux through playa basins.  

The Blackwater Draw Formation is absent in parts of the western 
Southern High Plains, but eastward it thickens to nearly 30 m 
(Reeves, 1976). As it thickens downwind, surficial-sediment sizes 
tend to decrease (Seitheko, 1975), indicating that the primary source 
of eolian sediment in the Blackwater Draw Formation was the Pecos 
River valley. The combined results of the sediment and 1 0Be-budget 
studies suggest that these patterns may be results of late Quaternary 
deflation. Gustavson and Holliday (1985) noted that significant 
deposition of the Blackwater Draw Formation ended at least 40,000 
years ago; the lack of Quaternary-age sediment in the western part of 
the Southern High Plains is probably due to deflation in late
Pleistocene and Holocene time (Reeves, 1983; McCauley and others, 
1981).  

Recent studies (see Osterkamp and others, 1987) show that dust 
storms deflate and transport sediment from the Southern High Plains 
thousands of kilometers downwind. Sorting and estimated quantities 
of airborn sediment are compatible with the conclusion that most of 
the Southern High Plains is presently a net source of eolian 
sediment, playa floors being exceptions of net deposition. It is 
inferred, therefore, that atmospherically deposited 1'Be of the last 
40,000 years largely has been removed with sediment from the Southern 
High Plains by deflation. Although little glacial outwash presently 
moves through the Pecos River valley, a small but unmeasured inflow 
of eolian sediment and 1'Be is added from the west.  

Assuming that the influx of eolian sediment with adsorbed 'OBe to 
the area is small compared to that leaving, differences between the 
base inventory and the measured average basin 1 0 Be inventories 
provide a ,,eans of estimating losses by deflation. From Table 3, up
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to 50 percent of the 1 0 Be base inventory, or 60 x 10' 0 atoms cm- 2 , is 

missing and presumed transported eastward. If during the last 40,000 

years (after cessation of Blackwater Draw Formation deposition), 

surficial sediment had a mean 1 °Be concentration of 1,000 x 106 atoms 

g- 1 and a bulk density of 1.8, it is easily calculated that an 

average of 4,000 mm, or 0.1 mm yr- 1 , of eolian erosion ocurred. This 

estimate converts to a yield of 140 m3 km- 2 yr-i, or 35 times the 

estimated sediment eroded by water (table 1). The calculated 

denudation rate of 100 mm per 1,000 years is consistent with rates 

measured in numerous other settings (Saunders and Young, 1983).  

Although error in these estimates may be substantial, the 

calculations demonstrate that much of the Southern High Plains is 

generally degradational, and that most sediment deposited on playa 

floors is stored temporarily and then remobilized.  

Playa Processes 

Table 2 shows that i°Be is highly enriched by playa processes.  

Because most playa sediment is not stored permanently and because 

about half of the playa 1 °Be occurs in Ogallala Formation beds too 

old to retain the observed concentrations, it appears that enrichment 

is caused by emplacement of i 0 Be during residence in playa bottoms.  

Comparing concentrations listed in parts A and C of Table 2, for 

playa and interplaya environments, it is evident that at depths below 

5 m, in the Ogallala Formation, as much as a 10-fold enrichment 

occurs in a playa setting. Explanations for the 1 0 Be enrichment 

include (1) transport by water descending from playas through the 

unsaturated zone, (2) transport on particulates descending with water 

through the unsaturated zone, and (3) local emplacement by regional 

ground-water flow during periods of high water levels. The third 

explanation is untenable because 1 °Be concentrations decrease with 

depth, and post-Miocene hydrologic isolation of the Southern High 

Plains largely precludes significant 1 0 Be influx by ground water.  

The remaining possibilities suggest that playa lakes provide 
ground-water recharge because only they appear to account 

satisfactorily for observed 1 0 Be concentrations. If particulate 

transport occurs through pipes or other natural conduits beneath 

playa floors, an erratic profile of t °Be concentrations seems likely.  

Samples from the Hicks Well (table 2, B) were selected for '°Be 

analysis because the well is beside a playa with extensive piping.  

The non-linear erratic 1 °Be profile from the well is not evidence for 

particulate transport in the unsaturated zone, but the data are 

consistent with that possibility. Also consistent with the 

possibility of downward movement of sediment and '0 Be with water is 

the depth, at least 84 m, to which emplacement has occurred; 

calculations using accepted aquifer constants and the '0 Be partition 

coefficient suggest an improbability of 1iBe migration to that depth 

solely by solute transport.  
In contrast, Well T-4 (table 2, A) exhibits an exponential 

decrease in 1 0 Be concentrations with depth; no evidence of pipes or 

similar conduits was apparent. From these observations, it appears 

unlikely that significant 1 0 Be is transported on sediment into the 

unsaturated zone. Based on the assumption that "0 Be at Well T-4 

moves solely by solute transport and that only transport by solution 

adequately explains the exponential decrease of i°Be with depth, a 

one-dimensional nonequilibrium solute-transport model was developed 
to describe the movement.  

The model is based on an equation for reactive-solutes movement 

through soils (Selim and Mansell, 1976):
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K- -- + - v- - A C (K + 1) (2) 
at at az 

in which K is the soil/water partition coefficient for 1 0 Be, C is the 
1°Be concentration in the soil solution, 0 is the soil-water content, 
v is the Darcy water velocity, and z is depth of the I 0 Be profile.  
Simplification and combining with an expanded form of equation 1 
leads to an expression for the effective deposition rate of 10 Be in 
playas, qp: (N N - At 

q-= A p i(3) 

p1 e- At 

in which N is the playa ' 0 Be inventory and N. is the interplaya 
inventory.p Following evaluation of equation 3 and a solution to 
equation 2 for concentration, an estimate for time, or playa age, is 
developed in terms of playa 'OBe deposition rate, Darcy water 
velocity, and the 1 0Be partition coefficient. For the South 
Washington Street playa, with a surface 'OBe concentration of 826 x 
106 atoms g-1 (table 2), age, t, is evaluated as: 

4.1 x 10 6cm 4t-l (4) 
(v - 3.58 x 10 K) cm yr 

Assuming a Darcy water velocity of 3.0 x 104 cm yr-1 (Klemt, 1981; 
W.W. Wood, U.S. Geological Survey, personal commun., 1987), equation 
4 suggests that playa initiation occurred about 50,000 years ago.  
Because the Hicks Well #1 does not exhibit an exponential decline of 
1°Be concentrations with depth, a similar calculation is not 
feasible. An inventory for Gentry Pit playa is not available, but 
near-surface measurements of 1°Be suggest a playa age two or three 
times greater than the 9,500-year age indicated by carbon-isotope 
analysis (table 1). Regardless of the accuracy that equation 4 
provides, the indicated ages are in general support of other dating 
techniques and suggest that many or most playas are of pre-Holocene 
age.  
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