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ABSTRACT

This report describes the theory and capabilities of RIP (Repository Integration Program).
RIP is a powerful and flexible computational tool for carrying out probabilistic integrated
total system performance assessments for geologlc reposxtones It ernbodles probablhstlc
dec151on analy51s tools that allow ittor oo b e R R R

. examme parameter sensmwty,

. eva]uate altematlve conceptual: desxgns, and

owrhenla e 3 : i nt»u..,.... o e T
The pnmary purpose of RIP is to prov1de a management tool for gmdmg system desxgn
and site characterization.’ In addition, the performance‘assessment model (and the process
of eliciting model input) can-act as a. mechanism for integrating the large amount of
available information into.a meaningful whole (in'a sense; allowing one to keep the "big
picture” and the ultimate aims of the project clearly in focus) Such an integration would
be useful both for "pro;ect managers and project sc1entlsts SO

| RIP is based on a "top down" approach to performance assessment which concentrateson

the integration:of the entire:system; and utilizes relatively high-level descnptwe models and
parameters. -The key point in the-application of such a "top down" approach'is that the -
simplified models and associated high-level parameters must incorporate an accurate
representation of their uncertainty. RIP is designed in a very flexible manner such that
details can be readily added to various components of the model without modifying the
computer code. Uncertainty is also handled in a very flexible manner, and both parameter
and model (process) uncertainty can be explicitly considered. Uncertainty is propogated
through the integrated PA model using an enhanced Monte Carlo method.

RIP (and any practical PA model) must rely heavily on subjective assessment (expert
opinion) for much of its input. The process of eliciting the high-level input parameters
required for RIP is critical to its successful application. 'As a result, in order for any project
to successfully apply a tool such as RIP, an enormous amount of communication and
cooperation must exist between the data collectors, the process modelers, and the
performance assessment modelers.
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EXECUTIVE SUMMARY . 7|

The Offlce of C1v1han Radloactlve Waste Management (OCRWM) is responsxble for e

providing oversight and guiding the implementation of specific technical studies conducted

by the Yucca Mountain Site Characterization Project Office (YMP), As part of this effort,

the Director. of the, OCRWM has requested Golder Associates Inc:, (GAI) to develop ai; ne -

methodology and«,recommend a'strategic: plan of actlon for evaluatmg the suitability:of. the
- the d of A SR

'.‘ o 'Development and conhnual updatmg of a prehmmary total system performance
assessment model; and

'-Ax. - .k.,-'. 3

s Integratlon of the performance assessment model thh various proposed _

design:and site characterization activities, using a probabzhstzc deaswn analyszs«’
_pproach in:order to evaluate alternatlve ‘ -and’

;,sxte charactenzatlon process

The mtegrated reposxtory performance assessment and strategy evaluatxon software
developed by GAl is known as RIP (Repository Integration Program)... The major portion of
the software is the total system performance assessment model, which consists primarily of
a series of inter-connected, coupled component models with input/output relationships for
radionuclide transfer.. The performance model itself is embedded within a probabilistic
decision analysis model which allows the user to evaluate alternative site characterization
strategies.

Report Contents

This report provides a detailed description of the theory and capabilities of the RIP
performance assessment and strategy evaluation model (which is briefly summarized
below). It defines the overall methodology on which the program is based and describes
the actual algorithms embodied within the software. It does not specifically describe the
application of the software to the Yucca Mountain (or any other) site. A user's guide for
the software and a description of an application of RIP to the Yucca Mountain site are
available as separate docurnents.

Overview of Methodology

The Role of Performance Assessment

Traditionally, per‘ormance assessment has been considered as an essential method to be
xmp emented at the later stages in a repository siting program, iter the site has been
characterize? However, perfor~ance assessment can also be waed as & tool to zid in 72
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development and implementation of the entire siting procedure, In fact, GAI and others
have long maintained that the only effective way to make valid'site characterization =
decisions (what should be studied, when, and in what detail) and to improve conceptual
designs is by using preliminary integrated performance assessments. This view has ™ -
recently been reiterated by both the National Research Council (1990) and the Nuclear”
Waste Technical Review Board (1990).":: S i QES PRV i

This view'of an ongoing performance assessment-drivéicharactérization' process is based
on the premise that by evaluating system performance-using cirrently available knotwledge -
~and- the anticipated level of knowledge that: can be' obtainéd llcmgngcbmpleﬁon‘ofa Gt e
characterization activity, it will be possible;to identifys Factivities will'be most critical to
- rapid and accurate déterimination of site suitability. “Tha tegrated peiformance
- assessment is intended to be used in"an ongoing review! process td coritinually reévaluate
which data needs are most critical, and to reallocate program resources appropriately.

Figure ES-1'illustrates the intended process graphicallyi: o e

Deve_]opment of the Perfo_rmance_ Assessment Model -

At the heart of the‘GAI ‘methodology is the'integrate

tal s)'{ste‘mep‘érforr‘naﬁce assessment

* workshops, which were attended by scientists and enigirieers from both within and outside
of the Yucca Mountain Project. Based on these workshops, it became apparent that the -
level of understanding of the site (and designs) is such’that a-practical pérformance
assessment model based completely on low-level physically-based parameters is not
currently feasible. That is, the uncertainty in quantifying the basic physical processes
controlling waste release, groundwater flow, and radionuclide transport at the site is such
that GAI concluded that a practical performance assessment model must rely on relatively
high-level "lumped" descriptive parameters (e.g.,, radionuclide travel times, container failure
rates), which in turn are based on lower-level "process” models and on subjective
assessments from qualified experts.

Moreover, it is GAI's view that due to computational constraints and the inherent
complexity of such systems, it is unlikely that this situation will change in the foreseeable
future. Although better simulation tools, more powerful computers, and additional field
data will undoubtedly shed considerable light on the controlling processes, integrated total
system performance models will continue to rely primarily on high-level parameters.
Additional detailed process modelling and field studies will simply act to increase the
accuracy and decrease the uncertainty in the experts' subjective assessments of these
parameters.

As a result, the total system performance assessment model incorporated into RIP is not a
detailed deterministic model based completely on low-level physically-based parameters
(e.g., it does not explicitly simulate radionuclide transport by solving a three-dimensional
advection-diffusion equation). Rather, it is a descriptive probabilistic model based on a "top
down” approach to performance assessment that describes rather than explains the system
behavior and is intended to directly represent the uncertainties in processes and events .
and their controlling parameters. :This is not to say that detailed models of the controlling

ek numberiof T T ey ]
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the activity. This information is required in order to actually prioritize activities into an
efficient and effective strategy. For example, suppose two proposed activities are both
concerned with studying a particular parameter which has been shown to have a strong .
influence on system performance. While we can state that these activities both merit
further consideration, we can not determine whether both activities are necessary, or which
would be most effective, without quantifying the extent to which each activity will reduce.
the uncertainty in system performance, and incorporating cost and duration considerations.

PR e, )

Moreover, because of the complenty of the system and the large number of mter-
connected activities, actual prioritization of activities;can not. be.based simply.on. -an-,
evaluation of individual activities with respect to-¢ost, duration, and rediictioniin
performance uncertamty ‘Rather, the entire site charactenzahon plan'must be considered
as a whole. The proposed methodology: accomphshes this pnontlza’non by defmmg and
evaluating alternative characterization strategies (a characterization_ strategy consisting of a
specific set or sequence of characterization activities)...The strategy portion of RIP provides
the second cornerstone of the GAI approach by quantitatively integrating the performance
assessment model with the characterization activities. -The strategy model is essentially a
decision analysis shell around the performance assessment model whlch a]lows the user to
evaluate the. altemahvesxte charactenzahon strategies. - e 5 o

The performance assessment model and the strategy evaluatlon model are discussed in
more detail below. ' :

Performance Assessment Model Overview

Basic Concepts ) .

The integrated total system performance model consists of three coupled components
which address:

. waste package behavior and radionuclide release; -

. radionuclide transport pathways to the accessible environment; and
. disruptive events (such as volcanism and human intrusion) which can affect

system parameters.
Figure ES-2 is a schematic of the performance assessment model structure.

As pointed out previously, RIP is a descriptive model which relies heavily on subjective
assessments of relatively high-level descnptlve parameters. It is also a probablllstzc mode] -
intended to represent the uncertainties in processes and events. That is, uncertainty in .
both the modsi parameters and the component models themselves can be explicitly
represented by RIP. Due to the inherent uncertainties resuiting from our lack of
knowledge, many model parameters will be represented by probability density functions
(pdfs). The integrated performance assessment model uses a simulation approach, utilizing
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processes are ignored. Quite to the contrary, detailed process models form the foundation
for a systems model such as RIP and are required to generate the appropriate input
parameters (e.g., in the form of response surfates or analytical expressions).

The structure and concepts of the integrated total system performance assessment model
will be discussed in greater detail below. e x o -

L RIS, Ty

Development of an Activities Database =~

o b

o

As discussed above, the.integrated f)erformance-asse§sment model isgihtended to be used .
~"as-a tool to-make-valid design-and site characterization decisions and to identify which .
- activities will be most critical to rapidly and accurately determining site suitability. . i

After first developing a conceptualization of the behavior of the repository system'and

creating an appropriate data set for the integrated performance assessment model;'it is

possible to apply the tool to guide site characterization. In order 16 accomplish this,

however, it is first necessary to identify which system parameters-and processes are -

specifically addressed by the various characterization activities. A characterization activi
* - "a specific scientific study or group of studies proposed for the site (e.g;’surface-based:;
testing). b S ET '

In order to most effectively use performance assessment to guide site characterization, ~
however, it is necessary not only to identify which parameters would be affected by a

particular activity, but to quantify how those parameters would be affected. In effect, this

entails quantifying how a proposed activity is likely to affect the probability distribution

describing the uncertainty in a given system parameter (i.e., how much will we learn?).

This requires evaluations by experts of the nature of the uncertainty in a parameter, and

the extent to which it is likely to be resolved by a particular activity.

An activities database must be developed which includes the name of each proposed activity,
a brief description, identification of the system parameters the activity will affect, a
quantitative estimate of how those parameters will be affected, probabilistic estimates of
cost and duration of the activity, and precedence requirements for other activities.

Evaluating Characterization Activities and Strategies

Having developed an activities database, the simplest way to use RIP to evaluate
characterization activities is to post-process the results of a performance assessment such
that the sensitivities of various system performance measures (e.g., cumulative radionuclide
release to the accessible environment) to individual model parameters are identified. In
simple terms, activities which provide information on model parameters to which system
performance is sensitive should be given the highest priority.

Although such an approach is useful in providing a preliminary screening and evaluation
of site activities, it is limited because while it qualitatively considers which parameters are

~+ i-affected by a particular activity, it does not quantitatively incorporate the extent to which —

* parameter uncertainty might be reduced by a particular activity, nor the cost or duration of
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the Monte Carlo method to sample the probability distributions for the uncertain
parameters (descnbmg both processes and events) and simulate a ]arge nurber of system
realizations in order to determine: probability distributions of site performance (e.g, ‘
cumulative release). That is; RIP creates a time hlstory of disruptive ‘evénts and’other
system parameters for each system realization; simulates the behavior of the system under
those conditions, and then combines the results of all the realizations in an appropriate *
manner to determine probability distributions of site performance. RIP utilizes both :
importance sampling and stratified (Latin-Hypercube) samphng to mcrease ‘the’ efﬁaency of the
Monte Carlo samplmg process. .

N

ER

- In general terms, the output for the performance assessment‘model consxstsof performance
 measures for the repository system. A variety of performance measures can be cpr_ls:dered
(¢ g, comulative® radionuclide release to the’ ‘accessible’ envxronment, maxnnﬁfﬁwaﬂnﬁhal

- release from the wisté packages).” Thesé performarice measuires are’ probablhshc in nature
That is, output is not a single value, but a distribution' which spec1ﬁes the p‘obablhty of

exceedence for any parhcular value of a performance measure

Eﬁ@i&v_ott_hsieﬂm

“ paramieter can' be specnfied by the user as'a constant, a stochastzc (1 e., represented by FRER
probability distribution), or as a function of time or of other parameters (which themselves can
be constants, stochastics, or functions).

Representing system parameters as stochastics allows the RIP user to directly specify the
degree of uncertainty in a particular parameter. The RIP user interface (which consists of a
series of interactive menus and pop-up input windows) allows the user to choose from a
wide variety of probability distributions. For each Monte Carlo realization of the repository
system, all of the stochastic parameters are sampled from their specified distributions. The
probability distributions used for stochastlc parameters can themselves be stochastic, or
functions of other parameters.

The ability to represent system parameters as functions of other parameters imparts to the
user the ability to readily add detail to any given system parameter or process represented
by RIP. The user can even create and specify processes and parameters which are not
explicitly incorporated in RIP. In a sense, the RIP program is similar to a spreadsheet:
while it contains a large amount of built-in logic and calculational capabilities, the problem
that is solved is entirely defined by the user. That is, RIP has been developed such that it
is relatively free of assumptions regarding the details of waste package behavior and
radionuclide transport processes. Hence, the model consists of a basic computational
framework representing the controlling processes, but is intentionally flexible such that the
user can represent the processes with as much' detail as desired.

The user interface of the software is designed such that for function-type parameters the
yser simply types in the desired function. In addition to standard mathematical operators
(e.g., SIN, COS, MAX, ERT, LOC), the user can define functions using relational operators
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(e.8., >,<, =) and IF,THEN.logic. . Such flexibility allows the user to easily modify and add
detail to the conceptual and computational model without having to make changes to the .
software (i.e., without modifying and compiling the source code). This allows the .
conceptual model to be continuously.and;easily modified as more information becomes
available. .. " .. . e ety e W

3

Components of the Performance Assessment Model , _‘

The major features of the three componeﬁt models which comprise the performanee |
~.assessment model are summarized briefly. here w0 e

R 4

" “The waste,package behavior niclide yelease componei .

- the radionuclide inventories in the waste packages, .a description of near field ...+ . .xi -
environmental conditions (which may be defined as temporally and spatially variable); and
subjective assessments of high-level parameters describing container failure, matrix . . .
alteration/dissolution, and radionuclide mass transfer. The waste package component
model can simulate two layers of containment (e.g,, outer package and zircaloy cladding).
Waste package failure rates, along with matrix alteratiorn/dissolution rates, are used to
compute the rate at which radionuclides are exposed.. Once exposed, RIP, computes the rate

2 .of and away from the'waste package.; Parameters de: ‘waste..

~ package failure and radionuclide exposure and mass transfer can be described as a function

of near-field environmental conditions... .- ... .. - S SR

The output from this component (for each system realizatieﬁ) consists of time histories of
release for each radionuclide from the waste packages, and acts as the input for the
transport pathways component. - . .

The task of the radionuclide transport pathways component is to probabilistically simulate
radionuclide transport through the near and the far field. Workshops held by GAI
indicated that existing continuum-based models, while representing portions of the system
well, fail to capture the essence of the overall hydrologic system. While this may change as more
data is collected, the current model must be capable of representing what is known about
the site at the present time. Thus, the RIP model uses a phenomenological approach which

attempts to describe rather than explain the system.

The resulting transport algorithm is based on a network of user defined pathways. The
pathways reflect the major features of the hydrologic system and are conduits through
which transport occurs. The pathways may be used for both flow balance and
radionuclide transport purposes, and may account for either gas or liquid phase transport.
The purpose of a pathway is to represent large scale heterogeneity of the hydrologic
system, such as geologic structures and formation scale stratigraphy. In highly complex
systems such as Yucca Mountain, up to 30 pathways may be required.

The pathways may be subdivided into flow modes, which address heterogeneity at the local
scale (e.g., flow in rock matrix, flow in fractures). The flow modes are primarily . ,
distinguished from one another based on flow velocity in the mode, although retardation -
parameters may also differ between flow modes. '

Tequires as inputs descriptions of

Parameters describing waste " =7 i 2
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The actual transport of radlonuchdes along a pathway is based on a breakthrough curve,
which is developed as a cumulative probability ‘distribution for radionuclide travel times
along a pathway. .The breakthrough curve ‘combines the effects of all flow modes and
retardation on the radionuclide travel time, and determines the expected proportion of
mass which has traversed the pathway by any specified time. The breakthrough curve is !
computed based on'a Markov process algorithm for exchange between different flow
modes. A : ,
The third performance assessment component model represents disruptive events.
Disruptive events are defined as- dlscrete occurrences which have some quantifiable effect -
on the processes described by the other: two component models. Examples of disruptive
-..events.include. volcamsm, faultmg, and. human.mtmsmn. .The_user first:identifies.all
significant events (i.e., events-that are ‘both‘credible and consequential). ‘Having done so,
each event is assigned a rate of océurrence and; if desired, one or more descriptor
parameters, which define the characteristics and magmtude of the event (e.g., length of a
volcanic dike). Descriptor parameters may be described stochastlcally Event occurrences
are simulated as Poisson processes. . g

N e

k4

i LN s reerae A
Lo .e':-‘\» A
3 * -

The user defines probabxhty distributions for the 'event consequences (whlch may be
“““functions of event descriptors). A consequence may take‘the form of a number of discrete s
" responses (e.g., dxsruptmg a number of waste packages, moving radionuclides from some =~
waste packages directly to ‘the ‘accessible ‘environment). It'is also possible for an event to
. directly modify parameters defined in the other two component models, and this capability
can be used to specify long-term consequences (e s ralsmg the water table or opening a new
pathway). : :

Strategy Evaluation‘ Model Overview

The performance assessment model is embedded within a decision analysis model which
allows the user to evaluate alternative site characterization strategies, where a strategy is
defined as a group of activities. Figure ES-3 provides a schematic of the RIP strategy
evaluation model. :

For any user-specified characterization strategy, RIP provides three outputs by which
alternative strategies can be ranked and compared:

. a probabilistic estimate of cost;
. a probabilistic estimate of duration; and
. a probabilistic evaluation of the predicted site performance resulting from

implementation of the strategy (i.e., "what will our performance predictions be
after we carry out this strategy?"). ‘

Computation of the first two cutputs is straightforward, and consists of simply integrating

: ., within a Monte Carlo framew=rk the cost and duration estimates for the individual
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activities, taking into account any precedence requirements. The third output relies on
subjective assessments by experts of the extent to which model parameter uncertainty will
be reduced by a particular activity. Given these assessments, along with the current state
of knowlédge, RIP uses a Bayesian computational algorithm to simulate how probability
distributions representing parameter uncertainty will change as a result of a particular,
characterization strategy, and develops a probablhstlc evaluation of the repository
performance that.will be predicted after carrying out the strategy. Based on these outputs,
evaluate that effechveness of alternatlve site charactenza’aon strategxes

S T

1" s ,( 2 " . g
»As dxscussea abi)\'}eff“the pnmary objechve of RIP 1s to provxde a management tool for

-gmdmg design and ‘site characterization. A related and equally important use for the -
~ -'model has,become apparent to GALinr the process of ehcmng information- regardmg models

DTS

- meaningful assessment ‘of site’ suxtablhty), but aIso to individual pro]ect Scientists’ to help o
them formulate and present the results of their research in a manner such that it can be .
readzly applzed to the ultimate goal of the Project, predzctmg the performance and determmmg
the suitability of the site.

RIP {(and any other practical PA model) must rely heavily on subjective assessment (expert
opinion) for much of its input. The process of eliciting the hlgh-level‘mput parameters
required for RIP is critical to its successful application. As a result, in order for any project
to successfully apply a tool such as RIP, an enormous amount of communication and

. cooperation must exist between the data collectors, the process modelers, and the
performance assessment modelers. This is because such a tool must constantly evolve and
is only valid for decision making when it actual]y incorporates the current state of knowledge.
This is only possible if project scientists think in terms of performance assessment, at least to
the extent that their results can be readily incorporated into a total system model. In effect,
they must be familiar with that portion of the total system performance assessment model
which represents the partxcu]ar process or parameter that they are studying, such that they
can recommend modifications in the data (or the model itself if necessary) as more
information becomes available.

Without this type of integraticn between the performance assessment modelers and the
project scientists, a tool such a3 RIP can not be validily applied.
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1. INTRODUCTION

11 Background® -

The Office of Civilian Radioactive Waste Management (OCRWM) within the U.S. - o
Department of Energy (DOE) has the task of siting, desighing, construétifig, obtaining a *

license for, operating, and decommissioning the nation's first high-level nuclear waste. . . .
repository. The Yucca Mountain Site Characterization Project Office (YMP) is responsible
for evaluating the suitability of the proposed Yucca Mountain, Nevada site to hosta .

As part of this effort, OCRWM contracted Golder Assotiatés fnc. | te N
develop a performance-based repository site-suitability thodology, and, based on the ~
methodology, recommend a strategic plan of action for guiding site characterization and
evaluating the suitability of the Yucca Mounitain site for the development of a repository.
The work is intended to complement the studies currently underway within the Project. -
This report presents a summary of the initial step in GAI's project, which was to develop
appropriate performanice assessment and strategy ‘eval !

The methodology presented herein, and any 6pinions xpressed, are solely those of ¢ ‘
Associates Inc. and do not necessarily represent positions of the Department of Energy. - B

1.2 Objective and Scope of Work

The primary objective of this study was to indépendenﬂy develop a rﬁéthbdblogy and
recommend a strategic plan for guiding site characterization and evaluation of site
suitability. The approach selected by GAI was based on two cornerstones:

. Development and continual updating of a preliminary total system performance
' assessment model; and e S

. Integration of the performance assessment model with varioué proposed
design and site characterization activities using a probabilistic decision analysis
approach in order to guide and prioritize the site characterization process.

The integrated repository performance assessment and strategy evaluation software
developed by GAl is known as RIP (Repository Integration Program). The major portion of
the software is the total system performance assessment (PA) model, which consists
primarily of a series of inter-connected, coupled component models with input/output
relationships for radionuclide transfer. The RIP PA model is intended to integrate existing
knowledge and component-level performance models that have already been developed
within the YMP or elsewhere. The performance assessment model itself is embedded

within a probabilistic decision analysis model which allows the user to evaluate alternative
site characterization strategies. '

hosé of Golder

~—
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This report focusses only on the theory and capabilities of the RIP computer program. Itis
not a user's manual, nor does it discuss the apphcatxon of the model to Yucca Mountain (or
any other site).” A users manual has been prepared as'a separ_a_te compamon document.

ap summ
documentatlon Fmally, Sectlon 1 6 dlscusses“the organgmon of | (the remalnder of the

IR R AN SN 35 "f‘sft z_v‘ﬁ wJ u.:)u

Programs for selectmg and evaluatmg the suxtablhty of geologic sites for dxsposal of }ugh

o level, radxoactl\ge ;wastes all include, three general components‘:.»sﬁe.charactenzatlon, system ... ..

concerned ‘with determmmg the ablhty of the natural bam o the geo]oglc system itself) to
provxde containment and control migration of radlonuchdes from the repository.. System
design is concerned’ with the ability of the engineered barrier system (the waste package
itself and the associated man-made systems) to provide containment and control migration.
Obviously, site characterization and system design are not independent of each other.

That is, the performance of the engineered barrier system is dependent on characteristics of
the geologic system (e.g., near-field conditions), and the characteristics of the geologic .
system can be altered and affected by the engineered barrier system. As a result, site
characterization includes activities which are intended to prov1de mput for the system
design.

In simple terms, performance (or safety) assessment involves the evaluation of the anticipated
performance of a proposed repository with respect to radionuclide release to the
environment. It ultimately depends upon both the available data (obtained during site
characterization) and the proposed engineered barrier system design. (Depending on
policy and regulatory constraints, however, the actual contribution of the engineered
barrier system may or may not be fully included in a safety assessment.)

The task of performance assessment is complicated by the large uncertainties involved.

Due to the long times scale of interest and the complexity of most geologic systems, a large
degree of uncertainty exists with respect to the parameters and processes controlling such a
system. As a result of these uncertainties, deterministic analysis alone is inappropriate and
a probabilistic approach to performance assessment must be used. As will be described in
detail in subsef-“nt sections, RIP is a probabilistic model intended to represent these
un.certamue;.
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1.3.2. The Role of Performance Assessment
Traditionally, performance assessment has been considered as an essential method to be
implemented at the later stages in a repository siting program in order to demonstrate that
the candidate site is in compliance with the licensing criteria.. However, performance - . _
assessment can also be used as a tool to aid in the development and implementation of the
entire siting procedure. In fact, GAI and others have long maintained that the only
effective way to make valid site characterization decisions (what should be studied, when,
and in What defail s, by using preliminary integrated performance assessments (e, GAY,
1977; NRC, 1983, GAL, 1986)., This view has recently been reiterated by both the National -

L S+ Eny ;aG s e oA dge w A g O B el oz
Research C¢ '&ﬁ‘é}‘f(fém)'aﬁ_d"fhé"N'fié“lear Waste Technical Review Board (1990).

This view of an ongeing performance-assessment driven characterization process is based
on the premise that by evaluating system performance using currently-available knowledge
and the anticipated level of knowledge that can be obtained following completion ofa
characterization activity, it will be possible to identify which activities will be most critical to .
rapid and accurate determination of site suitability. Figure 1-1 illustrates the intended
process graphically. | ~ |

dology s intenided to'not only provide an lusation of the

m, but to also provide a management tool to help assure continuing
program refinement’and an early resolution of site suitability. That is, RIP is intended to’
be used in an ongoing review process to continually reevaluate which data needs are most

 Therefore th
current YMP prég

critical, and to reallocate program resources appropriately.

A related and equally important use of the model has become apparent to GAI in the
process of eliciting information regarding models and input data from scientists and
engineers investigating the Yucca Mountain site. Namely, the performance assessment
model (and the process of eliciting model input) can act as a mechanism for integrating the
large amount of available information generated by different groups into a meaningful
whole (in a sense, allowing one to keep the "big picture" and the ultimate aims of the
project clearly in focus). Such an integration would not only be useful for project
managers (and is ultimately required in order to carry out a meaningful assessment of site
suitability), but also to individual project scientists to help them formulate and present the
results of their research in a manner such that it can be readily applied to the ultimate goal
of the project, predicting the performance and determining the suitability of the site.

1.3.3 Performance Assessment Modelling Approach

At the heart of the RIP methodology is the integrated total system performance assessment
model. In general terms, performance assessments can be broadly divided into two
categories: those based on a "top down" approach, and those based on a "bottom up"
approach. RIP is based on a "top down" approach".
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~—
"Bottom up" approaches to performance assessment attempt from the outset to model the
various controlling processes in detail, and typically make use of complex physically-based
models for the various system components.. The emphasis is on understanding and
explaining the lower-level processes in order to eventually describe the behavior of the
entire system. Due to the complexity of real systems, however, properly implementing and
integrating the various low-level component'models and examining total system behavior
while incorporating uncertainty can be quite difficult (if not impossible). ' :

As pointed out above, RIP is based on “top"down" approach.” "Topidown" approaches to -
performance assessment are different in that rather than starting at tﬁle_'bottom and
attempting to simulate the physical processes.in great detail, they start from the top and

-~ concentrate-on thg-zntegratzgpé(gty,;g-_‘vmggh;Qggher~~leVel) of all-system components:—~The

controlling processes are initially represented by approximate high-leVel (i.e, less-detailed)
models and parameters:-In general; these high-levél parameters will take the form of
subjective assessments from qualified experts. The key point: in the-application of such a
"top down" approach is that the less-detailed models and associated high-level parameters

must incorporate an accurate representation of the model (and associated ‘ﬁafdmétéi)?‘ﬁﬁcertaint‘_y

resulting from the approximations. * e o e

contrary, detailed process models form the foundation for a “top down" total system model

such as RIP and are required to generate the appropriate input parameters (e.g., in the ~—
form of response surfaces or analytical expressions). That is, in formulating the high level

input, the expert will typically base his or her opinion as to the value -and associated

uncertainty of a parameter or model on available detailed process model results.

It is important to understand that a "top down" model does not have to be "simple".
Whereas a "simple" model might completely ignore a key process, a well designed "top
down" model approximates the process while explicitly mcorporating the resulting uncertainty
which is introducted. '

A review of the current levels of knowledge regarding the controlling processes and
parameters at Yucca Mountain (or for that matter, any proposed repository site anywhere
in the world) readily indicates that a practical performance assessment model based
completely on low-level physically based models and parameters (a "bottom up" model) is
not currently feasible. That is, the uncertainty in quantifying the basic physical processes
controlling waste release, groundwater flow, and radionuclide transport over the large time
scales of interest at any site is such that a practical performance assessment model must
incorporate a "top down" approach and rely on relatively high-level "lumped" descriptive
parameters (e.g., radionuclide travel times, container failure rates).

Moreover, it is our view that due to computational constraints and the inherent complexity
of such systems, it is unlikely that this situation will change in the foreseeable future.
Although better simulation tools, more powerful computers, and additional field data will
undoubtedly shed considerable light on the controlling processes, integrated total system

: performan‘ce‘ models will continue to rely primarily on high-level parameters. Additional —

A
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detalled process modellmg and field studies wﬂl smlply act to increase the accuracy and
decrease the uncertainty in the expert's sub]ectlve assessments. - SRR
: ! £

As a result the total system performance assessment model mcorporated mto RIP is not a
detailed deterministic model based completely on low-level physically-based parameters
(e.g., it does not explicitly simulate radionuclide transport by solving a three-dimensional
advection-diffusion equation). Rather, it is a descriptive probabilistic model that describes
rather than explams the system behavior and is intended to directly represent. the S
uncertainties in processes and events and.their controllmg parameters Rem vy L ,

As opposed to representmg all processes thh great detall from the outset (whether or’ not‘ '

it is justified), : the RIP methodology is based on a:"top down".approach:in which each
- model component can initially be represented at a relatively. hlgh level.:-RIP.is desxgned

such that the model can evolve (by adding detail to- specific componenbs) asi further..-
information becomes available. A key feature of the "top-down" approach is that details are
only added when it is warranted (e.g., if results indicate that performance is sensitive to'a -
process which is currently represented in a simplified manner with a correspondingly large
degree of uncertainty).. That is, details.are added only to those processes which are :

._.identified as being important with respect-to total system: performance.;Such an approach AT
can help to keep a project focussed on total system performance thhout gettmg lost in what T

may prove to be unnecessary details.:- .7« o e g teeare AT ity #

" As discussed above, high-level "top down" models such as RIP rely heavily on subjective .-

assessment (expert opinion). The process of eliciting the high-level parameters required for
RIP is critical to its successful application. As will be seen below, expert elicitation also
plays a key role in the RIP strategy model. Appendix A contains a summary paper
outlining the methods for obtaining defensible subjective probability assessments.

In order to define the capabilities needed in a general performance assessment model such
as RIP, it has been necessary to evaluate the validity of the current conceptual models (for
Yucca Mountain) of subsystem performance and the current knowledge of the necessary
physical parameters for these subsystem models. The knowledge base required for this
evaluation lies primarily with the principal investigators involved in the YMP in addition to
a number of knowledgeable third parties. Therefore, a significant part of this study has
involved acquiring from these individuals the data and concepts necessary to construct the
integrated model. To assist in the conceptual development of the model, GAI held a
number of workshops, which were attended by scientists and engineers from both within
and outside of the Yucca Mountain Project. The structure and components of the
mtegrated total system performance assessment model incorporated into RIP are described

in detail in subsequent chapters

1.3.4 Development of an Activities Database

As discussed above, the integrated performance assessment model is intended to be used
as a tool to make valid site characterization decisions and to identify which activities will bz

.~ most critical to rapidly and accurately determining site suitability.
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" . o B ) R ;
After first developing a conceptualization of the behavior of the repository system and
creating an appropriate data set for the integrated performance assessment model, it is~
possible to apply the tool to guide site ¢haracterization. In order to accomplish this, »<#«
however, it is first necessary to identify which system parameters and processes are B
specifically addressed ' by the various characterization activities. A cha’fg'éterizaﬁoij‘ activity
is a specific scientific study or group of studies'proposed for the site (e.g., surface-based ™ "
testing). A characterization strategy is a specified set of characterization activities. ~

In order to most effectively use performance assessment to guide site characterizatio
however, it is necessary not orily to identify which paramieters would: be affected’by-a* #2/t:
particular activity, but to quantify how those parameters would be affected. In effect, this
-entails.quantifying‘how a- proposed:activity.is:likely. to affect. the probability distribuition® 7%
describing the uncertainty ina given system parameter (Le,, how miich will we learn?) ¢ 3 -

" This requires evaluations-by experts of the nature’ of the uncertainty in‘a paramefer, an

the extent to which it is likely to'be résolved by a particular activity. - o

An activities database must be developed which includes the name of each propoesed activity,
a brief description, identification’of the system parameters the activity will affect,a *+** =
quantitative estimate of how those parameters will be affected, probabilistic'estimates o

. cost-and duration; and precedence’requirements for other activities.” i

e TR

1.35 Evaluatihg Characterization Activities and Strategies -

Having developed an activities database, the simplest way to use RIP to evaluate ** - '
characterization activities is to post-process the results of a performance assessment such  ~
that the sensitivities of various system performance measures (e.g., cumulative radionuclide’
release to the accessible environment) to individual model parameters are identified. In"’
simple terms, activities which- provide information on model parameters to which system
performance is sensitive should be given the highest priority.

Although such an approach is useful in providing a preliminary screening and evaluation
of site activities, it is limited because while it qualitatively considers- which parameters are
affected by a particular activity, it does not quantitatively incorporate the extent to which
parameter uncertainty might be reduced by a particular activity, nor the cost or duration of
the activity. This information is required in order to actually prioritize activities into an
efficient and effective strategy. For example, suppose two proposed activities are both
concerned with studying a particular parameter which has been shown to have a strong
influence on system performance. While we can state that these activities both merit
further consideration, we can not determine whether both activities are necessary, or which
would be most effective, without quantifying the extent to which each activity will reduce’
the uncertainty in system performance, and incorporating cost and duration considerations.

Moreover, because of the complexity of the system and the large number of inter-

connected activities, actual prioritization of activities can not be based simply on an

evaluation of individual activities with respect to cost, duration, and reduction in

performance uncertainty. Rather, the entire site characterization plan must be considered -

as a whole. The proposed methodology accomplishes this by defining and evaluating ¢ ~_~/
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alternative characterization strategies (a characterization strategy consisting of a specxﬁc setor. -
sequence of characterization activities). - The strategy portion of RIP provides the second.
cornerstone of the.GAI approach by. quantitatively integrating the performance assessment:: :
model with:the charicterization-activities:: The strategy model is essentially a decision :-
analysis shell around-the performance:assessment model whlch allows the user to evaluate
the alternative: sxte charactenzatlon strategxes SRR SR

O T T R N B v ik

For any user-specxﬁed characterlzatxon strategy, RIP prowdes three outputs by whlch
alternative strategies:can be ranked arid compared::: N S e
’ L ords ¥¥homy of auitatly s
. a probabxhstu: eshmate of cost".

MO N
1 )

. ..a probabﬂlshc estimate of dura’aon, and

. a probabilistic evaluation of the predxcted site performance resultmg from
unplementatlon of the strategy W e

Computa’non of the first two outputs ]S stralghtforward and consxsts of snnply mtegratmg -

.. within a Monte: Carloﬂframework the cost and duration estimates for the individual :. ;. .

" “activities, taking into account any prededence requirements..- The third output relies on}: ' -
subjective assessments by experts of the extent to which model parameter uncertainty will
be reduced by a particular activity.- Given these assessments, along with the current state
of knowledge, RIP.uses a Bayesian computational algorithm to simulate how probability
distributions representing parameter uncertainty will change as a result of a particular
characterization strategy, and develops a probabilistic evaluation of the anticipated
repository performance (i.e., probabilities of future repository performance results).

It should be noted that the degree to which such a methodology can be used to prioritize
site characterization activities is inherently limited by the level of detail included in the
performance assessment model. For example, it may be possible to determine, based on
model results, that with respect to determining site suitability, further information
regarding process A would be more beneficial than further information regarding process
B.. This would imply that activities which obtain information on process A should be given
higher priority than those related to process B, and would be a useful finding. However,
in order to further prioritize the various activities which specifically investigate the details
of process A, it may be necessary to add additional detail to that particular component of
the PA model. -

Details of both the performance assessment model and the strategy evaluation model are
presented in subsequent chapters.

1.4 Model Applicability

Before describing RIP in detail, it is useful to briefly mention the applicability of this
N simulation teal. As has been pointed out above, RIP was specifically developed for
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application to the proposed high-level radioactive waste repository at Yucca Mountain, -
Nevada. Its use, however, is not necessanly limited to this particular site. This is because, for :
the most.part, RIP is. designed in a.very flexible manner (as will be discussed in the next ::
chapter).- In simple terms, RIP is a:simulation tool designed to probabilistically model the release

of radionuclides from buried waste packages and the subsequent transport of those radionuclides.: -+
through the environment. Because the physical processes which are built into the RIP . 1 <"
algorithms are relatively fundamental and not site specific, the software could be apphed to

a variety of sites.: As will be discussed below, the ability.for the user to add detail and
represent various conceptual models is considerably enhanced by the flexibility of the
software. Nevertheless, in some cases, it may prove more effectlve to modlfy the RIP
software directly to better represent a specific apphcatlon sl taldsdn :

1 5 Related RIP Documentatlon

As pomted out above, this report deals spec1ﬁcally w1th descnbmg the theory and

capabxhtxes of the integrated performance assessment and strategy evaluation model RIP
That is, it describes the algorithms contained within the computer; program. It does not -
_specifically describe the application of RIP to the Yucca Mountain sxte, nor-ls-lt a user's
' "»"manual Re]ated RIP documentatlon is summanzed below SRR

se RIP Reposztory Performance Assessment and Stmtegy Evaluatzon Model User 5 Guzde
" (Golder Associates, 1992). This document describes in-detail the mannerin =~ -
~ which data is entered into the computer program, as well as the form of the -
output. That is, it explains in detail how to app]y the model to an actual
problem: The RIP User's Guide is the companjon document to the Theory and -
Capabilities manual and is- referenced throughout the present document.

. RIP Verification Report. This document describes the verification test problems
which were carried out in order to demonstrate that the major algorithms of
the software (discussed in the Theory and Capabilities document and the
User's Guide) are properly implemented.

. Analysis of Radionuclide Release to the Accessible Environment from a Nuclear Waste
Geologic Repository at Yucca Mountain, Nevada. As mentioned previously, during
development of the software, it was necessary to concurrently develop a
conceptual model for the behavior of the Yucca Mountain system in order to
ensure that RIP included the important processes and events which may be
active at the site. This report presents this conceptual model, identifies (and
supports) the appropriate model input parameters, and discusses the
application of the RIP performance assessment model to the Yucca Mountain
site. A series of sensitivity analyses were also carried out to provide a

-preliminary identification of sensitive parameters.

. Evaluation of Alternative Site Characterization Strategies at Yucca Mountain, Nevada:
> Demonstration of the RIP MethodoIogy The formal methodology for - -
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incorporating RIP into a procedure for evaluatmg alternative strategles and
guiding site characterization at Yucca Mountain is demonstrated in this
document.

1.6 Report Organization

Chapter 2 discusses the ba51c concepts of the RIP performance assessment and strategy
evaluation model. This provides a summary descnptlon of the various features and
components of RIP. Readers interested only in the basic features and concepts of the

model may wish to read only Chapter 2. Chapters 3, 4 and 5 discuss the details of the
_three major components of the RIP performance assessment model: waste package
~~behavior and release; radioriuclide transport pathways; and ‘disruptive everits. Chapter 6 .-
- describes the details of the strategy evaluation model. -References.are listed in Chapter 7.

The report also includes a number of appendices. These appendices describe additional
details pertaining to the RIP model and are referenced in the main text.
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\_~ 2. BASIC CONCEPTS OF THE REPOSI’fORY INTEGRATION PROGRAM (RIP)

Having introduced in very general terms the overall philosophy and methodology upon .
which RIP is based, in this chapter a more detailed description of the basic concepts of the
RIP software are presented. Section 2.1 first discusses some.terminology which is used - - .
throughout the report.. Section 2.2 then describes.the structure and fundamentals of the -
performance assessment model, including an overview. of each of the three major model . .
components. The structure and fundamentals of the strategy evaluation model are .-
discussed in Section 2.3. Section 2.4 discusses the flexibility of the RIP software, which ..
imparts tremendous power to the model. Finally, Section 2.5 provides a summary of the
key features of RIP. :

s o b T B T e

GEE R g T Do AT N BE 7 Tpsm e L Tep v AL
The experienced reader will note that the term "model" is used somewhat loosely in this - - »
report. Because modelling and simulation terminology is generally not used uniformly
throughout the engineering and scientific community, it is important to.clearly define at
the outset our set of terminology. In particular, it is important to differentiate between
what we refer to as the computational model, the conceptual model, and the simulation model.

- “As"used heter the comptational-model is the tool which provides'thé mathematical and. % 7«2

'comgutationa] framework for modeling a system of processes. It is more accurately
referred to as the computational algorithm:or simulator. . It does not specifically describe an

actual physical system. Rather, it simply consists of a set of flexible tools (i.e.; a group of
algorithms) for doing so. The computational model is embodied within software (i.e., a
computer code such as RIP). The user of the software must provide the proper input data
in order to simulate an actual physical system.

A conceptual model is a representation of the physical and chemical properties and processes
controlling behavior of a physical system. That is, a conceptual model is essentially a body
of ideas, based on available data, which summarizes the current understanding of a system.
The conceptual model not only includes a description and quantification of the controlling
processes and: parameters, but also quantifies the uncertainties involved. (In fact, due to
large uncertainties involved in geological systems, a number of alternative conceptual models
are likely to be developed.) : :

The simulation model is the actual implementation of the computational model for a given
conceptual model. That is, the simulation model couples the tools within the
computational model (the actual computer code) with a particular conceptual model
(represented by a distinct set of input data for the computer code).

- Summarizing in general terms, the computational model is the mathematical framework

embodied in the actual computer code. A ¢onceptual model represents the current
understanding of the physical system to be modeled. A simulation model is the application
of the computer code using a specific data set in order to simulate the behavior of the
system described by the conceptual model.
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In this document, the - term "model" used by itself refers on]y 1o the: computatwnal model.
Hence; when we speak of the "radionuclide tranisport component? niodel” 6P thé "waste -
package componént model”, we are referrmg to the' computatlonal algonthms’descnbmg
radionuclide’ transport’ pathways or‘waste'package behawor, ré: pectlvely (a”eomponent*
model-being a’siibset or part of the total computahona] model) “The complete termis

"conceptual model™ and “simulation model” on the other hand are 'lway

refemng to these two concepts

AL TTOWTIRS

2. 2 Total System Performance Assessment Model Overv1ew

“The ma]or porhon “of the RIP software is the total system performance assessmenf (PA} model N SEER R
The PA model is: essenhal]y a radlonuchde transport mode), and consists of a series of inter: A "

e ‘component niodeIs con51stvni general of .

sxmple functlons relating various system parameters which control: processes affectmg

radlonuchde'-trans ‘ort The three pnmary component models address

A schematnc of the main components of the RIP PA mode] is shown m Flgure 2—1

Before describing in greater detail what the RIP PA model is, it is lmportant to reemphasme
what it is not.  RIP is not a detailed deterministic model based completely on low-level
physically-based parameters. (For example, it does not explicitly model radionuclide
transport through the unsaturated and saturated zone by solving a three-dimensional
advection-diffusion equation.) As pointed out in the previous chapter, the RIP PA model is
a descriptive probabilistic model that describes rather than explains the system behavior and is
intended to directly represent the uncertainties in processes and events and' their
controlling parameters. As a result, RIP relies heavﬂy on subjective assessments of
re}atlvely high-level descriptive parameters. It is also important to note that RIP PA model
is a preliminary performance assessment model. It is intended to be used as a management
tool to help guide site characterization, as well as a tool for project scientists who wish to
carry out sensitivity analyses and/or test alternative hypotheses with respect to system
performance. In its present form, it is not intended to be a licensing tool. It should be
noted, however, that the structure of RIP is such that it can continually evolve, and, as

_ more details are mcorporated into the model RIP could potentlally evolve into a licensing
tool.
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2.2.1 Treatment and Propogation of Uncertainty

- The purpose of the RIP PA model is to predict the future, allowing for uncertainties in our

knowledge about the system being modelled, including uncertainties about the processes

- and future events that may occur, and uncertainties in the parameters controlling those

processes and events. : '

As a result of th_ese uncertainties, deterministic analysiswa_lpggjsy inappropriate and a__
probabilistic approach to performance assessment-must be us anner in which RIP

propogated throligh: the integrated PA model is discussed:below: The flexible'and -*
_powerful manner in which RIP handles uncertainty is a key a

spect of the tool;
In order to represent the uncertainties, many of the parameters-and processes related to
the performance of a repository can only be represented probabilistically’(eig;, by ©
probability density functions, as opposed to single values): ‘RIP is designed such that -
uncertainties in both the model parameters and the component models themselves can be
explicitly represented. Oftentimes, performance assessment considers only parameter
uncertainty and ‘neg"l._hegt.s model (or process) uncertainty. In a complex system such as

“Yucca Mountain; however, process- uncertainty ¢an ‘be greater than'parameter uncertainty
‘and it must be properly represented. '

There are a number'of alternative approaches that could be taken to develop performance
assessment predictions’incorporating uncertainty:

. evaluation of the base case (a representation of the expected or most likely
future for the repository system), followed by sensitivity evaluation of the ways
in which the base case results would vary as a function of the uncertain

parameters (eg., "if the climate gets wetter by X%, what will happen to the
system?");

. evaluation of the base case plus a series of scenarios (i.e., alternative futures),

which represent significant variants from the base case due to specific events or -

processes that may occur (eg., different degrees of water-table rise, alternative
types of human intrusion, alternative climates, etc.);

. sampling and simulation of all possible futures randomly and repeatedly using
the Monte Carlo method (i.e., repeatedly simulating the time history of
repository system behavior, each time sampling the various parameter
distributions describing system processes and events).

There are many variants and hybrids of the above approaches, and Appendix B compares
and contrasts scenario-based approaches and simulation-based approaches.

The RIP model uses the simulation approach, utilizing the Monte Carlo method to sample the
prebability distributions for the uncertain parameters (describing both processes and

~+ events) and simulate a large number of system realizations in order to determine

B T

represents‘lincertainty in system parameters and su -models, and how that uncertainty is -

~—
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..ability to resolve low-probablhty, hlgh—eons
'.Thls scheme is dlscussed agam in Chapter 5'
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probability distributions of site performance (e.g., cumulative release, risk, transport time).
That is, RIP creates a time history of disruptive events and other system parameters for
each system realization, simulates the behavior of the system under those conditions, and
then combines the results of all the realizations in an appropriate manner to determine
probability distributions of site performance. Because model parameters are described
stochastically, each realization produces a dlfferent time history of events and processes.
The integrated model is desxgned such that it can ‘simulate all combinations of model
parameters and time hlstones Wthh mlght be'reahzed

An enhanced samplmg scheme usmg both 1mportance-samplmg and-Latin Hypercube sampling
was developed in order make the Monte Carlo method more efficient by improving its
areas of the 5xteperfoxmance pdfs.

Tond et

In general terms, the outputs from the performance assessment model consist of
probabilistic performance measures for the reposxtory System (e.g., cumulative radionuclide
release to the accessible environment,” maxunum annual release from the waste packages).
That is, outputs are not'single values, but dlst_n ' whxch spec1fy the probablhty of
exceedence for any particular value’ € ne: B

o -%iéure 2.2 shows tfneovera F1ogic'of the R ‘,,_.o

simulation approach.
2.2.2 RIP Performance Assessment Conti;wdﬁfie’n‘t' Models

The integrated model consists of a series of fully-¢oupled component models. These
component models consist, in general, of simple functions directly relating various system
parameters in order to describe processes affectmg radionuclide transport. Overall
consistency is maintained by ensuring that in a given realization a parameter has a single
value for all of the component models that depend on it. Correlations between sets of
parameters are also incorporated. As discussed above, the integrated model consists, in
simple terms, of three major component models:

. a model that defines and describes the performance of the waste package
system (failure and radionuclide release);

. a model that defines and describes the various radionuclide transport’
pathways from the waste package to the accessible environment; and

. a model which describes disruptive events which can directly or indirectly
affect waste package perforrrance and/or transport pathways (e.g., volcanism,

human mtru510n, seismic activity).

A schematic of the major components of the RIP PA model was presented in Figure 2-1.

B I T

and 1s§ FEiescnbned in some detall in Appendix C. |
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The PA model incorporates radioactive decay and production of daughter products. The
algorithm used to implement this is discussed in Appendix D. Additional details regarding
this process are presented in the RIP User's Guide. :

The waste package behavior and radionuclide release component model considers: 1) breaching of
the waste containment system (including both container failure and dissolution and/or
alteration of the waste matrix) which exposes the waste; and 2) the subsequent mass
transfer of the radionuclides present within the containers to the geologic environment.

The output for the waste package component model provides input for the transport
pathways component model, which considers transport of the radionuclides through the
geologic environment and eventual discharge to the accessible environment (e.g., the
ground surface and/or the saturated zone at some specified distance from the repository).

The disruptive events component model considers the effects of discrete pertubations (e.g,
earthquakes, volcanism, human intrusion) on the behavior of the other two PA model
components. That is, disruptive events could potentially change the behavior of the
containment system (e.g., waste packages could be instantaneously disrupted or moved), or
modify the behavior of the geologic transport pathways (e.g, 2 new transport pathway
could be created or the properties of an existing pathway could be modified).

~ The RIP structure for each component model was designed from the top down, starting
with a broad description of processes of interest. The software is designed such that the
user can increase the amount of detail and complexity in nearly any portion of the
component models. That is, through a method of encapsulation, the component models
can themselves be made up of sub-components. .
For example, the waste package model contains sub-models for corrosion of the outer and
inner barriers, dissolution of the waste matrix, and radionuclide transport in the near field.
The user might elect to define subsidiary lower-level models to support the sub-models.
For example, the user could define a model of the chemical evolution of the near-field
environment. The encapsulation process may proceed to an arbitrary depth, but is limited
in complexity by the necessity for the calculations to be extremely rapid (to facilitate
efficient use of the Monte Carlo method). '

Sub-models range from simple analytical expressions to more complex numerical
subroutines. Some sub-models (and parameters) are time-dependent. That is, as shown in
Figure 2-2, the integrated model essentially "time-steps” through the simulations, taking into
account the time-dependent parameters affecting the waste package source term and other
system parameters, as well as radionuclide decay chains. For example, corrosion processes
could have a sensitivity to the time-varying thermal, chemical and moisture conditions near
the waste packages. '

In the interest of computational efficiency (which is necessary for probabilistic analysis), the
, component models built into RIP were greatly simplified compared to state-of-the-art
process modeis. Where appropriate, the increased uncertaintv caused by such
simplificaticr: zan be reflccted in parameters describing model uncertainty. iz explicit
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representation of model uncertainty is important for two reasons: 1) it provides a more
accurate representation of the true overall uncertainty; and 2) it allows evaluation of the
potential benefits of development of better models.

It is important to emphasize that although it is currently infeasible to use detailed low level
models directly for probabilistic analysis, it is possible to use these models indirectly. That
is, it is intended that the high-level parameters for the component models within RIP
should be based, when possible, on the results of these detailed models. For example, a
detailed model could be run externally a number of times to create a response surface or
an analytical expression which could then be used to describe the dependencies of a high-
level parameter within RIP.

The basic concepts of the three major components models (waste package behavior and
radionuclide release, radionuclide transport pathways, and disruptive events) are
summarized in the following sections. These components are discussed in detail in
Chapters 3, 4, and 5.

2.2.2.1 Waste Package Behavior and Radiocnuclide Releése Component Model

The waste package model is described in detail in Chapter 3. A brief summary of its
capabilities is provided in outline form below.

General Model Structure

. The waste package component model is part of the total system performance
model, and is directly coupled to component models describing disruptive
events and radionuclide transport pathways.

. The model is based on subjective assessments of relatively high level
phenomenological parameters, such as container and cladding/pour canister
failure distributions, and generalized alteration and mass transfer parameters.

. The model simulates groups of waste packages (rather than tracking the
behavior of each of the individual waste packages in the repository).

. Waste package parameters can be described by the user as a function of
temporally varying environmental conditions.

. The model incorporates radioactive decay and production of daughter
products. ‘

Environmental Conditions
. Temperature and moisture conditions are explicitly included in the model. The

temperature at the edge of the waste package varies with time. Moisture
. conditions (intended primarily for unsaturated repositories) refer to the mode
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of water contact at a waste package (e.g:, "wet-drip"). Both temperature and
m01sture condmons can be specrﬁed as vanable across the reposrtory

. Other envu'onmental condlhons (e-g- chemxstry, stress) can be added by the
user. Environmental conditions can be described as bemg spatially and™ o
) temporally vanable o ‘

YR -

. A simple rewetting model is used whxch assumes that waste packages return to
specified moisture conditions upon reaching a’specified temperature. At -
temperatures above the specrﬁed temperature, the waste package is consndered

““to be- dl'}’; Haewn oF TG g OF i R 8 SR R :

‘g
i

Waste Package Fazlure Rates

. ~ N T L B A
STEARL B SR D R R AR | EEREN

. Two levels of waste package containment (and failure) are exphcrtly simulated:
- the prlmary container (the waste package itself); and the secondary container
N '(e g - cIaddmg for spent fue] pour camsters for hlgh Ieve] defense waste)

. Contamers and c]addmg/pour canisters can fail by one or more failure modes.
The model combines failure modes by assuming that the failures can be treated
_ mdependenﬂy (they do not act w1th synerglsm)

. Contamer fax]ure modes can be affected by temporally var_ymg environmental
condmons

Mass Exposure

. Exposure of radionuclides is brought about by container a'nd'cladding/pour
canister failure, as well as matrix alteration/dissolution processes.

. The radionuclide inventory is made up of three additive components: the free
inventory, which is exposed immediately upon primary container failure, the
gap inventory, which is exposed immediately upon secondary container {e.g.,
cladding) failure in a failed container, and the bound inventory, whose
exposure is controlled by alteration/dissolution of the waste matrix.

. Exposure of the bound inventory is controlled by two types of processes:
dissolution of the matrix, and air alteration of the matrix. Dissolution is
described in terms of a matrix dissolution rate and an effective wetted surface
area. Dissolution is zero prior to rewetting of the waste package. Air a]teratlon
rates are specified directly by the user.
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. The effective wetted surface area of matrix can be described as a functlon of
container failure mode. It is assurned that for a waste: package that fails by

.....

more than one mode, the effects on wetted surface area are addltlve.

Mass Transfer P

« Foran aqueous radionuclide, mass transfer can be described as an advechvely
or a diffusively controlled process, each of which may be lumted byx
radronuchde solublhtxes ) :

.M’-‘; »’\ KX {gh’ ga

e 'Aqueous mass transfer is set equal to ; zero pnor to rewettmg;
,.\.,.package ,
. e ,9"? i‘,”’ ’Mj 7
e Once mass transfer commences, it can not be described asa functxon of the

. time of contamer failure. ..

. A Several mass transfer parameters can be descnbed as funchons o£'contamer
failure 'mode. 1t is assumed that for a waste package that falls by more than
.one. the effects .on mass transfer are additi :

Effect of Dzsruptwe Events L

. Disruptive events can affect the behavior of the waste package. Disruptive
events are simulated in a separate model component. Their consequences. can
manifest themselves in the waste package model in three ways: 1) a portion of
the waste packages can be disrupted in place; 2) a portion of the waste
packages (and their inventory) can be moved directly to the accessible
environment or some other location; and 3) the parameters describing waste
package behavior and/or environmental conditions may be changed.

Linkage to Transport Pathways Model

. The waste package model is coupled with the transport pathways model in
two ways: 1) it relies upon the same large scale hydrologic parameters utilized
and/or defined within the transport pathways component (e.g. repository level
infiltration rate); and 2) each waste package type dischatges its mass to a
specified transport pathway (or pathways) defined by the user.

2.2.2.2 Radionuclide Transport Pathwavs Component Model

The pathways model is described in detail in Chapter 4. A brief summary of its capabilities
is presented below.

The task faced by the RIP pathways model is to probabxhstlcal]y simulate radionuclide
transport through the geosphere. Knowmg that continuum-based mode]s cannot be -
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~ practically used for this task, the RIP model algorithm was designed in a dxfferent way.
The near and far field radionuclide transport algorithm for the RIP model is. based on a
network of user defined pathways. The ‘pathways of RIP reflect major features of the
hydrologlc system and are conduits through which transport occurs. In a RIP application,
- the user sets up a. pathway 'network" relevant to what is known about the hydrologic
system.” The pathways may be used for both flow balance and radionuclide transport -
purposes. They may account for either gas or hqurd phase transport from the reposrtory
level to the accessrble environment. e e

ERPR

o il . Do ialamyt Yoo SV
The purpos > of a p'athway is to represent a homogeneous regron w1th1n, e, large, scate wir b
. heterogener £ hydrologlc system, s such as. geolo_glc structures, and ation; Fcale X
hy. In rmple homogeneous system, only smgle _pathyvay ma‘yvbe_ necessary.
) st ems{ such as, Yucca Mountam,up to 30 path ys are more hkely'.'

The RIP pathways are charactenzed by flow modes whxch address heterogenerty at the .
Iocal scale. For example, flow in rock matrix and flow in fractures may be two mteractmg

flow modes within a single pathway The flow modes are primarily distinguished from - -
~ one another based on flow velocity in the mode. However, retardation parameters and the
 proportion: of the total pathway. flow.may also be different from one flo

: : , : el i
The actual transport of radionuclides along a pathway is based on a breakthrough curve

“— In RIP; the breakthrough curve is developed as a cumulative probabr]rty distribution for L

radionuclide travel times along the pathway.: The probability gives.the expected proportlon
of radionuclides which would have traversed the pathway by a specified time, which is
equivalent to a breakthrough curve. The breakthrough curve for a pathway combines the .
effects of all flow modes and retardation on the radionuclide travel time. It is developed
based on a Markov process algorithm, which is similar to a random walk through the flow
modes.

The RIP pathways model incorporates a number of srmphfymg approximations made in the
interest of reducing computer run times. Nevertheless, it is a very flexible and adequately
accurate approach for stochastlc modelling.

As can be seen even from the brief description provided above, the RIP pathways model is
significantly different from other models that have been apphed to groundwater flow and
radionuclide transport at Yucca Mountain. The reason for this is the authors' observation
that available models, while representing portions of the overall system well, fail to capture
the essence of the overall hudrogeologic system One-dimensional models cannot capture effects
such as fingerinz. perchinz, and diversion to faults. Even three-dimensional models do not
capture all the i portant aspects of the fracture sysiem, and do not have adequate spatial
" resolution to accurately simulaté small-scale behavior such as fracture termination and
matrix-block imbibition. None of the available models adequately represents coupled
water/vapor/air flow within the mountain. The absence of adequate models is revealed
most tellingly in the following observation: there is no valid water-balance model which

explains the flow of water at the Yucca Mountain site, and predicts results consistent with cbserved
N field data. ~
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Most of the deficiencies noted above are dueto two factors: 1) the unsaturated zone ,
hydrogeology at Yucca Mountain is’ complex_, and 2) DOE has been unable to collect much’’ A
data. While the second of these factors’ should be resolved in due course, the RIP authors

have to develop a model capable of repreSenhng what is known about the site af the present,
time. Thus, the RIP model is based ‘on 4 phenomien oglca] approach hic attempts to’ -

describe rather than explam the system “

thle the YMP scientists may not yet have adequate data and models o develop a full
mathematlcalpmodel of. the sxte,

. ‘ph )
the restilts of the Sité’ ‘Chiracterization: %:og‘r‘am and"more advancef models_ should allow

the input data to be significantly’ 1mpro\7‘" d'in ‘the ‘future.” As has béen’ pomted out, the
primary purpose for deve]opmg RIP is to evaluate what types of data and models wﬂl be .
- most Avaluable " o

capablhtles is resented belot;v

, , ‘erturbatlons of the repository system. That
is, dlsruptIVe events are discrete 6ccurrences’ ‘which have some quantl.ﬁable ‘effect on the ™ ™
processes described by the other two component models.  Note that discrete is a relative
term, and' does not necessarily imply instantaneous. Given the long time scales of interest
(10,000 years or more), something taking place over a period of 100 years could be
considered a discrete event. Examples of disruptive events under this definition include
volcanism, faulting, and human intrusion. In general, the disruptive events component
model is intended to represent relatively rare occurrences. Events that occur continuously
throughout the time period of interest are more effxcxently modeled as processes within the
other two component models.

Climate change is not treated as a disruptive event, since this is a process which occurs
gradually, and some sort of climate change is expected in the future (although the actual
nature of the change is uncertain).- Climate change (and the corresponding changes in
environmental conditions such as water table elevation and infiltration rate) can be treated
explicitly in the transport pathways and waste package behavior components.

The occurrence of disruptive events is described as follows:

. RIP requires input by the user describing all significant events: events that are -
both credlble and consequential.

. Each sxgmﬁcant event must be assigned an annual rate of occurrence, A. It is
S also necessary to specify whether an event can reoccur. In addition, each -
disruptive event can be assigned one or more descriptor parameters. Descriptor
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parameters define the characteristics and magnitude of the event. For example,
the descriptor parameters for a human intrusior/drilling disruptive event might

_ be the number of boreholes drilled, and the deepest pathway (i.e., formation)
intersected. '

. Event occurrences are simulated as Poisson processes.

For each disruptive event, there are four types of internally-defined disruptive event
conseguences which describe possible discrete responses of the system:

. The radionuclides in a number of waste packages are moved directly to the
‘accessible environment. - It is-assumed that the inventory released- from each
package is equal to the inventory of an unfailed container at the time of the
event.

e The radionuclides in a number of waste packages are moved directly to a
specified pathway (e.g., the saturated zone). It is assumed that the inventory
released from each package is equal to the inventory of an unfailed container
at the time of the event. It is also assumed that all of the waste package's
inventory is immediately released to the pathway (i.e., the waste package is
completely disrupted during the movement and the contents are not limited by
any alteration, dissolution, or mass transfer processes at the waste package).

. A number of waste packages are disrupted in place. It is assumed that the
cladding (or pour canister) instantaneously fails with the container.

. A portion of the mass (previously released from the waste packages) contained
within a pathway is immediately discharged to the accessible environment.

In addition to the four discrete conseguences described above, which are explicitly included in
the model, it is also possible to directly influence parameters defined in the waste package
and transport pathway modules, and this capability can be used to specify long-term
consequerces.

2.2.3 Performance Assessment Model Input and Output

RIP is designed with an interactive menu-driven user-interface that allows the user to easily
enter input parameters. The specific types of input parameters required by each
component model are discussed in detail in the following chapters. The RIP User's Guide
describes the user-interface in detail. Section 2.4 discusses in general terms the features of
the user-interface which allow enormous flexibility in specifying input parameters.

The RIP user-interface is also designed to allow the user to specify and manipulate the
output and present it in a variety of forms. The specific forms of the output are discussed
in general terms in subsequent sections of this document and in detail in the RIP User's
Guide.
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As discussed above, in general terms, the output for RIP consists of performance measures
for the repository system. These performance measures are probabilistic in nature. That is,
output is not a single value, but a distribution which specifies the probability of exceedence
for any particular value for the performance measure.

It is worthwhile to briefly discuss here the ways in which the probabilistic results generated
by RIP are presented. As an example, we will consider one of the major probabilistic
performance measures output by RIP: the (normalized) cumulative release of radionuclides
to the accessible environment (e.g., over a 10,000 year period).

Recall that the Monte Carlo method utilized by RIP will essentially simulate a large number
of system realizations. Each realization will produce a single value for cumulative release.
Each individual result will be weighted in a manner which reflects how the realizations
were sampled. For example, if realizations are sampled in a totally random manner, each
result will have an equal weight; if realizations were sampled in a biased manner (as
described in Appendix C), results would have different weights.

The simplest way in which to display these results would be in the form of a probability
density function (pdf). In simple terms, this plots the frequency of the various cumulative
release results, and is illustrated schematically in Figure 2-3a. A probability density
function is seldom suitable for presenting Monte Carlo results due to the discrete form of
the results, which produces "jagged" probability densities.

An alternative manner of presenting the same information is the cumulative distribution
function (cdf). This is formed by simply integrating over the pdf and is illustrated
schematically in Figure 2-3b. By definition, the total area under the pdf must integrate to
1.0, and the cdf therefore ranges from 0.0 to 1.0. As shown in the figure, a particular point,
say [r;, p;], on the cds is interpreted as follows: p; = the probability that the cumulative
release is less than r;.

The final (and most common) manner of presenting this information is the complementary
cumulative distribution function (ccdf). The ccdf is illustrated schematically in Figure 2-3c.
As shown in the figure, a particular point, say [r;, p,], on the ccdf is interpreted as follows:
p2 = the probability that the cumulative release is greater than r,. Note that the ccdf is the
complement of the cdf. Thatis, p, = 1- p;.

In addition to presenting probabilistic results in the three manners outlined above, RIP can
also manipulate the output data in order to carry out detailed sensitivity analyses. Note that
for each individual realization, RIP not only saves the performance result, but also saves all
of the input parameters. This allows the user to carry out a variety of post-processing
exercises to examine the sensitivity of the performance results to specific model parameters
or groups of parameters.
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2.2.4 Results Post-Processing

A RIP analysis can typically involve hundreds of independent stochastic parameters, and
numerous performance measures may be calculated. The results of several thousand
realizations of such an analysis would be very difficult to interpret without good analytical
tools. Therefore, RIP has a post-processing module which assists the user in making sense
of the results, and identifying the most significant parameters and the way in which they
affect the system performance.

The result post-processing module in RIP allows the user to review and analyze the results
of the Monte Carlo simulations. The post-processing is primarily graphical or statistical
analyses of how the system results are affected by different input parameters.

The user takes the following three steps in post-processing:
. he selects a subset of the results (e.g., all results, or the worst 5% of results, etc.)

. he selects which result he is interested in (e.g., a time-history of radionuclide
release, or a waste package failure rate, etc),

. he selects the type of analysis to perform, and the parameters which he wishes
to analyze.

There are a number of options for each of the above steps. For example, the user can
select a subset of results based on how the system performed (e.g., the 'bad' results), or on
the value of some input parameter (e.g., all results involving human intrusion), or both.
Similarly, a variety of analyses may be performed, including the following:

. direct display of the inputs and results for the Monte Carlo realizations;

. a display of correlations between results and input parameters;

. a scatter plot of the result versus an input parameter;

. a 3-d plot of ’?he result as a function of two input parameters;

. a display of time-histories of selected results from particular 'bad' realizations.

These post-processing functions are intended to assist the user in developing an
understanding of which combinations or ranges of input parameters result in better or
worse performance of the repository system.

An additional method of post-processing analysis, strategy modeling, is described in
Chapter 6. Strategy analysis allows the RIP user to evaluate the likely results of new
information (from site characterization activities) in terms of changes in the confidence of
performance predictions. ‘
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The results post-processor for RIP is discussed in detail in the RIP User's Guide.

2.3 Strategy Evaluation Model Overview

As described previously, the performance assessment model is embedded within a decision
analysis model which allows the user to evaluate alternative site characterization strategies,
where a strategy is defined as a group of activities. Figure 2-4 provides a schematic of the
RIP strategy evaluation model. As discussed in Chapter 1, the RIP strategy model provides
three outputs by which alternative strategies can be evaluated:

. a probabilistic estimate of cost;
. a probabilistic estimate of duration; and
. a probabilistic evaluation of the predicted site performance resulting from

implementation of the strategy.

Computation of the first two (probabilistic cost and duration) is straightforward.
Computation of the third, the probabilistic reduction in performance assessment
uncertainty, is relatively novel and complex and is discussed briefly here.

Given a current data set of system parameters, and information describing how parameter
uncertainty will be reduced by a given characterization strategy, RIP realizes a set of post-
strategy system parameter distributions. That is, the current data set (in particular, the
uncertainty in specified system parameters) is modified to reflect the effects of carrying out
the activities within a characterization strategy. This modification is carried out using a
Bayesian updating algorithm. Because we can not predict precisely how a parameter's
distribution will change due to an activity, but can only estimate how the magnitude of the
uncertainty will be affected (i.e., the distribution shape may narrow, but we can't predict
whether it will shift up or down), the results of a particular strategy can only be described
probabilistically. Figure 2-5 shows how the probability distribution for one particular
parameter might change as a result of carrying out a strategy. (In this example, it has been ..
assumed that the characterization strategy will reduce the parameter uncertainty by a
factor of three.) In effect, a particular strategy defines a probability distribution of sets of
resulting system parameter distributions. The RIP strategy model samples this distribution of
sets many times.

Based on the parameter distributions within a given realized set, RIP uses the performance
mode] to procduce a probabilistic evaluation of repository performance measures. As
illustrated in Figure 2-6, each realized set of parameter distributions produces unique
probabilistic performance resuits (e.g., in the form of a CCDF of cumulative release). By
realizing many different sets of parameter distributions for a particular strategy, producing
a probabilistic performance result for each, and combining this suite of results in an
appropriate manner, it is possible to determine probabilistically how that particular strategy
is likely to affect the evaluation of site suitability.
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In practice, the algorithm used in RIP is somewhat simpler than that indicated in Figure
2-4. It is not actually necessary to re-run the performance model each time the updated
probability distributions are produced by simulating a strategy. In fact, it is only necessary
to run one full set of performance model analyses. Subsequently, the relative probabilities
of each realization can be modified based on the updated probabilities for the parameters
to create the revised performance probability distributions (such as those shown in

Figure 2-6).

An example of how this can be carried out is schematically illustrated in Figure 2-7. In this
example, the post-strategy probability distribution of a performance result for a particular
value of a performance measure (R = 10) is plotted (i.e., a vertical slice through Figure 2-6
at R = 10). Strategy A is the same strategy shown in Figure 2-6. Strategy B is an
alternative strategy. This figure indicates that very little knowledge regarding system
performance will be gained by carrying out strategy B, while strategy A is likely to greatly
change the current performance prediction. Note the asymmetric nature of the post-
strategy distributions, indicating that the provision of additional information is most likely
to move the distribution towards the expected value. That is, the expected result of a
strategy is to bring the tails of the distribution inwards toward the prior mean. While there
is always the possibility of a bad surprise (i.e., predicted performance is worse), this is what
reducing uncertainty means.

The strategy evaluation model is described in detail in Chapter 6.

2.4 Parameter Definition and the Flexibility of the RIP Software

Throughout this report reference will be made to 'input parameters' for RIP. While certain
types of input parameters are explicitly required by RIP, the software contains logic that
allows the user to define additional parameters and equations for very general kinds of
system components. That is, the model consists of a basic computational framework
representing the controlling processes, but is intentionally flexible such that the user can
represent the processes with as much detail as desired.

The user can even create and specify processes and parameters which are not explicitly
incorporated into RIP. In a sense, the RIP program is similar to a spreadsheet: while it
contains a large amount of built-in logic and calculational capabilities, the problem that is
solved is entirely defined by the user. That is, RIP has been developed such that it is
relatively free of assumptions regarding the details of waste package behavior and
radionuclide transport processes. Similarly to a spreadsheet user, the RIP user can define a
very simple model, or a very complex one. RIP can be run on a personal computer, for
simple problems, or can be linked to a powerful workstation for solving more complex
ones. The reader of this report who may be daunted by some of the theory described in
later chapters should not abandon hope: it is possible to use RIP in a relatively simple
manner to address relatively simple, though perhaps very important, issues.
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In fact, the cornerstone of the RIP methodology, which it is critical to understand in order
to take full advantage of the software, is the concept that model input parameters can be
defined by the user with a great deal of flexibility. In particular, a given system parameter
can be specified as a constant, a stochastic (i.e., represented as a probability distribution), or as a
function of other parameters (which themselves can be constants, stochastics, or functions).

Representing system parameters as stochastics allows the RIP user to specify the degree of
uncertainty in a particular parameter. For example, if the current level of knowledge
regarding a particular system parameter (such as an elemental solubility) is such that it is
only possible to specify its value within certain limits (e.g., greater than 10 g/m3 but less
than 10" g/m®), it would be most appropriate to'specify this parameter as a probability

-distribution (e.g., a log-uniform distribution ranging between 10* and 107). - RIP allows the »

user to choose from a wide variety of probability distributions (e.g., normal, log-normal,
triangular, beta, gamma, discrete, etc.) for a stochastic parameter. For each Monte Carlo
realization of the repository system, all of the stochastic parameters are sampled from their
specified distributions.

The ability to represent system parameters as functions of other parameters imparts to the
user the ability to readily add detail to any given system parameter or process represented
by RIP. The user interface of the software is designed such that the user literally types in
the desired function. In addition to standard mathematical operators (e.g., SIN, COS,
MAX, ERF, LOG), the user can define functions using relational operators (e.g., >,<, =)

~and IF, THEN logic. Such flexibility allows the user to easily modify and add detail to the

conceptual and computational model without having to make changes to the software (i.e.,
without modifying and compiling the source code).

As an example, suppose that instead of simply representing an elemental solubility as a
stochastic parameter (as illustrated above), the user wished to incorporate a solubility
model which explicitly accounted for the effects of temporally or spatially variable
chemistry (e.g., pH) conditions. To accomplish this, the user could define a new parameter,
called pH. This parameter could be defined as a constant, a stochastic, or a function (of
other parameters or of time). It could also be assigned a random spatial variability
throughout the repository. The elemental solubility could then be described as a function
of this parameter. For example:

SOL_ = (A x pH) + B : 1)

where SOL_ is the solubility of element n and A and B are constants or additional user-
defined parameters. '

At a more complex level, the concepts of stochastics and functions can be combined. For
example, the solubility of a species could be defined as a log-normal distribution whose
mean and standard deviation were functions of pH.

* Use of the Paranicters Module, the software component which implements the concepts

NG described above, is discussed in detail in the RIP User's Guide.
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2.5 Summary of the Repository Integration Program

. RIP is a powerful and flexible computational tool for carrying out probabilistic integrated
total system performance assessments for geologic repositories. It embodies probabilistic
decision analysis tools that allow it to:

. examine parameter sensitivity;
. evaluate alternative conceptual designs; and
. evaluate alternative site characterization strategies.

The primary purpose of RIP is to provide a management tool for guiding system design
and site characterization. In addition, the performance assessment model (and the process
of eliciting model input) can act as a mechanism for integrating the large amount of
available information about a repository into a meaningful whole (in a sense, allowing one
to keep the "big picture” and the ultimate aims of the project clearly in focus). Such an
integration would be useful both for project managers and project scientists. '

RIP is based on a "top down" approach to performance assessment which concentrates on
the integration of the entire system, and utilizes relatively high-level descriptive models and
parameters. The key point in the application of such a "top down" approach is that the
simplified models and associated high-level parameters must incorporate an accurate
representation of their uncertainty.

RIP is designed in a very flexible manner such that details can be readily added to various
components of the model without modifying the computer code. Uncertainty is also
handled in a very flexible manner, and both parameter and model (process) uncertainty
can be explicitly considered. Uncertainty is propogated through the integrated PA model
using an enhanced Monte Carlo method.

RIP (and any practical PA model) must rely heavily on subjective assessment (expert
opinion) for much of its input. The process of eliciting the high-level input parameters
required for RIP is critical to its successful application. As a result, in order for any project
to successfully apply a tool such as RIP, an enormous amount of communication and
cooperation must exist between the data collectors, the process modelers, and the
performance assessment modelers. This is because such a tool must constantly evolve and
is only valid for decision making when it actually incorporates the current state of knowledge.
This is only possible if project scientists think in terms of performance assessment, at least to
the extent that their results can be readily incorporated into a total system model. In effect,
they must be familiar with that portion of the total system performance assessment model
which represents the partlcular process or parameter that they are studying, such that they
can recommend modifications in the data (or the model itself if necessary) as more
information becomes available. Without this type of integration between the performance
assessment modelers and the project scientists, a tool such as RIP can not be validly

applied.
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The details of the RIP algorithms are described in the remaining chapters. Chapters 3, 4
and 5 describe the three components of the performance assessment model, and Chapter 6
discusses the strategy evaluation model in which the PA model can be embedded.
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3. WASTE PACKAGE BEHAVIOR AND RADIONUCLIDE RELEASE MODEL

3.1 Introduction

As discussed in Chapter 2, the RIP integrated repository performance assessment model is
a complex radionuclide transport model, and consists primarily of a series of inter-
connected, fully coupled component models with input/output relationships for
radionuclide transfer. The three major component models address waste package behavior
and radionuclide release, transport pathways to the accessible environment, and ancillary

- processes such-as disruptive events.

The purpose of this chapter is to describe the structure of the integrated performance
assessment model's waste package behavior and radionuclide release component model.
The general methodology and assumptions incorporated into the software are presented in
detail, and application of the model is discussed. The waste package component model
discussed below includes both the waste package itself and the engineered barrier system
(EBS).

Considerable effort and progress has been made at developing performance assessment
tools for the waste package and the EBS over the last several years (more so than in other
areas of repository performance modeling, such as unsaturated zone radionuclide
transport), and several models have been developed and are continuing to be revised (e.g.,
Liebetrau et al., 1987; O'Connell, 1990; Robinson and Worgan, 1991). The waste package
model within RIP relies upon some of the same basic concepts employed by these existing
codes. '

RIP is primarily distinguished by its unique "parameters module" (described briefly in
Chapter 2 and in detail in the RIP User's Guide) and user-interface which make the
software enormously flexible as well as powerful, allowing the user to easily define new
model parameters and create alternative conceptual models of waste package behavior.
Uncertainty and variability can easily be incorporated by the user into any model
parameter which has been defined. Furthermore, because RIP is an integrated total system
performance model, of which the waste package model described here is but one
component, waste package behavior is directly coupled with component models describing
disruptive events and radionuclide transport through the geological environment. This
allows waste package parameters and processes to be directly analyzed with respect to fotal
system performance. »

These features are important, because in addition to acting as a management tool, it is
intended that RIP can become a valuable tool to project scientists who wish to carry out
sensitivity analyses and/or test alternative hypotheses with respect to total system
performance. The software was specifically designed to facilitate such analyses.

It s intended that existing lower-level (i.e.,, more detailed) waste package models eventually
be used to provide input for RIP and/or as benchmarks during model validation exercises.
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3.1.1 Chapter Organization

The RIP waste package behavior and radionuclide transport model is described in detail in
the following sections. Section 3.2 presents the general methodology for computing
radionuclide release from waste packages. Section 3.3 then describes how near-field
environmental conditions (and variability in these conditions) are superimposed on this
methodology. Section 3.4 presents a general discussion of the required input parameters
and the form of the model output. Section 3.5 provides a general schematic summary of
the model, and also reiterates the inherent assumptions on which the computational
structure is based. This is critical as model results must always be viewed with a full
understanding of the assumptions and limitations of the.computational algorithm and the
input data. To assist the reader, a list of symbols {(and their definitions) which are used is
included in Section 3.6.

3.2 General Computational Algorithm for Waste Package Behavior and
Radionuclide Release

The purpose of the waste package behavior and radionuclide release model is to generate a
time history of release from the emplaced waste packages for each radionuclide. To
accomplish this, the waste package behavior model must consider two types of processes:
1) breaching of the waste containment system itself (in the case of spent fuel waste,
container and cladding) which exposes the waste; and 2) the subsequent mass transfer of
the radionuclides present within the containers to the geological environment. These
processes are dependent on environmental conditions. Figure 3-1 is a schematic of the
waste package release processes. As shown in this figure, both exposure of the waste, as
well as mass transfer of the radionuclides, are dependent on environmental conditions.

The model explicitly considers the influence of environmental conditions, such as moisture
and temperature (including modeling a "thermal period" during which waste packages may
be dried out upon heating and subsequently rewet upon cooling.)

Due to the complexity of the processes controlling waste package behavior, it is generally
agreed that it is not presently possible to build a practical waste package behavior model
based on low level physical parameters and first principles (Golder Associates, 1991a). As
pointed out in Chapter 1, a more realistic approach is to build a model based on subjective
assessments of relatively high-level phenomenbological parameters. In particular, the waste
package model described below is built primarily upon two types of high-level parameters:
those describing container and cladding failure distributions (which determine when and
what portion of the waste inventory is exposed), and those describing radionuclide
exposure and mass transfer.
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. Consistent with this approach, the model has been developed such that it is relatively free
of assumptions regarding the details of waste package failure, mass exposure, and mass
transfer processes. That is, the model consists of a basic computational framework
representing these controlling processes, biit is intentionally flexible such tl;at the user can
represent the processes withas much detail as desired.” For example, a model parameter
~ (such as the matrix alteration rate), can be described by the usér not only as.a.constant or a
stochastic (i.e., uncertain) variable, but if necessary, as ‘a complex furiction of other defined .
model parameters. As described in' Chapter 2, the user interface of the software is
designed such that the user literally types in the desired function. This allows the
conceptual mode} of waste package behavior to be continuously and easily modified as
more information becomes available (without modifying the RIP computercode). The user
. -interface.is déscribed in.detail in the RIP User's Guide:* o 1, -' T

e,

1 i it is, it simulates
a single system realization. However, as pointed out previously, uncertainty in both the
model parameters and the component models themselves is explicitly included in the -
integrated stochastic model.- Due to the inherent uncertainties resulting from our lack of
knowledge, many of the parameters will be represented by probability density functions = .
(pdf's). The integrated model uses a modified Monte Carlo method to sample.these .= .
distributions and simulate a large number of random system realizations g the
deterministic model) in order to determine probability distributions ‘of site performancy
(e-g., cumulative release, transport time). , TR

Th?é"vvva'ste“pac ge behavwralgonthm d:e.s;cvi'ib-édﬂhel‘e”‘iéfHéfe'rmm" inistic. Th is,

~ Both parameter uncertainty and parameter varibility can be explicitly represented in the -
waste package model. Uricertainty in a model parameter imiplies a lack of knowledge
regarding the actual value of that parameter. This is represented in the model by »
describing the uncertain parameter as being stochastic (i.e., represented as a distribution).
The parameter's distribution’is randomly sampled each realization. That single parameter
value is then used throughout the realization.

Variability in a model parameter implies that for a given realization, a distribution of
parameter values exists. An example of a variable parameter would be one which describes
water contact modes (moisture conditions) at a waste package (in an unsaturated
repository). Due to hydrogeological variability, one would expect the mode of water
contact to vary from waste package to waste package throughout the repository. In the
model, variability is represented by discretizing the repository into groups of waste
packages, and summing the contributions from these groups. The waste packages within a
given group are assumed to be under similar environmental conditions, which vary from
group to group. These groups are defined based on a number of environmental factors
(such as water contact mode) whose variability is considered to be significant. The use of
groups has important implications with respect to the capabilities and limitations of the
model and will be discussed further in subsequent sections.

It should be noted that although the waste package computational algorithm discussed
below is based on high-level phenomenological parameters, the reader will find that it is
still fairly complex, and includes a variety of options which enable more detailed
representation of various processes. This complexity was unavoidable in order to ensure
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that the software is able to realistically represent critical aspects of waste package behavior
and radionuclide release. Nevertheless, it is important for the reader to realize that the
complexity of the waste package model is completely controlled by the user. That is, due
to the flexibility of the user-interface, the user can quickly define a very simple (and

o approximate) waste package model, or, alternatively, can take more time and effort and

define a very detailed waste package model. This ﬂex1bxhty may be difficult to fully
apprecxate prior to readmg the user’s gulde and actually using the software directly.

The general methodology for developmg the failure distributions and usmg them in
combination with radionuclide inventories, dissolution rates, and mass transfer rates to
generate waste package release rates for each radionuclide is discussed in detail below.

-Representation -and- mcorporatlon of near-field-environmental conditions is-discussed in
Section 3.3, and a summary of model input parameters is provided in Section 34. Those -

readers who simply want to obtain an overview of the waste package model are
encouraged to Sklp directly to Section 3.5, which provides a schematic summary and
outlines the maJor modeI assumphons ;

3.2.1 Overview of Radlonuchde Release Calculahon

In order for radlonuclldes to be re]eased from a waste package, they must first be exposed
to the near field environment. This is brought about as a result of waste package failure
and subsequent waste matrix alteration/dissolution. Even after a given mass of
radionuclide is exposed, however, it is not considered to be released until the mass is
physically transferred away from the immediate vicinity of the waste package (e.g., a low
solubility constituent may be exposed but never released). This transfer occurs via
advective and diffusive processes, and is described in the RIP model by parameters
defining the rate of mass transfer. Figure 3-2 summarizes the radionuclide release
calculation.

The instantaneous release rate for a given radionuclide is dependent on both the rate at
which mass is exposed to the near field environment and the maximum rate at which mass
can be transferred out of and away from the waste package. In general, the slower of
these two rates is the rate-limiting process defining the actual release rate. Because these
two rates may vary temporally, however, this generalized rule is not strictly correct.

Consider, for example, a situation in which the mass transfer rate is initially much smaller
than the exposure rate. Under these conditions, the release rate is controlled by the mass
transfer rate. As a result, exposed mass "accumulates” at the waste package (since mass is
being exposed faster than it is being transferred away). Imagine now that the exposure
rate eventually drops below the maximum possible rate of mass transfer (e.g., due to a
change in environmental conditions or exhaustion of the supply of unexposed mass).
Under these conditions, it is incorrect to assume that the release rate is controlled by the -
slower of the two rates (the exposure rate), since a quantity of mass (exposed previously) is
still available to e released.
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It is therefore apparent that the instantaneous release rate is not only dependent on the
rate of exposure and rate of mass transfer, but is also dependent on the amount of
available (i.e., previously exposed) mass still present in the immediate vicinity of the waste
package. The actual calculation of the release rate as a function of these three parameters
is shown below :

Let r(n,t = the release rate of radionuclide n from the waste package at time t'
= e(n,t) the rate at: whxch radlonuchde n within the waste package is being’

B 4~ 3 f.:-j; exposed to the near field environment at time t (a function of the -
W “waste* package failure and matrixalteration/dissolution rates) {M/t],

3

k,(n,t) the maximum possible mass transfer rate of radionuclide n out of
: and away from the waste package at time t [M/t]; and

M(n,t) = l the amount of exposed (available) mass of radlonuchde n at the
E waste package at tlme t [M]

leen these def’ rutlons,

M(n,t) I [e(n,t) - r(n,t)] dt - : ' (3.1)

The release rate, r(n,t), is determined as follows:

if M(n,t) > 0, then r(n,t) = ky(n,t)
(3.2)
if M(n,t) = 0, then r(n,t) = the minimum of k,(n,t) and e(n,t).

The first case represents a situation in which there is an excess of exposed (available) mass
in the immediate vicinity of the waste package, and the release rate is therefore controlled
only by the rate of mass transfer. The latter case represents a situation where no excess
mass is exposed Under these condltlons, the release rate is controlled by whichever of the
two rates is smaller.

Others (e.g., Sadeghi et al., 1989) have typically considered three types of releases: 1)
solubility-limited releases, 2) congruent releases from the waste matrix, and 3) releases of -
readily soluble species. After describing the calcuiation of e(n,t) and k(n,t) in detail in the
following szctio s, the manner in which the abovs methodology accommodates each of
these types of reieases will be summarized.

" Note that in the discussion above,; e(n,t), k(n,1), r(n,t), and M(n,t) referred to a single waste

package only. Hence, the calculations would need to be carried cut for each individual
waste package and summed over all waste packages to obtain the total repository release.
Insorder to accurately represent uncertainty and waste package-to-waste package
varizbility, however, such an approach w ould b rrohibitive in terms of - “Moutatxona}
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expense (i.e., a large number of individual waste packages would need to be simulated
every realization). To avoid this difficulty, RIP takes a different approach and does not
simulate individual waste packages. Instead, RIP divides the population of waste packages in
the repository into a discrete number of waste package groups. These groups are used to
represent repository-wide random variability in near-field environmental conditions. How
these groups are defined will be discussed in detail in Section 3.3. For the present
purposes, however, it is sufficient to note that e(n,t), ki(n,t), and r(n,t) represent the mass
exposure rate, mass transfer rate, and mass release rate not for a single waste package, but for
a group of waste packages. Release from the eritire repository is calculated by summing the
contributions from each group. This simplification has important implications for the

" interpretation of ki(n,t) and the resulting release rate, and will be discussed again in
.subsequent sections. : : :

Finally, it is important to remember that the release rate represents the total rate of release
from the waste packages. It says nothing about where the radionuclides are released fo.
The RIP integrated model, however, as noted in Chapter 2, consists of components
describing transport pathways and disruptive events, in addition to the waste package
behavior component. The transport pathways component model defines the transport
pathways along which radionuclides can migrate, linking the waste packages to the " . -

accessible environment. When the radionuclides are released from the waste packages (as h

defined by r(n,t)), they will be released to one or more transport pathways. The available
pathways will be defined within the transport pathways component model. The user must
specify how a particular nuclide released from a particular type of waste package is
partitioned into the various transport pathways. This partitioning may, in some cases, be
controlled by environmental conditions. Where the transport pathways are defined to
begin is entirely up to the model user.” For example, consider a waste package emplaced in
a borehole with a backfilled annulus. The waste package model could be used to simulate
mass transfer out of the container and through the annulus, with one or more transport
pathways beginning at the edge of the borehole. ‘Alternatively, the waste package model could
simulate mass transfer out of the container, with one or more transport pathways beginning
at the edge of the container, simulating mass transfer through the annulus and subsequently
into the rock. These two conceptual approaches would be differentiated by the
specification of mass transfer parameters, as discussed in Section 3.2.4. The transport
pathways model is described in detail in Chapter 4.

Details of waste package failure rates and the subsequent radionuclide exposure and
transfer rates are presented in the following sections.

3.2.2 Waste Package Failure Rates

The overall radionuclide exposure rate is a function of the rate at which the waste package

containers are failing. RIP explicitly considers two layers of waste package containment:
the primary container (the outside waste package itself), and the secondary container (e.g., the
cladding for spent fuel or the pour canister for high level defense waste). Note that
whenever the word "container” is used alone, the primary container is implied.
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As discussed above, rather than explicitly modeling failure mechanisms in detail, waste
package failure is represented in terms of high level phenomenological parameters:
distributions of container lifetimes. Similar approaches have been used by others (e.g., -
Bullen, 1990). The manner in which these failure distributions are represented and
computed is descnbed below.

3.22.1 Primary Contamer Failure Rate

The general shape of a primary container failure distribution is shown in Figure 3-3. This
is a density function of failure frequency;_ Failure is defined as the initial breaching of the
% container. In this figure, a waste package has only two states: unfailed or completely
" ~failed. The-y-axis; c(t), represents the fraction of containers failing at-a-giverr time; and the
- ,_; x-axis represents time of failure. . This distribution can be thought of equivalently as a ;
. container failure rate plotted versus time after repository closure. The integral over time of
c(t) would produce the actual fraction of containers which had been breached by a given
time. Co S ' -

The shape of c(t) depends on the actual fallure modes (such as uniform corrosion, pitting,
etc.) which are of importance. The model assumes that it is possible to develop a separate
failure distribution for each failure mode. The failure modes are then combined in an’
appropriate manner to obtain c(t). Appendix E describes in detail the manner in whxch the
separate failure modes are mathematically combined. It is assumed that the different

—"_ modes operate independently and without synergism. For the purposes of illustration,
Figure 3-3 represents the combination of three failure modes: one due to flawed packages
or emplacement, and two that represent different corrosive mechanisms.

Mode 1 in the figure represents the failure of containers due to flawed packages and/or
flawed emplacement. This process might be represented by an exponential distribution.
Modes 2 and 3 represent the failure of containers due to two different corrosion
mechanisms. A number of distributions could be used to describe these corrosive failure
modes. One such distribution is the Weibull distribution, which is used in many
engineering applications to predict component failure. As shown in Figure 3-3, the three
distributions describing the different failure modes are combined to produce the total
failure distribution cft).

Each of the independent failure mode distributions must be described by one or more
parameters (e.g., the Weibull distribution requires three parameters). Two other pieces of
information are also required to define a container failure mode distribution: 1) the
probability that the mode is active at any given waste package (e.g., only a small fraction of
the waste packages will be susceptible to failure due to flawed packages or emplacement);
and 2) whether the mode can start immediately upon closure or cannot start until the
waste package is rewet (after drying out due to the thermal pulse). The rewetting time is a
function of the thermal and moisture conditions in the vicinity of the waste package and
will be discussed in detail in Section 3.3.
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- The mathematical details of the most common distributions which are likely to be used to

represent container and cladding failure (the exponential, Weibull, uniform, and
degenerate) are discussed in Appendix F.

3.2.2.2 Secondary Container Failure Rate

Once a particular primary container fails, it is necessary to determine the distribution of

" failure times for the secondary container (for spent fuel, the cladding surrounding the rods

within that container; or analogously for vitrified high-level waste, the distribution of

.- failure times for the pour canister). The secondary container failure distribution for a

pnrnary container which has been breached at.a given time is shown in Figure 3-4. Like

" ~the pnmary container failure- distribution; this is-a-density-function of failure frequency.

* Failure is defined as the initial breaching of the:secondary container, and there are only .

two possible states: unfailed or completely failed. The y-axis, w(t,8), represents the fraction
of failed secondary containers at a given time within a group of primary containers which
fail at time ©, and the x-axis represents time of secondary container failure. This
distribution can be thought of equivalently as a secondary container failure rate plotted

- versus time after closure. The integral over time of w(t,8) would produce the actual

@

fraction of secondary containers (whose pnmary contamer falled at tlme 6) whlch had
been breached by a glven tlme t. ¥ : LA o

Like the primary contamer fallure distribution, the shape of w(t,8) depends on the actual
secondary container failure modes which are of importance. The model assumes that it is
possible to develop a separate independent failure distribution for each failure mode. The
failure modes are then combined in an appropriate manner to obtain w(t,8) (as detailed in
Appendix E). It is assumed that the different modes operate independently (without
synergism). For the purposes of illustration, Figure 34 represents the combination of three
failure modes: one due to internal processes, and two that represent different corrosive
mechanisms.

Mode 1 in Figure 34 represents failure due to internal processes. A spike exists at time =
0, representing the fraction of secondary containers (e.g., cladding) which has failed prior
to repository closure due to other processes (transportation damage, internal processes,
etc.). The tail of mode 1 represents the failure of the secondary container after closure but
prior to actual primary container failure due to additional internal processes. This might be
represented by an exponential distribution. Modes 2 and 3 represent the secondary
container failure due to corrosion mechanisms following primary container failure. Like
the primary container failure distribution, each of these mechanisms could be represented
by a Weibull distribution. ' : :

In adcxmon to the parameters describing the various independent failure modes, 8, the
time of actual primary container failure, is also reqmred to fully define the shape of the
total secondary container failure distribution. It is important to remember that Figure 34 is
effectively the secondary container failure distribution for a group of primary containers
which have been breached at a given time 8. Hence, the ac‘ua} >Hape of the distribution is
directly related to the time of = + nary container failure, with a unique secondary container
failure distributic 2330ciated ~~ " ench primary container failure time. It is a2ssumed in
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this model that the time of primary container failure does not affect the values of the other
parameters describing the distribution.  That is, the only difference between a secondary
Fontainer lie distribution with primary container failure occurring at time @ and a
second distribution with primary container failure occurring at time 8+t is that in the
latter distribution, cettain components of the total failure distribution (in this example,.the
ions of the distribution) are correspondingly shifted o the right (ie, increasing;

SRS EVE

SRS TOpE

Two other pieces of information are needed to define a secondary container failure mode
distributio "‘l)’tﬁé”b‘jp{gﬁabﬂ,ity"ﬂiat; i¢'mode is active at any given waste package; and 2) - .

e i I L AT A MR REC Mosnis St .
. whether tﬁ?’et-mﬁd‘é; ¢an start upon closure or cannot start.until the container .
. faﬂs ’ ‘Qi'%ﬁ"ﬂ’?ﬁ'a ﬁq‘&.}. FLEITTR CoRiP e it »v»' e ’.;f A PR oL ‘:-: e LN

IR T LS vk o

o 32.23 Rate of .’Aéihz’.:i”br‘Céntainers

The choice of usiﬁg Weibull (or other distributions) to define the failure rates as a function
of time is convenient but has a serious shortcoming. Because the parameters of the:
distributions’ defi imary and secondary container failure rates (e.g., the three

parameters describing the

distribution for a given mode must be defined assuming a given set of conditions.”

temporal changes in environmental factors (e.g., temperature, saturation) which may affect
the failtire distribution’must be known prior to its specification and indirectly incorporated
into the form of th QiStﬁbuﬁori. o ST ' ' o

Because such an approach limits the manner in which time-varying effects can be
simulated, an additional feature is incorporated into the RIP model to increase flexibility.
This feature allows the failure rates to respond directly to time-varying environmental
factors. As described above, all failure mode distributions must be defined in terms of a
standard set of constant environmental conditions. Each mode, m, however, has associated
with it an additional parameter, known as the rate of aging, R,g.(m). The rate of aging is a
function of environmental conditions (which, as will be described in Section 3.3, may be
temporally variable). For example, the aging rate could be specified to increase with
increases in temperature or pH.

It is easiest to illustrate the use and physical significance of this parameter by considering
an example. Suppose that R, (m) for a certain failure mode was described as a function of
temperature such that at a certain elevated temperature the container aged (i.e., failed) at
twice the rate as under the standard temperature under which the failure distribution for
the mode was defined. If the container was subjected to this elevated temperaturz for, say
the first 1000 years, the effective age of the container (with respect to that failure mode)
would then be computed as 2000 years, twice the actual age. Hence, if the original failure
distribution was defined such that 25% of the-containers failed within 1000 years, and 60%
_ of the containers failed within 2000 years, the model would compute that under the
_elevated temperature conditions, 60% of the containers would fail within 1000 y==7s.
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This approach has the effect of stretching and/or shnnkmg the txmeaxls of )the defined

failure mode distributions. The effective age of the containers with respect to each mode is
continuously tracked. For example, if a mode was not active under certain temperature, .

| conditions; R,ge(m) would be zero, and the effective age of thecontainers; with respect.to. ...

I that mode would not change with time. Note that if R,ge(m) is always equal to one; the S
effective age of a container is equal to the actual age. o '

Due to computational ¢onsiderations, aging rates are only applie rimary container.. , -
failure rate calculations and are not currently incorporated intb sécondary fajure rate
calculations. “As a result, secondary container failure rates cannot respond directly to

> - . temporally changing environmental factors. - L '

3.2.3 Mass Exposure Rates

As described in Section 32.1, the radionuclide release rate for radionuclide n at time t, ..

r(n.t), is a function of the rate at which mass is exposed, e(n,t), the maximum rate of mass

transfer out and away from the waste package, k{n,{), and the tof nt of available ..
. {previously exposed) mass, M(n,t).. The manner in which the exposure fates nputed

s described belo

Mass exposure is brought about by failure of the primary and secondary containers and ~
exposure of the radionuclide mass to the surrounding environment, In other words,
exposed implies that the mass is made quailable for mass transfer away from the waste
package. Nevertheless, exposure does not imply that mass transfer can immediately take

- place. Mass transfer itself requires certain conditions. For example, if a waste package fails
under dry conditions, although the mass is exposed, a non-gaseous radionuclide cannot be
transferred in the absence of water. As will be seen in the next section, this dependence is
built directly into the mass transfer rates.

The model assumes that the exposure rate for a given radionuclide is mavdbe ﬁp of three
additive components: ‘

. A portion of the inventory is located between the secondary container (e.g.,
cladding) and the primary container wall and is assumed to be exposed
instantaneously upon primary container failure. This is referred to as the "free"
inventory.

. A portion of the inventory is located in the gap between the secondary
container (e.g., cladding) and the waste matrix, and is assumed to be exposed
instantaneously upon secondary container failure. This is referred to as the
"gap" inventory. For spent fuel, some species in this inventory will tend to be-
present at grain boundaries and exposed surfaces of the fuel. It is assumed
that these species are exposed instantaneously along with the gap inventory
upon cladding failure. R
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‘e, The remaining portion of the inventory is bound wrthln -the.waste matrix and
. is assumed to be exposed only upon alteration and/or dlssolutron of. the. matnx
1tself Thxs is referred to as the "bound” mventory

Note that these 'three catreéones,ﬁ;lthough slightly, dlfferent are snnﬂar:to those consxdered
by others (e.g;, Johnson et al 1985; O'Connell and Drach, 1986; Apted et al. 1987) :

Since each of these three inventories is. exposed in-a, dlfferent manner,rt is necessary to:.
compute the & exposure rate for ‘radionuclide n at time t for each of the three inventories and
sum these values to obtam the total exposure rate. e rzood 1977 1 £5F

where:

e(nt) = the total exposure rate for radlonuchde n at tlme t [M/t], -
} ['3:' ”‘:\; o T ,,'; 3y
e(nt) = the exposure rate for radionuclide n in the free mventory at tlme 1 [M/t],
o | 2t ; '
e ()= he’ exposure rate for: radlonuchde n in the gap:
and . I .,“,‘_’. ’ :.'_ £ o . 5,.,",:3',-,-' 'l-i'{" 4,), o :éL ,\1 #i
ep(nt) = the exposure rate for radlonuchde nin the bound;

[M/t]
These three components can be computed as functlons of the fol]owmg parameters
oty = primary container failure rate at time t [I/t];

w(te) = secondary container failure rate at time t for a pnmary contamer which
has failed at time © [1/t] s .

I{n,t) = free inventory of radionuclide n per unfailed container at time t (e.g., that
' portlon located between the. claddmg and the container wall) M];

L(ny = gap inventory of radxonucllde n per unfailed container at time t (e.g., that
 portion located in the gap between the fuel and the cladding) [M};

Lint) = bound inventory of radionuclide n per unfailed contqiner at time t {e.g.,
that porticn bound in matrix) [M];

Kyal) = fractional alteration/dissolution rate of waste matrix [1/t];
N, = number of containers; and

M = mass of waste matrix per container [M].
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c(t) and w(t,6) have been discussed in Sectiori 3.2.2. I{n,t), I(nt), and I(n,t) define the
radionuclide inventory'in an unfailed conitainer.” These inventories changé’ with time due
to decay processes (some nuclides decreasinig and’

ides'd others in¢reasing ‘due to the production
of daughter products). ky(t) is thé"alteraﬁgp/d@‘sql:ution, rate of the waste matrix. k,,(t)

can be a function of ehvironmiental parametefs (e.g), temperatiire 4nd mdisture), as will be *
i in Section’ gl D Sy Ry Mo el FOUT SBRTT N ey pitiavitees G b raaii
discussed in Section'3.3;" & Wit il brs BuaSolre Gh o it

Recall that the mass exposure rate;‘e(n) s compu

ALY
HEIE 5 B P

3.23.1 Free Exposure Rate

“The exposufe' ré'te"fbi‘thatpofﬁoﬁ of thé’"W&iﬁgi:*i'\‘rfiféﬁ?ifféfpgsgcff‘ﬁ?taﬁtaneoﬁ§Iy uf)on ,
- primary container failure is.directly proportional to the container failure rate distribution: -

efn,t) = N x (free inventory) x (c_ontaihe}' failure'fate:) S

Y

edn,t) =_Nc X I;(p,t) X C_(t)_”}_ L |

Gap E_xgdéure Rate

ot
L1

portion of the waste which is exposed instantaneously upon -
secondary container failure is somewhat more complex, and is a function of both the

. primary and secoridary container failure distributions: ** * *-

ex(nt) = N x (gap inventory) x (rate of cladding breaching in failed containers)

| - (35)
e (nt) = N, x I(nt) x g(t)
where
g(t) = [ [c(® x w(t,9) + cfz) x wit,x)] de o (3.6)

The first term in the integral represents the contribution from those primary containers
which are instantaneously failing at time t whose secondary container had .previously failed
due to internal processes. The second term represents the contribution from primary
containers which had failed prior to time t whose secondary container is instantaneously
failing at time t. ' S o )

3.2.3.3 Bound Exposure Rate

The exposure rate for that portion of the waste which is exposed upon
alteration/dissolution of the matrix is a function of the mass of radionuclide which is
unprotected (i.e, primary and secondary container have failed) but is still bound in an
unaltered/undissolved matrix, and the alteration/dissolution rate of the matrix:




© and’i is- solved numencally u
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e,(n,t) = (mass of unprotected unaltered, undissolved matnx) x (matrix -
alteratxon/dlsso]utxon rate) x (bound mventory) / (mass of matnx per contalner)

eb(n,t = My (0 x kylt) b/ M - e ._'..; 37)

Note that this equatlon assumes that exposure of bound nuchdes is controlled by
dissolution/alteration of the matrix. (As will be seen in the following section, however,
release of bound nuclides may be controlled by individual radlonuchde solublhty
consxderatlons.) i

TS L by S L s
uu(t), the mass 'of unprotected ‘uhaltered; undissolved i atr be dete i
: so]vmg the fol]owmg dlfferentlal equatlon. L =

540 ( SoE AR -“.,.,3 B

dMuu(t)/dt = (rate at'which’ matnx 1s bemg unprotected). X0
matrix is bemg altered/dlsso]ved)

f

dM,,,(8/dt = N x M, x g(9) - M % k./d(n

Since k,y may be described as a function of time, ]
e dxff

A

uu(t) (M, (t-at) + N.x M X g(t)At)/(l + k,,d(t)At)’

Note that k,y in this equation represents any process that can act to expose nuclides which
are bound in the matrix. It is assumed that this can come about by two types of processes:
1) aqueous dissolution of the matrix; and 2) air alteration of the matrix. Air alteration is
included because it may greatly increase the surface area of the matrix, effectively exposing
bound nuclides. Hence, k, is computed as a sum:

kva = Kyt + Kar | (3.10)
where: |
. kit = dissolution rate of matrix in water {1/t]; and
ka;, = alteration rate of matrix in air [1/t].

Note that both k., and k,;, may be described as functions of environmental conditions,
and, as a result, it is likely that they will not occur simultaneously (e.g., k,;, may only occur
at high temperatures before the waste package rewets).

k.t is calculated in the model as follows (Stout and Bourcier, 1991):

Kyat = Rys xSxf, (3.17)
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Rgs=  matrix dissolution rate [M/L%];
"~ S = effective surface area of waste matrix in a failed container per unit mass [L2my;

By

£, = ‘fxf'aét:‘iOn of wastematnx surfaceareama faﬂed'g'cdntéinélj whxch is wet., -

) . ) S ‘ ' Do Lgtatal i

Note that R, the matrix dissolution rate, like other system parameters, can be described
by the user as.a function of local environmental. conditions (e.g., temperature, chemistry):.

. : ’ N B T X W ; Lo

- The fraction of the waste matrix surface area which is wet, f,, .can also be described by the .. =
user as a function of environmental conditions. . In addition, however, the user has the .

option of describing f,, as a function of the mode of primary container failure. ; This allows one

to take into account the fact that the size and nature of container perforations vary '

~depending on the failure mode, and as a result, the nature and characteristics of water

contact with the waste matrix can be affected.

ERT RPN por _.:;‘ :.:,-;. © N ‘( ER Sl
the. user chooses to.describe f,,.
on of waste matrix surface area which is . -

- "As described in detail in RIP, User's Guide,
of failure mode, he/she must enter the fracti
‘wetted, f, ., for each primary container failure mode m. :These are then combined to.form

the value of £, used in Equation 3.1 as follows: " | »
S ONM cr
f. = ";1 o X (3.12)

w = N

T

where:

t
N, = N_ [ c,(v) dr (313)
0 :

t :
N = N, [ c(v) dr (3.19)

and -
N, = cumulative number of containers which have failed by mode m;

Nr = cumulative number of containers which have failed by any mode;

It

. N total number of containers;
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‘\_/; ~ NM = total number of container failure modes;
o) = total container failure rate at time t [1/1); and

cn(t) = container failure rate by méde ‘m at time t [1/4].

T Note that for contamers which fail due’ to disruptive events, the value of f, , used is the
' hlghest of the values spec1ﬁed for the regular failure modes. '

By deﬁnmon,

S S o - (315
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As a result, Equation 3.12 implies that the effects of failure modes are additive. That is, if a
container fails by two modes, one of which wets 10% of the surface, and another which

‘wets 5% of the surface, the model assumes that 15% of the surface is wetted. In reality, the
failures may not be mdependent (i.e., the failures may affect the same part of the waste
package). Therefore assuming that the failures are additive is somewhat conservahve
Note ‘the’that mode} 'utomahcally énsures’that fis less than or equal to one.:

i to. - A.i

) As pomted out above, use of fallure modes to describe f,, is entirely optlona] That is, a
" single value of f,, mdependent of failure mode, may be used directly in Equation 3.11 if

desired.

K. at IS automatica]l; set to zero under dry conditions (i.e., at temperatures above the
rewetting temperature, discussed below in Section 3.3.4). The air alteration rate, k,;,, is
directly specified by the user.

The radionuclide exposure rate distributions with time are illustrated schematically in
Figure 3-5.

3.2.4 Mass Transfer Rate

Even after a given mass of radionuclide is exposed, it is not considered to be released until
the mass is physically transferred away from the immediate v1c1mty of the waste package.
This transfer occurs via advective and/or diffusive processes, and is described by a

parameter defining the maximum possible rate of mass transfer for a given radionuclide,
k(nt.

It is xmportant to differentiate the mass transfer rate out of the waste package from the
mass transfer rate through transport pathways (discussed in Chapter 4), and to describe
how these are related. The RIP waste package component model computes a maximum
possible mass transfzr rate out of the waste packages. As discussed previously, this is
‘\/ eqmva]ent to the maximum possible mass transfer rate into the beginning of a transport
>~ pathway. Theoreticailly, if transport through the pathway is rapid, it will have no effect on
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the mass transfer rate.out of the waste package (i.e., mass is diffused or advected away.as,
it is released into. the pathway). If a "bottleneck” exists at the beginning of-the pathway, .,
however, this would influence the mass transfer.rate out of the waste package (essentially.

 causing exposed mass to accumulate at the waste package). In the RIP algorithm, however,

this is not accounted for within the waste package model.and mass transfer,out of the waste:
package. is, independent of mass transfer through. the pathway to which the-mass is released., . ...

P

£

Sy ouan g orild T el sl oeemnnany £8P s A R
Instead, this s accounted for within the transport pathways, component model. ..
Algorithmically, a bottleneck-in the first pathway, will simply.act to accumulate mass.in the -
£ g (af iy rwin & i R SR e dag t g L e N R it ) L.g:{ X

ste, package.releases.may be, 5z

are present. Nevertheless,accumulating:mass,at.

o

HRE 3% S ”

athway bottlenecks

beginning of the pathway., As a result, simulated,w

ginning of the first,pathway (as.opposed.to at the waste package itself) produces;:s;

sport thraugh the entre systemt;

taow,

As pointed out in;section 3.2.1, e(n,t). and ky(n,t) represent the mass exposure rates and the

mass transfer rate, not for an individual waste package, but for a group of waste packages.

Hence, k(n,t) represents the total amount of mass that. can be transferred from a, defined -
group of waste packages. It is computed as the product of the mass transfer rate from a

kip(n),,and ‘the total number. of failed containers i

ar Ak

1 SEREIG : &
As will be discussed in Section 3.3, such an approach allows the user to. more easily ..y,

represent waste package-to-waste package variability in near-field conditions throughout

- the repository. However, this approach also imposes some limitations on the.manner in

which mass transfer away from the waste package can be represented, and the user must
have an understanding of these limitations. o

First, this approach implicitly assumes that all of the exposed mass at individual waste
packages is evenly distributed between the failed packages within a given group. In
reality, the exposed mass may be concentrated in a fraction of the failed containers (e.g.,
those that have failed recently). Assuming that the exposed mass is evenly distributed
throughout the group results in an overestimate for ky(n,t). This is because mass transfer
from a single waste package can be limited by solubility considerations and/or limited .-
water flux. Spreading the same mass over a group of waste packages reduces both of
these limitations, increasing the maximum possible mass transfer rate. This limitation can
result in conservative (overestimated) mass transfer rates.

The second limitation is that mass transfer rates can not be described as a function of the
time of container failure. This is because the mass transfer rate is represented by a single
value for a particular group, but within RIP individual waste packages within a group do
not necessarily fail at the same time. As a result, only a steady-state mass transier rate can

. be used. This steady-state value can change temporally (e.g., due to changing temperature

conditions), but because it represents the mass transfer rate for the entire group, it must be

independent of the time at which the container was breached and mass transfer away from B

the package commenced. In effect, transient solutions for individual waste packages can
not be represented. Although investigations using analytical sclutions (e.g., Pigford et al,
(1990)) have indicated that the mass transfer rate (e.g., through a rubble filled arnulus)
does indeed sty “with time and, depending on the conditicns (e.g., retardaticn: "actors,

1343 e et
the -
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porosxty), may taker many years to reach’ steady state, we believe that, in many cases, the "
uncertainty in'the parameters and boundary_‘ conditions controlhng mass transfer are large

3.5

mportant fc ,_p Such transrent effects RIP
allows the mode] user'to do so by deﬁnmg transport pathways appropriately (w1th1n the *
transport pathways component model) As dlscusseq in Section 3.2 21, the user is freeto
define exactly where the waste'p; ds'and the transpo ys ‘
, d' R

FEr e

begms For exampl 1f sorp'

mponent model
té'of 'retardahon), the

A‘ktp a(n) + kt,, d(n)

k.p<n>
where:
klpla(n) = maximum possible advective mass transfer rate for radionuclide n [M/t];
' and
Kip,a(N) = maximum possible diffusive mass transfer rate for radionuclide n [M/t].

Note that both ktp .(n) and hpld(n) are automatically set to zero prior to rewetting of the
waste package. . : : . ' - -

The maximum possible advective mass transfer rate is computed as follows:

Kipa(n) = INFIL x CATCH x C(n) _ o o ‘ (3.17)
where: "

INFIL = repository lextel groundwater infiltration rate [L/t];

CATCH = effective cross-sectional catchment area associated with a smg]e waste

package; it is multiplied by the repository level infiltration rate to
compute the effective volume rate of ﬂow of water whlch is at a
: =concentratlon of C(n) [Lz], ' '

Lo s e e T

~
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Cn) = effective concentration of radionuclide n in water at the waste package

ML),

Note that INFIL x CATCH essentially quantifies the volume of water which reaches the
effective concentration C(n). Hence, for purely advective transport (e.g; such as the
situation illustrated in the left side of Figure 3-1), the mass transfer rate is assumed to be

proportional to the volume rate of flow of water coming into contact with the waste. Itis =
further assumed that this water is at a given effective concentration, which as willbe " *
detailed below, is either controlled by the solubility of the constituent or by the

radionuclide’s inventory. g ST UGS =
~The maximu‘m'p.os_si.b]_e dz:ffusive_'mass‘ transfer r;té 1.<'>comﬁu\t“ed‘as:"f‘ollofv“\;siﬂ LT L
where: i _
Do) = tp x Dy(n) | o e

DR =" the effetive diffusion coeffcient for radiomuclide H (taking into account
LD tOl'tl]OSity) [Lz/t]; oo : R TR R SR e . .

D,.(n) “the molecular diffiision coefficient for radionuclide n in y‘v;i’téf [L24);
Tp =  tortuoisty for diffusion through a porous medium; and
w =  geometric factor for diffusive mass transfer [L].

The form of o is left to the user. A large number of formulations are available in the
literature for describing diffusive mass transfer (e.g., Kerrisk, 1984; Aidun et al., 1988;
Sadeghi et al., 1989; Pigford et al.,, 1990). Recall that only steady-state formulations can be
used in the RIP model. As discussed previously, the form of D {(n) and & will depend on
how the subsequent transport pathways into which the waste packages release mass are
defined. As illustrative examples, two simple steady state formulations for w are presented
below. :

Steady state diffusion from a bare spherical waste form of radius R through a medium with
effective porosity 1, (Chambre et al., 1985): ) '

w = 4nRn, (3.20)

Steady state diffusion through circular perforations in container wall (Aidun et al., 1988):
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a , radlus of : oircﬁlé'r"pérforéﬁohé' Ly’
NP o= 'nggqlgsr of_ﬁp rf’ratxons,
D~ =
L = thickness of container wall [L};
- Me = effeotive porosity in backfill; and -

effective porosity in perforation,

" Note that these are simply . examples, and no specific formulation for ¢ is. hard-coded into
the program; the user must specify exphcxtly, and is free_o use any form desired.

Both k;, ,(n) and Kip,a(n) requxre a value for C(n), the effective concentratlon of the
radionuclide in the water in contact with the matrix. This i is calculated as follows:

C) - () - R (3.22)

where:
and

M(n,t) = total oxposed mass of radionuclide n at time t [M];

Ny = cumulative number of prlmary contamers ‘which have failed by any

mode;
My(n) = average exposed mass of radionuclide n per failed waste package [M]; .
\ = water volume in contact with matrix in failed waste package [L%; and
*C(n) = saturation concentration of radionuclide n [M/L3].
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Note that C (n) is computed by the model as a function of the elemental solubility and the
jsotopic mass fraction. The user should be aware, however, that RIP only considers those
isotopes which are specifically identified by the user. Isotopes which are not explicitly
identified in the input data set (e.g., non-radioactive isotopes neglected by the user) are not
considered in this calculation. Not including a significant isotope can result in computed
saturation concentrations for other isotopes of the same element which are overestimated.

The formulation for C(n) in Equation 3.2 is an attempt to account for highly soluble
species whose effective concentrations may not be controlled by solubility considerations
(i.e., the solubility is high and the concentration is determined by how much mass has been
exposed and the volume of water into which it has dissolved). Note, however, that V is a

difficult parameter to estimiate. Specification of 4 very small valué for V is conservative in
that it ensures that C(n) =C{n). - .~ " [ - . IR e

Note that k; ,(n) and Kip,a(n) can be described as functions of environmental conditions
such that one of the two mechanisms will dominate under a given set of conditions. For
example, in an unsaturated repository, under the "wet-drip" water contact mode, mass
transfer is likely to be predominantly an advective process, while under the "moist-
continuous” water contact mode, mass transfer may be predominantly a diffusive process
(Apted et al., 1991). 'Noté that if advection and diffusion are of similar importance, it may
not be mathermatically appropriate to add these two contributions independently. A more’
appropriate representation may be to specify ‘. such that one equation (ki 5) represents
both advection and diffusion (e.g., Sadeghi et al,, 1989), ki , being set to zero.

As discussed in the beginning of this section, ki, represents the mass transfer rate from a
single waste package. The model, however, does not simulate waste packages individually,
but carries out calculations in terms of groups of waste packages. That is, k, in Equation
3.2 is the mass transfer rate for a group of waste packages. Therefore, k; is calculated as
the product of the mass transfer rate from a single waste package and the total number of
failed waste packages in the group:

k(n9) = k() x Ny | (3.24)

As will be discussed in detail in Section 3.3, all of the parameters which define k,;, can be
described in terms of environmental conditions. In addition, two of these parameters,
CATCH and w, can also be described as functions of the mode of primary container failure
(completely analogous to f,, described in Section 3.2.3.3). This allows one to take into
account the fact that the size and nature of container perforations vary depending on the
failure mode, and as a result, the nature and characteristics of mass transfer can be

%

affectzd.

If the user chooses to describe these parameters as functions of failure mode, a different
value of the mass transfer coefficient results for each failure mode. That is, ktP becomes
subscripted by m (ky, r,), where m is a subscript denoting failure mode. Rather than using
Equation 3.24, k,(n,{) is then computed as follows:
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_ ,t) = ) N : : o : .
MY = 3 kpm(® x N, - |

Note that for containiers which fail due to disruptive events, the value of kip,m Used is the
highest of the values specified for the regular failure modes. v

This équatidn is 'co_r'riplet‘gljrﬁanalbgbus to the calculation of f,, in Equation 3.12. That is, it
essentially assumes that the effects of failure modes are additive. Hence, if a container fails

by two modes, one of which produces a mass transfer rate of X, and another which

-produces a mass transfer rate of Y, the model assumes that the effective mass ‘transfer rété,.
for such a package is X + Y. In reality, the failures may not be independent (i.e., the

failures may affect the same area of the waste package). Therefore assuming that the
failures are additive is somewhat conservative. However, if most waste packages fail by a
mode which produces only restricted mass transfer, the model will be able to more
realistically simulate the effects. *© ' o

As ‘was the case for the parameter f,, discussed in Section 3.2.3.3, use of failure modes to
describe CATCH and  is entirely optional. That is, single values for these parameters,
independent of failure mode, may be used directly in Equations 3.17 and 3.18 if desired. To
ensure consistency, however, the RIP user interface requires that if f,, is specified as a
function of failure mode, CATCH and » must also be specified as a function of failure
mode. That is, either all three parameters (£f,, CATCH, and w) are dependent on failure
mode, or all three are independent of failure mode.

3.24.2 Mass Transfer of Gaseous Radionuclides

For gaseous radionuclides (e.g., 1C), it is not appropriate to compute kip(n) as a function of
solubilities and fluxes. It is quite likely that mass transfer of gaseous radionuclides under
unsaturated conditions will be relatively rapid (i.e., ki, will be large). Under these
conditions, the rate of exposure would always determine the release rate. However,
because it is conceivable that physical situations may arise which limit the rate of gaseous
mass transfer (e.g., localized saturation conditions, failed containers whose openings are
“clogged"), the model allows the user to directly specify a mass transfer rate for gaseous
constituents, ktgg(n). Note that if gaseous mass transfer is rapid, kip ¢(n) is simply specified
as a large number.

3.2.5 Summary of Radionuclide Release Calculation

As described in Section 3.2.1 and summarized in Figure 3-2, the release rate for a given
radionuclide at a given time, 1(n,t), is computed as a function of the rate of exposure, e(n,t),
the maximum rate of mass transfer, ki(n,t), and the amount of previously exposed (but
unreleased) mass at the waste package, M(n,t). Recall that M(n,f) is simply a function of
the time histories of e(n,t) and ki(nt). The manner in which e(n,t) and k(n,t) are
computed by RIP has been outlined in the previous sections.

—
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As pointed out previously, others (e.g., Sadeghi et al., 1989) have typically considered three
types of releases: 1) solubility-limited releases, 2) congruent releases from the waste matrix,
and 3) releases of readily soluble species.  Given the information presented in the previous
sections, it is instructive to summarize how the methodology described above ' e
accommodates these three releases. The category that a particular radionuclide falls into'is
dependent on the specified input parameters.- - o R S S S
Solubility-limited species, by definition, are controlled by the mass transfer rate, ki(n,t),
which is dependent on solubility considerations (Equations.3.17 and 3.18). That is, for i
solubility-limited species; the exposure rate is faster than the rate at which mass-can be:= :: -
transferred away (i.e;, e(n,t) > k(n)); and the release rate is therefore equal to the rate of: -

-solubility-limited-mass transfer-{i.e; r(nty = ki(n;t)). "Note, however, that-a'species-does not i

have to be solubility limited in order to be controlled by the mass transfer rate (i.e., the" g
saturation concentration is just one parameter which affects the value of k(nt). - o

Similarly, for species which are controlled by alteration/dissolution of the waste matrix
(congruent release), the exposure rate becomes the rate limiting step. That is, the release
rate is equal to the exposure rate (i.e., r(nt) = e(n,t)).. SRR S

For readily soluble species (e.g., Teleased from the fuel-cladding gap and grain boundaries)j« "~ - i

it can not be stated a priori whether exposure or mass transfer will control release. The
important point to note is that the mass transfer rate is not calculated based on solubility - -
considerations (which could be overly conservative since these species may be present at
concentrations which are below solubility limits), but based on an estimate of the actual
concentration at the waste package (Equation 3.22). ' o

3.2.6 Simulating Different Waste Package Types

The previous sections have often referred to waste packages in terms of spent fuel waste,
which will make up the majority of the waste packages. In addition to spent fuel waste,
however, high level defense waste will also be emplaced in the repository. Unlike spent
fuel waste packages, which consist of fuel rods surrounded by cladding which is then
encapsulated within the waste container, defense waste consists of borosilicate glass wastes
contained in a single pour canister which in turn is encapsulated in a disposal container. A
number of different designs for the waste packages are currently under consideration.

The methodology outlined above, however, is applicable to practically any kind of waste

~ package. Obvicusly, the radionuclide inventories, alteration/dissolution rates, and failure

distribuiions will differ for different waste types or designs. However, the computational
structure and user-interface flexibility is such that RIP can accommodate almost any type of
waste package which the user wishes to define.

The standard reference designs for spent fuel and defense waste packages essentially
consist of dual containment: a "secondary" container (or containers) within a "primary”
cohtainer. In the csse of spent fuel, the "secondary” containment is the cladding
surrour © ag the ndividual fuel rods, whils Yor the defense waste, it is the single pour
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canister.- In both cases, the "primary" container is the outer waste package container itself.
Hence, in order to represent defense waste packages, the "cladding failure distribution" -
becomes the "pour canister failure distribution”. " Obviously, the actual form of the failure,
-exposure.and mass transfer parameters will differ for the two types of waste packages, but -
the same methodology can be applied to both, The most important limitation of the
methodology is that it is currently limited to explicitly considering only two layers of
containment. E

Hence, if more than one type of waste package needs to be considered within a simulation,
it is simply necessary to specify a separate set of input parameters for éach waste package: ' -
type (e.g., one set pertaining to spent fuel waste packages, and one set pertaining to-- . =
--defense-waste-packages). -That-is,’a-number:of-the-parameters previously-introduced
become ‘subscripted by waste package type (e.g., k;; (i), where i is waste package type). As
described inthe RIP User's Guide, the model can accommodate any number of different .
waste package types.

3.2.7 Incorporation of Disruptive Events

Disruptive events (such as earthquakes, volcanic activity; and- human intrusion) may also .-
- affect-the behavior of the waste package. Disruptive events are simulated in a separate RIP
model component.. The user defines the types of disruptive events which are possible, -
their probabilities of occurrence, and their consequences. The manner in which- disruptive

- events are realized and simulated is discussed in detail in Chapter 5. Suffice it to say that
their consequences will manifest themselves in the waste package model in three ways:

* A portion of the waste packages can be disrupted in place (e.g., due to mechanical
failure induced by some disruptive event).

* A portion of the waste packages (and their inventory) can be moved directly to the
accessible environment (AE) or some other location (e.g., the saturated zone).

+ The parameters describing waste package behavior and/or environmental conditions
- forall or a portion of the waste packages may be changed (e.g., flooding of the
repository, enhanced corrosion rates).

Note that disruptive events may also have other consequences which affect transport
pathways to the accessible environment but do not directly affect the waste packages
themselves (and are therefore not discussed here).

The first consequence, in which some portion of the waste packages are disrupted in place,
is incorporated into the waste package model by automatically adding an additional
primary container failure mode to the failure distributions. Such a failure mode is
represented by a spike (mathematically represented by a Dirac delta function) at the time
the event occurs. It is assumed that the secondary container instantaneously fails with the -
primary container. Hence, in addition to the container failure distribution, the cladding
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failure distribution w({t,ty) would also be affected (where t; is the time of the disruptive
event). . : , . :

The second consequence listed above involves physically moving a portion of the waste
packages with their inventory to the accessible environment or some other location (e.g.,
the saturated zone). In the model, this is represented by instantaneously releasing the
corresponding radionuclide inventory to the specified location. It is assumed that the
inventory released is equal to the inventory- of the specified number of unfailed containers
at the time of the event (i.e., even if the container failed prior to the event,itis - ' et
conservatively. assumed that most of the:inventory would still be present within the waste -
package). - It is also assumed that if the waste package is moved, all of its inventoryis -~ -
“immediatély réleaséd (the consftituénts are riot lifiitéd by altératiori or mass‘transfer.

The third consequence listed above is concerned with long-term effects on the repository
system (e.g., raising the water table, opening a new transport pathway, changing the".
hydraulic gradient in the saturated zone). For example, one might specify an event which
has a consequence of directly changing the value of mass‘transfer and/or corrosion

- parameters (perhaps as a result of a change in saturation or a temperature change).” - - -

Details of how disruptive event occurrences and consequences are specified are discussed
in Chapter 5. - . : ’

3.3 Representation of Near-Field Environmental Conditions

As pointed out in Section 3.2, the parameters controlling waste package behavior (i.e., the
parameters describing the primary and secondary container failure distributions, exposure
rates, and mass transfer rates) may be dependent on near-field environmental conditions.
This section describes how near-field environmental conditions are represented and used in
the waste package model.

Near-field environmental conditions are used by the waste package model in two ways:

+ They are automatically incorporated into some of the algorithms which control waste
package failure and radionuclide release described in the previous sections (e.g., the
infiltration rate at repository level controls advective mass transfer, rewetting
behavior can influence both failure rates and mass transfer rates).

+ Parameters describing near-field environmenta} conditions (referred to here as
environmental factors) can be used directly in the definition of any user-defined model
parameter. That is, waste package model input parameters (e.g., matrix dissolution -
rate, radionuclide solubilities) can be defined by the user as direct functions of
environmental factors {(e.g., temperature, pH).
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As described in Section 2.4, the RIP software is structured such that the user can define -
input parameters as functions of other user-defined parameters. What sets environmental
factors apart from regular user-defined parameters is that they can be defined as having
variability across the repository. SRR Lo ‘-
Recalling the discussion of uncertainty and variability in Section 3.2, it is possible for model
parameters representing environmental factors to be both: uncertain and variable.: ==
Variability should not be confused with uncertainty. Uncertainty in a model parameter
implies a lack of knowledge regarding the actual value of the parameter. Thisis. -
represented in RIP:by describing the uncertain parameter as being stochastic (ie, -~ . >
represented by-a distribution). The parameter's distribution is sampled.each realization. - :
~~That single-parameter value is then used throughout:the realization:~Variability in-a'model -

parameter, on the other hand, implies that for a given realization, a distribution of { -+ =1 -~
parameter values exist. That is, the parameter can vary from waste package to waste
package in a given system realization. The mode of water contact at a waste package in an
unsaturated repository is an example of a variable parameter (two different contact modes
are schematically illustrated in Figure 3-1). Note that the variability that is represented here
is a-random variability. There are no spatial trends implied. The variability in a particular .
parameter occurs randomly throughout the repository. . - .. L R

‘Section 3.3.1 describes how variability of near-field environmental conditions is explicitly -
included in the model. Sections 3.3.2 and 3.3.3 discuss how two major variable "
environmental factors, temperature and moisture conditions, are represented in the model.
As pointed out above, this does not imply that other factors (e.g., chemistry) must be
excluded. Because moisture and temperature are clearly critical factors, however, they are
explicitly "hard-wired" into the code and are discussed in detail below.. The structure of the
model is such that other variable environmental factors can easily be defined by the user if
necessary, and this is discussed in Section 3.3.4.

Section 3.3.5 briefly discusses the repository level groundwater infiltration rate, a parameter
which is defined within the transport pathways component (Chapter 4), but is critical to
the waste package component also because it controls the advective mass transfer rate of
radionuclides away from a waste package. Finally, Section 3.3.6 describes how the drying
and rewetting behavior of waste packages in an unsaturated repository can be represented.

3.3.1 Representation of Variability Between Waste Packages

Waste package-to-waste package variability is incorporated in the model by internally
discretizing the waste package population into a discrete number of waste package groups.

- Groups are defined as a function of both near-field conditions and waste package type
(e.g., spent fuel, defense waste). That is, a particular waste package group includes waste
packages of a particular type which are subject to a specific set of near-field conditions. As
was discussed in Section 3.2.6, the user specifies the number of waste packages of each
type which are emplaced in the repository. We describe here how waste package groups
represent variable near-field conditions.
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Near-field conditions are defined in terms of specified variable environmental factors (water
contact mode, temperature, pH, redox conditions, stress, etc.). The user must determine
which environmental factors he/she wishes to include in the model. Two environmental
factors, water contact mode (i.e., moisture conditions) and temperature, are explicitly
incorporated in the computational algorithm. As will be shown, the structure of RIP is
such that other user-defined environmental factors can readily be added. '

~ For each environmental factor which the user wishes to represent as being variable, it is

necessary to define a distribution describing its variability. Based on additional user input

v \(d'escribed in detail in the RIP User's Guide), RIP then converts the distribution describing
-. the parameter's variability into an equivalent discrete distribution. (As will be discussed below,

"

* water contact mode is an excephon to thlS - rule: it's variability is dlrectly spec1ﬁed ina
“discrete manner.) : : B

As a simple example, consider a case in which we assume that the environmental
conditions can be defined in terms of only two controlling variable environmental factors:
the mode of water contact and the temperature. To further simplify the example, assume
that the variability distributions of these controlling parameters are already discretized.
Since these parameters are described in terms of discrete distributions, they will
automatically define a discrete number of waste package groups. For example, if we define
water contact mode in terms of three discrete categories (e.g., "wet-drip”, "moist-continuous”
and "dry"), and temperature conditions in terms of three discrete categories (e.g., "hot",
"warm", "cool"), the waste package population would be divided into 3 x 3 = 9 waste
package groups. If more than one waste package type is included in a simulation (e.g.,
spent fuel and defense waste), the population would also be distinguished by waste
package type, resulting effectively in 3 x 3 x 2 = 18 groups. This is illustrated schematlcally

in Figure 3-6.

A certain fraction of the entire waste package population will be located in each of these
groups. For example, if 30% of the waste packages are "wet-drip", 20% of the waste :
packages are "warm", and 80% of the waste packages are of the type "spent fuel", then the
"wet-drip", "warm", "spent fuel” waste package group would contain (0.3 x 0.2 x 0.8 = 0.048)
4.8% of the waste packages. (When computing the number of waste packages in each
group, RIP rounds numbers to the nearest integer. Any deviation in the total number of
waste packages is then corrected by adding or subtracting an appropriate number of waste

packages to the largest group.)

Note that this representation of variability requires that the different environmental factors
defined by the user be independent of each other (e.g., the distribution of water contact
modes must be ndeponde“ of she distribution of temperature).

Each environmental factor has a name by which it can be referenced (e.g., CONTAC,
TEMP, PH). System parameters can be made dependent on environmental factors by
referencing these names in a function (this is described in greater detail in the RIP User's
Guide). The value of these parameters would therefore vary from group to group. Within
the, computational algorithm, at zvery timestep within a realization RIP comnutes the
release from each group, and then sums the results over all the groups to compute the
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total release from the repository. Note that although the parameters controlling waste
package release are described in terms of the entire group (e.g., exposure rate for the
_group, mass transfer rate for the group), it is important to understand that the model does
not assume that all waste packages within a group behave identically. This is because within a
group waste packages fail according to a defined failure distribution, with some waste
packages failing earlier than others. As discussed in Section 3.2, this distribution of failure
times is explicitly incorporated into the release calculation for a given group.

.As discussed in Section 3.2, this method of incorporating variability results in some

- limitations, particularly regarding the representation of mass transfer. An alternative
approach would involve simulating a large number of individual waste packages, the
environmental condxhons, failure times, and parameters describing mass exposure and
mass transfer at each package being sampled from specified distributions. For each
realization, however, a'large number of individual waste packages would need to be
simulated in order to adequately represent the full range of uncertainty in container failure
times and the full range of variability in near-field environmental conditions. By simulating
waste package groups (as opposed to individual waste packages) we are better able to
represent the effect of this variability (since the failure rate distributions are explicitly
included in the calculations analytically). Given the computational advantages of this
approach, and the fact that the resulting limitations are not severe (see discussion in
Section 3.2.4), the authors believe that the waste package group approach is appropriate.

The actual manner in which variable env1ronmental factors are specified is presented in the
- following three sections.

3.3.2 Representation of Moisture Conditions - Water Contact Modes

The nature of the geological materials at actual repository sites is likely to be quite
heterogeneous, producing a wide variety of moisture conditions throughout unsaturated
repositories (such as at the proposed Yucca Mountain site). As a result, treating all waste
containers as if they will be subject to the same mode of water contact may be a very poor
assumption. Various containers will be subject to different moisture conditions as a result
of hydrogeological variability. This variability can be represented by a discrete distribution
of water contact modes in the immediate vicinity of the waste packages. Figure 3-7 shows
an example schematic of such a distribution. In this simple example, it consists of only
three categories : "wet drip”, "moist-continuous” and "dry" (e.g., O'Connell and Drach, 1986;
Apted et al, 1991). Note that the specification and definition of the various categories and
the variability throughout the repository (i.e., what fraction of the containers are subjected
to each. mzde) must be determined by the user.

The water contact mode is referenced by the user by assigning an integer value to the
parameter CONTAG, each integer value indicating (i.e., acting as an identifier for) a
different water contact mode. For each value of CONTAC (i.e., for each water contact
mode) the user must specify the fraction of waste packages subjected to those conditions.
} Each waste package group would ther: have a particular value for CONTAC (in the
- example shown in Figure 3-6, "wet-drip", "moist-coriiinuous", and "dry" refer to different

7
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values of CONTAC). Waste package parameters may then be specified in terms of the
water contact mode by referencing the parameter CONTAC. The specification and use of
variable water contact modes, including the manner in which the distributions can be

made to change in response to other environmental conditions (e.g., increased infiltration) -
is discussed in greater detail in the RIP User's Guide. ' : ' o

Note that the water contact mode variability is assumed to be due to local random
hydrogeologic conditions at the scale of individual waste packages: it is not meant to
represent large-scale:spatial trends. In addition, note that the water contact mode
represents the long-term distribution expected during the post-thermal period. That is, it is
independent of the trarisient effect of heating in the vicinity of the waste package due to "

- radioactive decay processes.- Die to the-thermal pulse; some  waste packages may remain " -

dry for long periods’(and, if inchuded in the contact mode distribution shown above, this
would be manifested as a larger fraction in the "dry" category). Although this S
phenomenon can be represented in the model (as described below in Section 3.3.6), it is not
represented by the water contact mode distribution, which only represents post-thermal
conditions. S ‘ . ’ o -

Water contact modes will typically only be applicable for unsa_turafed""rvep(:)s_ito;ie»s.‘ When'
simulating saturated repositories, a single mode of water contact (i.e., no variability) is likely
to be appropriate. 1 T o R o

3.3.3 Temperature”Conditions at Waste Packages

The second major variable environmental factor which influences waste package behavior
is the temperature in the repository and at the waste packages. Temperature behavior 1s
essentially a function of the inventory of the various waste packages, their age, the total
number of waste packages, the repository design (e.g., spacing of the waste packages), and
the thermal characteristics of the surrounding geologic materials. The moisture content of
the repository will also affect thermal behavior (i.e., energy is used in heating and boiling
water). '

The temperature in the repository will change with time as the waste decays. The thermal
behavior of the repository is represented in the RIP model by a parameter defined as the
average temperature at the edge of a waste package as a function of time. This parameter
is a function of waste package type:

TEMPAV{(H) = Tp(®) + T,() ' _ - (3.26)
where: ﬂ (
TEMPAV,(t) = the average temperature at the edge of waste package type i a’; '
time t;
T..(1) = the rmean temperature {in the rock) througrout the entirs

-
repository at fime 1 and
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N

the incremental temperature above the mean repository - -
temperature at the edge of waste package type i at time t..

Ty

The user must directly specify the forms of'Tm(t) and"_T:i(t). ‘:Figu.r'é 3-8 1llustrates the
anticipated form of T, (t) and T,(t). As described in the RIP User's Guide, the time histories
Tin(t) and T;(t) can be described stochastically to account for uncertainty. .. e

Because some of the controlling parameters are likely. to be variable (e.g.; geologic materials-
in the repository are expected to be somewhat heterogeneous; waste packages will have ..
different heat production rates depending on their type, their age, and where they.are ..

- located within the.repository), the.actual temperature history-at a.waste.package may.vary.
significantly throughout the repository. This is represented in the model by defining the .©
variability around the average temperature TEMPAV,(t) and creating a discrete distribution of
temperature variability. ' ' N :

Specification of temperature variability is carried out in two steps. First the user specifies

the form of a variability distribution which is used to modify the average temperature

TEMPAV. We refer to the variability parameter as TEMPV. In the current.version of RIP,

- the distribution of this parameter can be either triangular or uniform, and must be....«:.... .. PR
symmetric about the value 1 (e.g., a uniform distribution between 0.85 and 1.15). Having o
specified the distribution, the user then specifies how this distribution is to be discretized
by defining several (up to six) cumulative probability levels (e.g., 0.33, 0.66, 1.0). RIP then
discretizes the distribution by using the expected value of the ranges defined by the
specified probability levels as the discrete values. For example, specifying a uniform
distribution with a variability of 15% (0.85 to 1.15), and discretization at the 0.33, 0.66, and
1.0 cumulative levels, defines the following discrete distribution: .

TEMPV PROBABILITY

0.9 0.33
1.0 0.33
1.1 0.34

The distribution has been discretized into three discrete values corresponding to the three
ranges defined by the specified probability levels: 0 to 0.33, 0.33 to 0.66, and 0.66 to 1.0. The
discrete values for the distribution are computed as the expected value of each range (e.g.,
the 0.333 cumulative probability level corresponds to a value of 0.95; the expected value of
a uniform distribution between 0.85 and 0.95 is 0.9). Note that if a triangular distribution
had been specified, the values would have been different, since the expected value in each
range will be shifted toward 1.0. '

The three discrete values described above would define three temperature categories which
define variability across the repository: 33% of the packages would have a temperature of
0.9 x TEMPAV;(t), 33% of the packages would have a temperature of 1.0 x TEMPAV,(t), and
34% of the packages would have a temperature of 1.1 x TEMPAV/(t). This is illustrated in
Figure 3-9. :



Tm - mean temperaure in repository

T4 - mean incremental temperature above T
at edge of waste package type 1

T - mean incremental temperature above Ty,
at edge of waste package type 2

e
2
¢
a.
§
\ ambient temperature
r 4 X
0 Y 2
// < - \~ o~ ~ /
; N S~
. -~
. ~
\~\ it ey ~——
.\_\. ~——— e 1
time
Note: lemperature at edge of waste package type 1 = Ty + Ty . | ' FIGURE 3"8
' ﬁ MEAN TEMPERATURE
) AS A FUNCTION OF TIME

ARGONNE/MODEL DEVELOPMENT

PROJECT NO. +0%-1371.203 DHAWING NO. 24940 DATE @691 DRAWNBY CW

Golder Assoclates



temperature

(

time

FIGURE 3'9

EXAMPLE OF TEMPERATURE DISTRIBUTION

. AT WASTEPACKAGE ""GE
ARGONNE/MODEL DE ENT

PROJECT NO. 903-1371.200  DRAWING NO, 24941 DATE 220/32 DRAWNBY T8

Golder Associates




April 1, 1992 3-39 903-1371.203

A single value of TEMPV of 1.0 (implying no variability in temperature) is the default for

The actual temperature at a particular waste package is referenced by the internal
environmental factor TEMP (which is completely analogous to the environmental factor
CONTAC discussed previously). Other model parameters can subsequently be defined as a
function of temperature, by referencing the name TEMP. At any given time, TEMP, as
shown above, is computed internally by RIP as follows:

.. JEMP=TEMPVxTEMPAVI®) . ... ... . . . (327)

: —..In.-theffe:xa_jffiﬁfé 1llustratede1gure 3—6,~"hot","warm" and "cool" refer o different values of
-TEMPYV (e’g., 1.1,1.0,'0.9). 'Hence, in thissimple example, TEMPV and CONTAC are the

épVifoﬁiﬁentalf’fa'ct‘qfs which define the waste package groups. Since TEMPV varies
between waste package groups, TEMP also’varies between waste package groups.

3.34 Defining Other Variable Environmental Factors

As discussed above, although only two environmental factors are explicitly incorporated

- into RIP, the software is structured such that the user can define other environmental

factors (e.g., pH, stress, redox conditions) ‘Whose variability the user wishes to include in
the model. Hence, the user can add variability to any parameter he or she wishes to
define. o ‘ o - ’

The user first defines the name of the environmental factor (e.g., PH) and the average
value about which the environmental factor's variability is to be centered (e.g, 7). Note that
this average value need not be a constant, and may be described stochastically or as a
function. A variability distribution is then defined in the same manner as described for
temperature (e.g., 0.9, 1.0, 1.1). We refer to each of these discrete values in the distribution
as the variability factor for each environmental factor category. In this example, we would
refer to this factor as PH_V (that is, the environmental factor name with "_V" appended on
to the end). PH_V is analogous to TEMPV discussed in Section 3.3.3. This would define a
number of discrete PH categories (g,09x7=63,10x7=70,1.1x7 = 7.7).

The user-defined environmental factor (in this case PH) is completely analogous to the
environmental factors CONTAC and TEMP discussed previously. That is, other model
parameters could subsequently be defined as a function of the pH, which would be
variable through the repository, by referencing the environmental factor name PH. In the
example illustrstzd in Figure 3-6, adding the three £ categories (e.g."2cidic" corresponding
{0 6.3, "reutral” corresponding to 7.0, and "basic” corresponding to 7.7) would add a fourth
dimension to the diagram, resulting in 3 x 3 x 2 x 3 = 54 waste package groups. As shown
above, the actual value of the environmental factor (in this case, the pH) at any time in any = -
particular group is computed as the product of the average value of the factor and the
variability factor. In this example,

PH = (averaz2 value of pH) x PH V 373
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Because PH_V varies from group to group, PH (which can be referenced by the user)
varies from group to group. T

The definition and use of environmental factors is discussed in more detail in the RIP
User's Guide. '

~ 3.3.5 Repository Level Groundwater Infiltration Rate

-"As discussed in Section 3.24, the advective mass transfer rate is described as a function of -
the repository level infiltration rate. The amount of water reaching the repository is_ ;o
‘'ultimately controlled by long-term climatic factors (which control infiltration rates at the

 repository level), as well as the hydrogeological characteristics of the site (e.g., hydraulic -

conductivity, fracture connectivity). Climate (and hence infiltration rate at repository level)
generally changes rather slowly (typically thousands of years for major changes). -
Nevertheless, the effective infiltration rate at the repository could conceivably change
significantly within time scales of interest. This long term trend can be explicitly .
represented by the model. '

" The amount of ‘Wéferwr'eachiﬁg» the reposiféry is fépréééniéd‘by a Vertic'évl‘iriﬁltfatiéﬁ'l;éfé:ét'

the repository level. As will be described in Chapter 4, this can be defined as a function of
the infiltration at the ground surface (which in turn will respond to long-term climate.
changes). Furthermore, it may be described as having a specified spatial trend (as opposed
to random spatial variability), some portions of the repository having a higher infiltration
rate than others. (As shown in the RIP User's Guide, the model allows the infiltration rate
to be specified as a function of waste package type. This permits the user to specify spatial
trends in the infiltration rate by simply defining a different waste package type for each
section of the repository experiencing different hydrologic conditions.)

3.3.6 Rewetting Behavior for Waste Packages

For unsaturated repositories, after the waste is emplaced, radioactive decay of the waste
can produce a thermal pulse which will evaporate water in the immediate vicinity of the
packages. This pulse may be sufficient to keep the waste packages initially dry. As the
waste packages subsequently cool (as the rate of radioactive decay decreases), the material
in the vicinity of the waste packages will rewet. As discussed in Section 3.2, several waste
package input parameters are sensitive to the rewetting behavior (e.g., contain failure,
matrix dissolution, and/or aqueous mass transfer may not proceed prior to rewetting).

Rewetting is a complex process dependent upon near field heat and moisture transport
phenomena. Questions remain as to precisely how the repository will behave thermally.
Furthermore, the effect of the rewetting process can be quite complex. For example, even if
the waste packages do dry out and rewet, mass transfer may be initially limited due to an
inward advective gradient. Nevertheless, a simple rewetting model is given here. It is
understood, however, that it may be necessary to expand on this simple model in the
future to better simulate this complex process.

~—
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It is assumed here that a waste package is initially dry and remains dry for a time period

t, .t after which water is immediately allowed to contact the waste package (according to
the moisture contact modes described above). In reality, this rewetting process will occur
gradually, but for simplicity it is treated as an immediate process here (see Figure 3-10).

The rewetting time, t,; , is defined in terms of the temperature at which a waste package
will become rewet, referred to here as T,. Note that T, may be described as a function of
other environmental factors (e.g., water contact mode) if desired. Given a value for T,, the
temperature history for a given group of waste packages can then be used to directly
determine at what time the waste package temperature reaches the rewetting temperature, .
thereby defining the rewetting time. This is illustrated graphically in Figure 3-11.

3.4 Model Input Parameters and Output Results |

The type of input required by the RIP waste package model can be summarized into the
following general categories:

1) large-scale hydrologic conditions (effective repository level infiltration) reflecting both
“hydrogeological influences and climatic change over the period of the simulation)
and near field environmental conditions (incorporating both waste package design
features and environmental influences in the vicinity of the repository);

3) waste package inventories, elemental properties (e.g., solubilities), and decay chains;
4) waste package (primary and secondary container) failure mechanisms;
5) mass exposure (matrix dissolution and alteration) and mass transfer parameters; and

6) disruptive events:
a)  definition and probabilities of disruptive event occurrences;
b)  definition and probabilities of disruptive event consequences.

Note that the six general categories listed are not strictly independent of each other in that
they are based on some of the same lower level information. For example, both when
defining and generating the waste package failure mechanisms (item 4) or the near field
environmental conditions (item 1), one must implicitly assume some specifics of waste
package design and a general description of the range of potential environmental
conditions. The reason that the required input parameters cannot be considered to be
completely independent is that, for the most part, they are not low-level physically based
parameters. As pointed out in Section 3.2, it is not practical at this time to build a model
based on low-level physical parameters and first principles. Instead, the current model is
based on subjective assessments of relatively high-level phenomenological parameters. In
the list above, only items 3 and 6a could be considered to be low-level parameters. The rest
can be considered high-level phenomenological parameters and must be based on expert
interpretation of available data and more detailed modeling of processes.
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This is illustrated graphically in Figure 3-12. An ideal waste package model based on low
level parameters and first principles would model each waste package individually and
would require the following input:

waste package inventories, elemental properties (e.g., solubilities) and decay chains;
EBS and WP design characteristics;

geological and hydrogeological characteristics;

climatic variables; and

definition and probabilities of disruptive event occurrences.

» o o o o

These parameters would then be input into and manipulated by physically based sub-
models which would output higher level parameters (e-g, near field moisture and
temperature characteristics). In the present model, however, the low-level physically based
sub-models are not included (both because many of the necessary conceptual models and
data do not currently exist, and because of the excessive computational time which would
be required) and these sub-models are therefore "skipped". The higher level parameters
therefore become required input parameters. As can be seen in Figure 3-12, some of these
higher level parameters are dependent on some of the same lower level Pparameters.
Although this dependency is not explicitly incorporated in the waste package model (since
the low-level sub-models are not included); it must be implicitly incorporated during the
process of developing subjective assessments of the high-level input parameters.

Conceptually, as more information becomes available, it may be possible in the future to
replace some of the high-level input parameters with lower level parameters and their
associated models which will output the higher level parameters directly.

3.4.1 Required Input Parameters

The required input parameters for the waste package model discussed above are
summarized in greater detail below. These input parameters will be based on subjective
assessments of experts, which, in turn, will be based on experimental data and more
detailed modeling of some of the "lower-level" processes discussed above.

Recall that parameters can be specified as constants, stochastics, or functions. A constant
parameter is simply assessed as a single value. A stochastic parameter is assessed not as a
single value but as a distribution in order to represent the associated uncertainties. This
distribution is sampled every system realization. Functions (i.e., dependent parameters) are
described as a function of other parameters (which themselves may be either constant,
stochastic or dependent).

The user may want to include a stochastic model error term as part of the definition of a
dependent input parameter. For example, if k;; is described as a function of temperature,
the following equation might be used:

" Ky, = f(TEMP) x err, ' ' (3.29)

N—
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where err; is the stochastic model error term

Note that the followmg hstmg supplies only a general description of the waste package
. model input parameters. A detailed descnptlon of the user interface and the actual

manner in which these parameters are input is provided in the RIP User's Guide.

»

Waste Package Descngtlon This data provides a general descnptlon of the
characteristics of the waste package type(s), which are placed in the repository. Each
waste package type‘ls descnbed in terms of the fo]lowmg parameters

. nunabe ,of:waste packages » 3 SN
. mass of waste per waste package [both in units- of kg and MTIHM]
e effective waste burnup MW, d/MTIHM]

Note that the mass of waste in terms of MTIHM and the effective waste burnup are
required in order to normalize results to EPA hrmts in the manner specxﬁed by 40 CFR
Part 191. ' ‘ ,

Near Field Environm"ental Conditions. "

The behavior of the waste package is dependent on envn'onmenta] conditions. Some of
this dependency is explicitly included in the RIP' computational algorithm (e.g.,
rewetting of waste packages after a thermal period). In addition, other parameters in
the model can be described by the user as a function of specified environmental factors.
Two environmental factors are automatically incorporated into the model: temperature
and moisture conditions. They require the following input:

. the mean repository temperature history (in the rock)

. the incremental temperature history (above the mean repository temperature)
at the edge of each different waste package type

. the uncertainty in the temperature histories specified above

. a description of the waste package-to-waste package variability about the mean
temperature

. the temperature at which a waste package will rewet (i.e., revert to its long-
term moisture condition)

. the fraction of waste packages in each of a number of user-defined water

contact modes (after rewetting)

Note that the user can, if necessary, define other environmental parameters. These
user-defined environmental parameters can also have a specified variability throughout
the repository.

Radionuclide Inventory, Decay Chains, and Elemental Properties. This infotmation
must be provided for every radionuclide in every type of waste package:

. radionuclide name
. radionuclide specific activity (Ci/g)

N—’
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«  first order decay constant (yr?)

« . major daughter product

. radionuclide inventory [Ci/package]

o - fraction of inventory which is classified as "free" "gap and "bound"
e . elemental solubility [g/m?]

. effective diffusion coefficient [mzlyr]

. is the element gaseous? .

Waste Package Failure (_Degradaﬁon)

Each waste package type is 3551gned by the user one or more faﬂure modes for the ?
primary containment layer (i.e., the outer waste package container). For each failure
mode, the following information is required:

« . a container failure distribution (failure rate vs. time) for the failure mode
. the probablhty of the failure mode being active in any given waste package ’
. the rate of aging (an acce]erahorVdecelerahon factor) for the failure distribution,

‘which is typically described as a function of env1ronmental factors
Each waste package is also assigned one or more fallure modes for its secondary
N containment layer (i.e., the cladding for spent fuel; the pour canister for defense waste).

For each of these failure modes, the following information is required:

. a container failure distribution (failure rate vs. time) for the failure mode
. the probability of the failure mode being active in any given waste package

Radionuclide Exposure Parameters.

Each waste package type requires specification of several exposure parameters. These
parameters describe exposure of bound radionuclides (i.e., those radionuclides bound
within the waste matrix) after failure of containment.

. the waste matrix dissolution rate [g/m%/yr] :
. the effective surface area of waste matrix (per unit mass) in a failed container
[m?g]
. the effective fraction of surface area of waste matrix in a failed contamer which
- is wet (if desired, this parameter can be described as a function of contamer
zilure mode)
. ‘re effective fractional air alteration rate of waste matrix fyr’]

Radionuclide Mass Transfer Parameters.

Each wasie paciage type requires specification of several pararfe‘ers which control mass
. transfer of radionuclides out of and away from failed containers

. ¢ 2 infiltrztion rate a2t repository [»vel for sach oa: L sackage tvper fyTl
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. the effective catchment area for infiltration which determines the amount of
water which actually comes into contact with waste matrix in a failed container
(if desired, this parameter can be described as a function of container failure

mode) [m?) .
. geometric factor for diffusive (aqueous) mass transport (if desired, this
_ parameter can be described as a function of container failure mode) [m]
. volume of water contacting waste matrix in a failed container [m?}
. effective mass transfer rate for a gaseous radionuclide (must be specified for

each gaseous radionuclide) [g/yr]

radionuclide transport. pathways.component. model and the-disruptive events.component

" The last two categories of input couple the waste packaé@.tompoheﬁt‘ﬁié&élto the

model: :

Waste Package Discharge Distribution. ' T sl

Each radionuclide in each waste package type is assigned one or more discharge pathways.
Mass released from the waste packages will be discharged to these radionuclide =
transport pathways. The data is entered as follows for each discharge pathway:

. name of the discharge pabthway”ﬁ |
. fraction of waste package release which is discharged'to'th!;t pathway )

Definition of radionuclide transport pathways is discussed in detail in Chapter 4.

Disruptive Events

. disruptive event definitions, probabilities, and consequences (discussed in detail
in Chapter 5). -

3.4.2 Model Output

The output of the waste package component model essentially-consists of probabilistic
waste package performance measures (e.g., cumulative release over time period of interest,
maximum annual release). These measures can be examined for individual radionuclides,
individual waste package groups, or summed over all radionuclides and all groups. Time
histories of radionuclide release from the waste packages can also be produced.

The RIP User's Guide discusses the details of the various output options and how the data
can be processed and graphically displayed (e.g., as a PDF, CDF or CCDF). As discussed in
that document, the values of all the input parameters for every realization are also saved. This
allows extensive sensitivity analyses to be carried out in order to identify relationships - -

" between parameter values and performance.

The structure of the RIP model is such that the waste package component model can be
run independently of the radionuclide transport pathways component model, producing
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the results outlined above. When the entire integrated model is run, additional outputs
pertaining to the pathways component model are also produced (e.g., cumulative release to
the accessible en_vironment). These outputs are discussed in Chapter 4.

3.5 Summary of the Waste Package Model

In order to properly apply this (or any) complex simulation tool, it is necessary to have a
thorough understanding of the major assumptions on which the computational algorithm
is based. The general outline of the waste package behavior model (presented in Chapter
2), highlighting the major model assumptions is reproduced below. - o

General Model Struéture

« The waste pa'ckage' coinponent model is pért of the total system performance modél,
and is directly coupled to component models describing disruptive events and
radionuclide transport pathways. :

.+ . The model is based on subjective assessments of relatively high level

B - L e . i [ .

" phenomenological parameters, such as container and cladding/pour canister failure
distributions, and generalized alteration and mass transfer parameters.

« The model simulates groups of waste packages (rather than tracking the behavior of
all the individual waste packages in the Tepository).

+ Waste package parameters can be described by the user as a function of temporally
varying environmental conditions.

« The model incorporates radioactive decay and production of daughter products.
Environmental Conditions

.« Temperature and moisture conditions are explicitly included in the model. The
temperature at the edge of the waste package varies with time. Moisture conditions
(intended primarily for unsaturated repositories) refer to the mode of water contact
at a waste package (e.g., "wet-drip"). Both temperature and moisture conditions can
be specified as variable across the repository. '

+ Other environmental conditions {e.g., chemistry, stress) can be added by the user.
Environmental conditions can be described as being spatially and *emporally variable.

e A simple rewetting model is used which assumes that waste packages return to
specified moisture conditions upon reaching a specified temperature. At
temperatures above the specified temperature, the waste packsge is considered to be

dry.
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Waste Package Failure Rates

*

independently (they do not act with synergisin).

Two levels of waste package containment (and failure) are explicitly simulated: the
primary container (the waste package itself); and the secondary container (e-g.
cladding for spent fuel, pour canisters for high level defense waste).

Waste package failures are described in terms of density functions of failure
frequency. ' o - o

Containers and cladding/pour cénistérs Ecan“failjb‘y fqﬁq or more _failu'féimodevs. The
model combines failure modes by assuming that the failures can be treated :

Container failure modes can be affected by temporally varying environmental
conditions. ) ' '

Mass Exposure

*

Exposure of radionuclides is brought about by container and é]ad&ing/pout canister
failure, as well as matrix alteration/dissolution processes. -~ T o

The radionuclide inventory is made up of three additive components: the free
inventory, which is exposed immediately upon primary container failure, the gap
inventory, which is exposed immediately upon secondary container (e.g., cladding)
failure in a failed container, and the bound inventory, whose exposure is controlled
by alteration/dissolution of the waste matrix. :

Exposure of the bound inventory is controlled by two types of processes: dissolution
of the matrix, and air alteration of the matrix. Dissolution is described in terms of a
matrix dissolution rate and an effective wetted surface area. Dissolution is zero prior
to rewetting of the waste package. Air alteration rates are specified directly by the
user.

The effective wetted surface area of matrix can be described as a function of
container failure mode. It is assumed that for a waste package that fails by more
than one mode, the effects on wetted surface area are additive.

Mass Transfer

L

For an aqueous radionuclide, mass transfer can be described as aﬁ advectively or a
diffusively controlled process, each of which may be limited by radionuclide
solubilities. -

Aqueous mass transfer is set equal to zero prior to rewetting of the waste package.

Once mass transfer commences, it can not be described as a function of the time of
container failure. :
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* Several mass transfer parameters can be described as functions of container failure
mode. It is assumed that for a waste package that fails by more than one mode, the
effects on mass transfer are additive

. The mass transfer rate for gaseous specxes is directly specxfied by the user. -

Eﬁect of Dzsruptwe Events

» Disruptive events can affect the behavior of the waste package Dlsruptnve events are -
simulated in a separate model component. Their consequences can manifest
themselves in the waste package model in three ways: 1) a, portxon of the waste
packages can be disrupted in place; 2). a portion of the waste’ packages (and their

" inventory) can'be moved directly to the accessible environment-or some other - -
location; and 3) the parameters describing waste package behavxor and/or
env1ronmenta1 conditions may be changed. . :

Linkage to Transport Pathways Model

« The waste package model is coupled with the transport pathways model in two
- ways: 1) it relies upon the same large scale hydrologic parameters utilized:and/or
defined within ‘the transport pathways component (e.g. repository level infiltration
rate); and 2) each waste package type discharges its mass to a specified transport
pathway (or pathways) defined by the user. .

As noted previously, the fact that RIP slmu]ates groups of waste package (as opposed to
individual waste packages) is an approxxmatlon which has two effects: 1) it tends to
overestimate mass transfer rates; and 2) it requires that mass transfer be independent of
the time of container failure (although, as discussed previously, this can be compensated
for by appropriately defining transport pathways). Note that conceptually, modifying the
model to simulate individual waste packages would not be difficult. It would, however,
create a computational problem. That is, in order for such an approach to accurately
represent variability throughout the repository, a large number of individual waste
packages would need to be simulated, and this would be computationally intensive,
severely limiting the practical use of the model. Due to the large amount of uncertainty in
required input parameters, the effects mentioned above which are introduced by not
modeling waste packages individually were deemed to be of secondary importance. This
situation may change, however, as more experlence is gained with waste package
performance assessment, and future versions of RIP may include explicitly sampling and
simulating of individual waste packages.

rigure 3-13 expands on Figure 3-2 and represents a detailed waste package
mﬂuence/mformahon flow schematic. This diagram illustrates how the various input

parameters and component models are linked together. It shows in detail how the various . . .

input and output parameters are moved between smaller component models to generate
the waste pac -Lece release distribution with time, graphically summarizing the structure of
the waste pac’:zge model.
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Note that arrows connecting input parameters indicate that these parameters may be
described as functions of other input parameters. For example, waste package failure
mechanisms can be defined in terms of near field conditions. Likewise, disruptive events
can affect near field conditions (which in turn may affect other input parameters).

3.5.1 Summary of Waste Packagé Computational Algorithm.

A simplified summary of the computational algorithm for RIP, emphasizing the waste
package portion of the model, is presented below in Figure 3-14. -

3.6 List of Symbols

c(t) - ‘total primary container failure modes bat‘ time t [1/t]

c(t) - container failure rate for failure mode m at time t [1/]

C(n) - o effectiye concent_;ation at waste package for radionuclide n [M/L3] )
Cn) - saturation concentratioﬁ of br;diorﬁjc-lide n in wéter [M/L3)

CATCH - effective catchment area for a waste packageﬂ [L?]

CONTAC - integer which is used to reference the water contact mode, each mode

having been assigned a different value

Deg{n) - effective diffusion coefficient for radionuclide n [L%t]

D, (n) - moleculare diffusion coefficient for radionuclide n in water [L%1]

e(n,t) - total exposure rate of radionuclide n for a group of waste packages at
time t [M/t}

en,t) - exposure rate of radionuclide n in the free inventory for a group of

waste packages at time t [M/t]

e (nt) - exposure rate of rac?ionuclide n in the gap inventory for a group of
waste packages at time t [M/t]

ep(n,t) - exposure rate of radionuclide n in the bound inventory for a group of
waste packages at time t [M/t]

f.- fraction of waste matrix surface area in a failed container which is wet

A fraction of waste matrix surface area which is wet due to failure mode m

w,m



Begin nr = 1, number of Monte Carlo realizations

realize all non-temporal system parameters
realize all disruptive events over time period of imerest

Begin t = 1, number of time steps
increment elapsed time
- compute time-dependent variables - __
it disruptive event occurs, realize consequences
~ “Begin j="1; number of envlronmental‘yroups ‘ . L T
evaluate all parameters that depend on environmental factors
Begin n = 1, number of radionuclides
compute exposure rate
compute maximum mass transfer rate
compute release rate
release mass to specified pathways ’
update amount of exposed, unreleased mass - - |
decay exposed, unreleased mass
end n loop :

end j loop

decay radionuclides in waste packages
simulate radionuclide transport through pathways for this time step

end t loop
compute performance parameters for current realization

end nr loop

FIGURE 3'4
WASTE PACKAGE MOL

COMPUTATIONAL ALGORITH
ARGONNE/MODEL DEVELOPMENT
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fhree(n) -
foap(n) -
g(t) -

i-

I{n,t) -

._Ig(n,t) -

Ib(]’l,t) -

INFIL -

k\\'at -
kt(nrt) -

Kip(m) -
Kip,a(n) -
Kip,a(m) -
Kip g -

Kip,m(n)

fraction of mass of radionuclide n in the "free" inventory

fraction of mass of radionuclide n in the "gap" inventory

rate of secondary container failure in failed priméry containers [1/]
index referring to waste package type

free inventory of radionuclide n per unfailed container at time t (that
portion located between the claddmg and the container wall) [M]

_.gap inventory. of radionuclide n per unfailed container.at time t (that
portion located in the gap between the fuel and the claddmg) M]

bound inventory of radionuclide n per unfailed container at time t (that
portion bound in matrix) [M]

repository level groundwater infiltration rate [L/t]

cqmbined fractional a}teraﬁon/dissoluﬁon rate of waste matrix [1/t]
fractional air alteration rate of waste matrix [1/t]

fractional aqueous alteration/dissolution rate of waste matrix [1/t]

maximum possible mass transfer rate of radionuclide n out of and away
from a group of waste packages at time t [M/t]

maximum possible mass transfer rate of aqueous radionuclide n out of
and away from a single waste package [M/t]

maximum possible advective mass transfer rate of aqueous radionuclide

n out of and away from a single waste package [M/t]

maximum possible diffusive mass transfer rate of aqueous radionuclide n
out of and away from a single waste package [M/t]

maximum possible mass transfer rate of gaseous radionuclide n out of

-and away from a single waste package [M/t]

maximum possible mass transfer rate of aqueous radionuclide n out of
and away from a single waste package due to container failure mode m

[MA]

index referring to container and/or cladding failure mode
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M(n,t) -
Mp (n) -

M-

M,.®) -

“NM -

twet

TEMPAV/(t) -

TEMPV -

Tm (t) -

T -

amount of exposed (available) mass of radionuclide n in a group of waste
packages at time t [M]

- amount of exposed (available) mass of radionuclide n per waste package

[M]
mass of waste matrix per w::lste package [M]

mass of unprotectéd, unaltered undissolved matrix 'ai'ound a group of
waste packages at time t [M]

total number ‘of primary container failure modes

index referring to radionuclide type

number of waste packages

cumulative number of waste packages which have failed by mode m

total number of waste pacfaées which have failed by any mode =

release rate of radionuclide n from a group of waste packages at time t

[MA]
aging rate for container failure mode m
matrix aqueous alteratiorn/dissolution rate [M/L%t]

effective surface area of waste matrix in a failed container per unit mass

[LM]
time [t]

temperature at which a waste package rewets, returning to its long term
moisture condition [T}

time at which a group of waste packages rewets [t]
the average temperature at the edge of waste package type i at time t [T]

parameter deséribing waste package to waste package temperature

variability
the mean temperature throughout the entire repository at time t [T)

the incremental temperature above the mean repository temperature at
the edge of waste package type i at time t [T]

903-1371.203

N
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water volume in contact with matrix in failed waste package [L’]

secondary container failure rate at time t for a primary container which
has failed at time © [1/t]

time of primary container failure [t]
dummy integration variable for time [t]

tortuosity for diffusive mass transfer

~geometric factorfor- diffusive mass-transfer {L]

effective porosity
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4. NEAR AND FAR FIELD RADIONUCLIDE TRANSPORT MODEL

4.1 Introduction

As discussed in Chapter 2, the integrated repository performance assessment model RIP is

a complex radionuclide transport model, and consists primarily of a series of inter-
connected, fully coupled component models with input/output relationships for
radionuclide transfer. The three major component models address waste package behavior
- and radionuclide release, transport pathways to the accessible enwronment and ancillary
processes such as disruptive events.

The component of the RIP model discussed in this chapter is responsible for calculations
pertaining to the transport of radionuclides through the near and far-field to the accessible
environment. The output from the waste package component model serves as input for
the transport pathways component model. The general methodology and assumptions
mcorporated into the software are presented in detail.” The RIP pathways component
model is significantly different from other transport models which have been applied to
performance assessment in that it attempts to describe rather than explain the controlling
processes. Some of the rationale for choosing such an approach is discussed in Chapter 2.

The transport algorithm described here propagates radionuclide mass along a network of
interconnected pathways, where a pathway is a distinct hydrologic feature in the physical
domain. Radionuclide mass input to the pathways is obtained from the waste package
release model discussed in Chapter 3.

The pathways and their linkages are defined by the RIP user, and the model is structured
such that a tremendous amount of flexibility as to the complexity of the pathway network
and specifications is allowed. The RIP pathways may be utilized to represent radionuclide
transport and fluid flow in a variety of ways. Pathways may coexist in space, and can be
used for fluid balance purposes, for transporting radionuclide mass (in the aqueous or the
gaseous phase), or both.

Figure 4-1 shows a hypothetical pathway configuration applied to Yucca Mountain. This is
not intended to represent the preferred conceptual model for the site, but is presented here
simply to illustrate some of the basic features of the pathway algorithm. For example,
pathway IV represents liquid phase transport in the Topopah Spring member, perhaps
through the matrix and fractured portions of the strata, while pathway V represents a.
"short circ::t" transport feature (e.g., sat urated fracture flow), which traverses all strata
betwween the repository and the water able. Both pathiways IV and V coexist in space and
represent liquid phase transport. Likewise, pathways III and VIII coexist in space over the
repository. In this case, pathway Ill is only used for liquid flow balance purposes, while
pathway VIII is used for gaseous phase mass transport. Note that the actual geometry and
locations of the pathways are not rigidly defined in space, the connectivities between
pathways being the important features.
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Each pathway is defined by a number of parameters. In general, each of the parameters
may be defined stochastically (as a probability distribution) by the user as a means to
account for variability and uncertainty. RIP accounts for variability and uncertainty by
probabilistic simulation (e.g., by Monte Carlo sampling of pathway lengths, volumetric flow
rates, and cross-sectional areas). Parameters may be dependent on disruptive events and
climate change. All dependencies are created by the user when defining the parameters.

The primary algorithm used in RIP to move radionuclide mass along a pathway is not
based on balance laws of fluid flow. This departs from the normal case in hydrologic
modeling of advective-dispersive transport. Although conventional continuum-based
models have theoretical advantages, their ability to capture the heterogeneity of a physical

- :domain is generally limited, and the computational work required for the solutions is a
tremendous burden to a probabilistic simulation tool such as the RIP model. Given these
limitations, the implementation of an adequately valid continuum-based model in the RIP
code was precluded. For simple idealized systems, however, the RIP model does offer a
continuum-based solution as an alternative transport algorithm (based on the one-
dimensional advection-dispersion equation). '

* The primary pathways transport algorithm in RIP is based on a multi-state Markov process
(Cox and Miller, 1965). This algorithm is similar to a random walk algorithm for particles,
which has been implemented for diffusion models (e.g., Fischer et al,, 1979). In the multi-
state Markov process, the particles travel along a pathway in the direction of the pathway
fluid flux, moving over randomly generated distances in the various states of the flow
system. The states are referred to as flow modes and interpreted as the representation of
local variation in the fluid flow field due to heterogeneity of the physical domain. The
variation in the flow field is primarily represented by markedly different flow speeds
among the flow modes. For example, flow in fractures and flow in the rock matrix may be
two flow modes within a single pathway. The flow speed distribution for this pathway
may resemble the distribution shown on Figure 4-2.

There are significant benefits to using the multi-state Markov process algorithm for
radionuclide transport. One is the opportunity to represent multiple flow modes with a
pathway, thus addressing local heterogeneity. This is very difficult to accomplish using
continuum-based simulators. Another is the reduction in computer time which is achieved
by the Markov algorithm in comparison to continuum models of transport. As stated
elsewhere in this document, the limitations of computer speed are important to
probabilistic simulation and reductions in complexity must be sought wherever reasonably
possible. '

Section 4.2 provides an cverview of the computational algorithm used by the pathways
model. The mathematical details of the algorithm are then presented in Section 4.3.
Section 4.4 discusses the required input parameters and Section 4.5 discusses the general
form of the output. A summary is provided in Section 4.6. Section 4.7 contains a list of
symbols referred to in this chapter.

[
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4.2 Overview of Transport Pathways Computational Algorithm

4.21 General Concepts of Radionuclide Transport in Pathways

The central feature of the transport model is the pathway. Pathways are linked successively
to one another in a manner which allows for radionuclide transport from the waste
packages to the accessible environment. The pathways may be arranged in series or
parallel throughout the physical domain. Pathways may be used for describing flow
balances as well as radionuclide transport (although, as will be discussed below in Section
4.4.2, RIP does not explicitly compute a water balance).

The use of more than one pathway to simulate transport in the physical domain is a means
of addressing large scale heterogeneity in the hydrologic system (e.g. among different
geologic media and geologic structures). Distinct pathways may be used to represent
"short circuit structures” as well as stratigraphic layering. Within a pathway, the hydrologic
heterogeneity may be further addressed by the use of flow modes. A flow mode is intended
to model local heterogeneity within a pathway, such as flow in fractures versus flow in
matrix portions of the rock mass. Each flow mode within a pathway has a defined set of
hydrologic parameters. ' '

The user may define pathways which transport radionuclide mass in either the gas or
liquid phase by specifying the appropriate properties. Radionuclide exchange between
phases is not possible within a single pathway, although the pathways may coexist in
space. For the purposes of constructing a flow balance in the pathway system, it is not
necessary that pathways transport radionuclides. Pathways may be constructed which do
not receive mass, but interact with flow boundary conditions (e.g. precipitation), providing
subsequent pathways with consistent volumetric flow rates.

Within a pathway, radionuclide transport is based on a breakthrough curve, as shown on
Figure 4-3. The breakthrough curve indicates the proportion of mass released from the
pathway to subsequent pathways as a function of time, based on a unit mass input at time
zero (i.e, the time when mass first enters the pathway). For pathways consisting of more
than one flow mode, the breakthrough curve is computed by a multi-state Markov process
algorithm. Alternatively, in a single mode pathway, the breakthrough curve can be
computed based on a one-dimensional advection-dispersion solution.

4.2.2 Major Features of the Braakthrough Curve Algorithm

The radionuclide travel times obtained from the breakthrough curve include the effects of
multiple flow modes and retardation within the various flow modes. Breakthrough curves
may be computed in two alternative ways: 1) based on the multi-state Markov process
algorithm, or 2} based on a solution to the one-dimensional advection-dispersion equation
for solute transport in groundwater. The latter solution method is an alternative for
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pathways in which the user defines only one flow mode. It requires input of a linear
average velocity, the medium's dispersivity, and radionuclide retardation parameters.

The multi-state Markov process algorithm produces a probability distribution for particle
travel time over a pathway. By definition, this distribution is the breakthrough curve fora -
slug input to the pathway. Hence, we use the terminology breakthrough curve and travel
time probability distribution interchangeably elsewhere in the report.

In the mechanics of the Markov algorithm, particles travel a certain length in a flow mode
and then transition to another flow mode. In the new flow mode they again travel a
certain length prior to transition. This process is continued until the particle exits the
pathway, as shown on Figure 4-4. - The likelihood,-or probability,-for a-particle to bein-a

specific flow mode is directly related to the proportion of the total flow for the pathway

occurring in the flow mode. For example, if most of the flow in a pathway occurred
through the rock matrix, there would be greater chance at any given time that a particle
would be in the matrix than in other flow modes of the pathway.

The distribution of the lengths traveled by particles within a flow mode are modeled using
a Poisson distribution. The Poisson distribution is widely used to describe natural and
industrial phenomena. It is often utilized in Markov process analyses (Cox and Miller,
1965). The Poisson distribution is based on a rate parameter, referred to as the rate of
occurrence. The Poisson distribution is used to describe the probability distribution for the
number of occurrences of an event over an interval of either space or time. Applied to
radionuclide transport, the rate parameter is the transition rate from one flow mode to
another, per unit length of the pathway. It is a geometric property of the hydrologic
system, accounting for connectivity and proximity of the various flow modes in a pathway.
Under multiphase conditions, the Poisson rate parameter is also a function of the fluid
saturation. :

An equivalent way to represent a process which follows a Poisson distribution is to
determine the length intervals (i.e., distance traveled) between transitions. This is actually
what is done in a random simulation of transport along a pathway. These intervals are
exponentially distributed with the exponential rate equal to the Poisson rate parameter.
The inverse of the exponential distribution is used to randomly generate the length
intervals between transitions. When used in the exponential distribution, the Poisson rate
parameter is analogous to the decay constant for radioactive decay.

The Poisson rate parameter, although necessary input to the Markov process algorithm, can
not be directly rneasured in field testing programs. However, information concerning the
narameter may te obtained by considering the actual flow modes of a pathway and the
natural limitations on how far a particle can travel in a mode before a transition must
occur. For example, in cooling fractures of a volcanic tuff, the particle must transition from
the fractures within a distance equal to the formation thickness. More complex analysis '
methods involving random simulation may also be used to evaluate the rate parameters.
Dating of groundwater samples collected in various flow modes aiso may aid in
determining the Poisson transition rates. In the RIP mode), it is necessary to provide a rate
parameter for cnly one mode in each pathway. Rate parameters for the remaining flow
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modes are then internally computed based on a limited number of assumphons, whlch are
discussed in Appendxx G. Input parameters are dxscussed in more detail in Section 4.4.

4.2.3 Consequences of Disruptive Events for Radionuclide Transport

Disruptive events include anomalous events which may disturb waste packages at the
repository level and/or radionuclide masses distributed in the near and far field regions of

Yucca Mountain. In the RIP model, this list of events is reduced to those considered to be
"significant”, which means they actually may occur and if they do occur their lmpacts could
affect the natural or engineered barriers of the repository. These events include seismic

- ‘and volcanic activity, and human intrusion.” The éffects of these events on waste packages
~-are discussed in Section 3.2.7. A detailed discussion concerning simulation of the events is

provided in Chapter 5. '

With respect to the pathways, there are three possible consequences of the disrdptive
events:

~ ”"1) " radionuclide mass may be moved from formerly mtact waste packages ll'l'(O a
77 pathway (e.g. to pathways in the saturated zone);

'2)  radionuclide mass may be moved from a pathway directly to the accessible
" environment; and

3)  pathway parameter values may change (e.g. pathway length or flow mode
hydraulic properties)

Consequences 1 and 2 are implemented by moving mass proportions from the sources to
the targets. Data mput determining how much mass is transferred from the sources to the
targets is described in Chapter 5.

Consequence 3 applies to the following pathway parameters:

. pathway length,

. flow mode velocity or porosity,

. flow mode proportion of total fluid flow in the pathway, and
. flow mode Poisson transition rate.

The user must define the c‘ependencies" of these parameters on the disruptive events.

These definitions may vary in complexity and may include dependencies which reflect
ordinary climate change as well. For example, flow mode velocity may be defined as a
function of a disruptive event and also of climatic parameters. The pathway length may be
defined as a function of the water table elevation, which in turn may depend on disruptive
events and climatic parameters.

/ Because changes in the pathway parameter values may cause additional calculations to be
performed in the RIP model (due to dependencies), minimum, or threshold, chan s are
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required before the change is actually implemented in the simulation. These requirements
reduce the computational work performed for a simulation. The minimum required
change is defined by the user in terms of the fractional difference between a new value
and the old value. In the RIP model this fractional difference is computed as follows:

S 41)
ap = | o 1 @D
where: . . e o
Ap o is the fractional difference for parameter p, -
pev is the ne-vi\r"i'?alilvré_\for pza?;j_aﬁ‘le'terr}:), and . |
p°d is the old value for parameter p

The fractional difference, Ap, is compared to the user specified tolerance value to identify if
the change should be implemented in the simulation. If Ap does not exceed the tolerance
value, p®¢ is not updated and the change does not take place. :

In determining the tolerance values, the user inust consider the importance of changes in
the parameters. For example, because travel time is inversely proportional to velocity, a 1%
change in the velocity of a flow mode will map approximately to a 1% change in the
expected travel time along the pathway. In consideration of the uncertainty in the travel
time for the pathway, the user must decide if the 1% change is significant.

The handling of consequence 3 in the pathway algorithm varies depending on the
parameter value which undergoes a change. For any parameters which undergo
significant change (i.e. the tolerance value for the parameter is exceeded by the change) the
breakthrough curve for each radionuclide is recalculated for the pathway. A significant
change in the pathway length parameter has additional ramifications depending on
whether the length was reduced or increased. If the length is increased, only the
breakthrough curve is recalculated. However, should the length be decreased, a quantity
of mass for each radionuclide present in the pathway is released from the pathway. The
mass is released to the defined discharge pathways and is released in fractions equal to the
fractional change in pathway length. For example, if the pathway was shortened by 20%,
then 20% of the mass would be released to the "downstream” pathway(s). Subsequent to
this mass release, all mass currently resident in the pathway is lumped and redistributed
according to the newly calculated breakthrough curve.

4.2.4 Summary of Computationai Algorithm ~ -

Figure 4-5 provides a schematic of the computational algorithm for transport through a
single pathway. Recall that the individual pathways are linked together into a network, so
that output from one pathway is input for one or more additional pathways. Transport -
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times for individual radionuclides through a given pathway are controlled by a breakthrough
~ curve. Each radionuclide in each pathway has a different breakthrough curve. The form of
the breakthrough curve is a function of the various flow modes and is computed using a
Markov process algorithm. Radionuclide decay chains are also accounted for directly, so
that within a pathway, the mass of a given radionuclide may increase or decrease with
time. S -

Note that the parameters controlling radionuclide transport (e.g., flow mode velocities,
- transition rates, pathway lengths) along a pathway may be dependent on a number of
- system parameters, including climate, disruptive events, temperature, radionuclide .
retardation characteristics, hydrologic parameters, and flow system heterogeneity. :

Figure 4-6 summarizes how the algorithm outlined above is ‘incorporated into the overall
Monte Carlo scheme of RIP. The two major computational tasks carried out by the
pathways model are 1) computation of the breakthrough curves for each radionuclide in
each pathway (based on pathway and flow mode characteristics); and 2) propogation of
mass through the various pathways based on the shape of the breakthrough curves. The
mathematical details of these tasks are described in the following section. -

43 Mathevﬁiét’_i'c;l D}gt‘a‘iuls' of ?rrénsport quhways COmput.étional Algonthm

The mathematical details of the computational algorithm are described in this section.. .This
section describes the mechanics of how the algorithm described above is actually
numerically implemented in the computer program. Although these details are of use to
the serious RIP user, they are not critical to achieving a broad understanding of the
algorithm and the reader may therefore wish to skip directly to Section 4.4.

Section 4.3.1 first discusses the manner in which mass is propagated through a pathway
(given a radionuclide breakthrough curve). Section 4.3.2 then describes in detail how an
actual breakthrough curve is computed (given pathway characteristics and a set of flow
modes). : '

4.3.1 Radionuclide Mass Propagation Algorithm for Pathways Transport

Radionuclide mass transport within a pathway is based on simply evaluating (based on the
breakthrough curve) what fractions of the total input to the pathway exit over different
time periods. Recall that there is one breakthrough curve for each radionuclide. Hence,
what is described below is actually carried out separately for each radionuclide.

Algorithmically, the pathway is a single row of "cells" to which incoming mass is distributed
in parallel. The mass remains in the cells for time periods based on the breakthrough
curve and then is discharged, starting with the fastest cells. The mapping of the
breakthrough curve onto the cells for a pathway is shown on Figure 4-7 and described
belpw.
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To determine when mass should be discharged from a cell, each cell has a computed
residence time and a release time. For a sequence of cells beginning thh cell 1, the residence
times are glven by the following:

t = 1 At - @2
where:
- - 8%+ is 'the residence time for cell §,

. mxs the RIP tlme step mterval (e g 100 years), and

S 1s a factor determmmg the geometnc rate of mcrease of Gt,

Thus, cell 1 has a re51dence time of At, cell 2 has a residence time of fAt, cell 3hasa

residence time of £At, and so on. In the RIP model, the last cell always has a residence

time which exceeds the total simulation time. In our preliminary analysis of this .

discretization method, we have assigned f a value of 2, which produced generally accurate
~ results. These results are discussed in Appendix H. That is, Equation 4.2 becomes

8t = 211 At SR e (X))

The release time for a cell is computed as a function of the resxdence time. The release time
for a cell is the time at which mass in the cell will be released from the pathway. The
release time is initialized the first time mass enters the pathway. The first release time for a
cell is given by: '

t = toia

+8t, (4.4)

where:

t; is the release time for cell i,

t,:a is the simulation time when mass first enters the cell, and

8t, is the residence time for cell i.
When the simulation time exceeds the release time for a cell, mass is released from the cell
and the release time is incremented by &t. Thus, the mass in a cell is transported through
the pathway in a time less than or equal to the residence time for the cell.
This will become clearer by considering an example. If the time step interval was 100 years
(and assuming a value of f in Equation 4.2 of 2), the residence time would be 100 years for

. ceft 1, 200 years for cell 2, 400 years for cell 3, and so on. Let's further assume that mass
" first enters the pathway at time = 1C0 years, and enters continuously (e, every time step
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thereafter). Given this information, we will examine the behavior of, say, cell 3. The initial
release time for cell 3 would be 100 + 400 = 500 years. Between time 100 and 500 mass will
be distributed every timestep to cell 3, where it will accumulate (the fraction of the total.
mass distributed to a particular cell each step will be discussed subsequently). At time =
500, all the mass in cell 3 will be discharged to subsequent pathways, and the release time
for cell 3 will be reset to 500 + 400 = 900 years. Between time 500 and 900 mass will again
be input every timestep to cell 3 and will accumulate. At time = 900, all the mass in cell 3.
will be discharged, and the release time for cell 3 will be reset to 900 + 400 = 1300. The
process will repeat itself (for all cells in all pathways) until the end of the simulation (e.g.,
at 10,000 years). "

- The fraction. of the total mass distributed to a particular cell is specific to each radionuclide
and is based on the mapping of the breakthrough curve onto the time interval spanned by
the cell. The time interval spanned by a cell is centered about the cell residence time. The
right endpoint for the time interval of cell j is given by the following:

=2y @)
where:
t; is the right endpoint for the time interval about ;:e]] i, IR
dt;  is the residence time for cell j, and

t) is the left endpoint for the time Vintei'v»al about cell j.

L

Note that t,; is equal to t,;+1 which allows us to compute t; +1 and so on, from Equation
4.5. Equation 4.5 cannot used for the first cell, and the value t 1 is set equal to At as a
starting point for computing the remaining interval endpoints. :

Referring again to the example discussed previously, the left and right endpoints for the
time interval about the first three cells would be as follows:

I YR

1 0 100
2 100 300
3 300 500

The mapping of the breakthrough curve onto the cell produces a mass distribution
coefficient which is the proportion of mass for a specific radionuclide allocated to the cell
(see Figure 4-7). The mass distribution coefficient for the ith cell and nth radionuclide is
given by the following: :

Win = F n(tr,i)-Fn(tl,i) (4.6)
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where:
W;, . is the mass distribution coefﬁcient'for cell i':and} radionuclide n,

t,,,; is the left endpbint for the time interval about cell i, and

t is th’e ﬁght endﬁdin"c fbr the. ﬁme iﬁteryel abdﬁt" ce]l i : o

While radxonuchdes reside i in a pathway cell they underg “r\adloachve decay and’ _
~-daughter-product generation; This | process m'snnulated at every‘txme step ~The- radxoachve
decay algorithm is discussed in detail in Append1x D.. ' :

In the RIP model, the radionuclide masses in each cell are snnu]taneously decayed and
decay sefies are accounted for. However, the daughter product generation for a time step
is not redistributed to the pathway cells using the mass distribution coefficients until they are
released from the cell of the parent. That is, daughters products remain in the cell of the
parent until the release time and are not distributed. This incurs some error for those .. -
daughter products which have significantly different retardation characteristics than the -
parent. hx : S S

" If during a simulation transient events should change the shape of the breakthrough curve
for a radionuclide, the mass distribution coefficients are recomputed. The mass existing in
the pathway cells at this time is generally not adjusted for the new mass distribution
coefficients. All subsequent mass entering the pathway and the mass generated by
radioactive decay, however, is distributed using the newly computed coefficients. In the
case where the pathway length is decreased (eg., due to a rising water table), mass
contained in the cells is adjusted accordingly and redistributed to the pathway. This
redistribution is discussed in Section 4.3.3.

4.3.2 Computing the Radionuclide Breakthrough Curve for a Pathway

The two methods available in the RIP model for computing breakthrough curves are 1) the
Markov process algorithm, and 2) the solution for the advection-dispersion equation. The
latter solution method can only be used for pathways in which only a single flow mode is
defined and is discussed in detail in Bear (1979, page 266). It is derived for one-
dimensional transport in an infinite column with uniform flow of a tracer slug.

The remainder of this section describes how breakthrough curves are computed using the
Markov process algorithm. The RIP model actually implements an approximation to this
algorithm. We explain this approximation by first describing the Markov process and then
explammg the approximation implemented in RIP.

. In the Markov process algorithm, the breakthrough curve for a radionuclide is a function
of pathway and “ow mode parameters. This is also true for the approximation
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implemented in RIP. These parameters may be functions of time, causing the
breakthrough curve to also change with time during a simulation. The specific parameters
on which the breakthrough curves depend are the pathway length, the proportions of flow
occurring in each flow mode, the fluid velocities of the flow modes, the Poisson rate '
parameters, and the radionuclide retardation pa'rémeters. Currently, with the exception of
the retardation parameters, all of these parameters may be transient in the RIP model.

The Markov process algorithm has two steps carried out repeatedly to simulate transport of
a particle along a pathway. Step 1 consists of assigning the parhcle to a new flow mode.
This assignment is a function of the proportions of flow occurring in the modes. Step2
consists of propagating the particle’a random length in the flow mode based on the '
Poisson rate parameter. In'a random’ sxmulahon, the outcome of step 1i is obtalned by

" inverting the following ‘conditional probability distribution:

Pr( flow mode j | flow mode i ) = £o/(1-) @7

where:

Pr( flow mode j | flow mode i) is the probability of transition to flow mode j if
: _previously in flow mode i, and

fou : "~ is the proportion of the total fluid flow occurring
in the ith flow mode.

The relation between probability and flow mode is an assumption, which is only valid if
the proportions of flow in the flow modes remain constant over all infinitesimal lengths
along the pathway (i.e., anywhere along a pathway, the same flow proportions would be
obtained for the various flow modes).

Once assigned to a flow mode, the random length traveled by a particle is given by:

= -Linfro,1)] (4.8)
A
where:
] is the random length interval,
A is the Poisson transition rate for flow mode j, and
r(0,1) is a random number between 0 and 1.

Equation 4.8 is based on the inverse of the exponential probability distribution (Ben]amm
and Cornell, 1970).
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Given average linear fluid velocities for the flow modes, the random length traveled by a
particle in a flow mode is converted to a travel time. The total travel time over the
pathway is the sum of all travel times along the individual flow mode intervals. By
repeating the particle simulation procedure a lafge number of times, we can numerically
approximate the probability distribution for travel time through the pathway. This
distribution may be directly equated to the breakthrough curve.

Figure 4-8 illustrates the form of the breakthrough curve for a three-mode system. Note

_ that no particles can travel faster than the fastest mode, nor slower than the slowest. Also,
. some particles may cover the entire path length in a single mode, resulting in "steps” in the
- breakthrough curve. S '

_In the RIP model, the approximation to the Markov process-algorithm reduces the quantity
" of computational work which must be performed. In the approximate Markov process
algorithm, particles travel only their first random length in an individual flow mode.
Subsequently, any remaining length of the pathway is traveled at the expected (average)
travel time over all modes. o -

" Based on the approximation, the travel time for a pa_rti;le is given by the following;:

N ';“‘ .v: g L
W, 4.9
t, = | 5 VLD fo/V; | R, 49)
)
where:
t, is the travel time for radionuclide n,
L is the initial length interval traveled in flow
mode i,
V; is the average linear fluid velocity for flow mode
i,
L is the pathway length,
N is the number of flow modes in the pathway,
fo is the proportion of the total fluid flow occurring
in pathway j, '
Vi is the average linear fluid velocity for flow mode

j, and

R, : is the retardation parameter for radionuclide n.
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The first term on the right side of Equation 4.9 is the travel time along the initial length |
interval of flow mode i. The second term on the right side of Equation 4.9 is the travel
time over the remaining length at the expected travel time.

In the approximate Markov process algorithm, some fraction of particles may travel the -
entire path length in each individual flow mode (as illustrated by the "spikes" in the
probability density function in Figure 4-8). Equation 4.9 is formulated such that it can
directly account for the fraction of particles which may traverse the pathway relatively

~ quickly, in comparison to the average travel time.

The benefit of the approximate Markov process algorithm is tﬂat the breakthrough curve

~has a closed-formsolution, thus; direct calculation of bréakthrough fractions for each cell

can be achieved.

This direct calculation for the breakthrough curve is as follows:

N :
F (t) = zj:foijjn(t) | (-'.1..10) |
where:
F.(1) is the probability for radionuclide n to have a
travel time less than t,
N is the number of flow modes in the pathway,
foi is the proportion of flow in the jth flow mode,
and
Jin(® , is the probability for radionuclide n after starting

“in flow mode j to have a travel time less than t.

Equation 4.10 is simply the sum over the pathway flow modes of the intersection of two
events. The first event is that a particle started traveling in mode j and has probability f:.
The second event is that the particle's travel time was less than t and has probability ]jn(ts.

The mode probability distribution, J,(t), is discontinuous, requiring severa) decision steps
dependent upon the flow mode. fiuid velocity relative to the pathway average fluid
velocity. For a given travel time, t, the mode probability distribution is given by:
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wheré:’ ‘
Lp' is the pathway lengtﬁ,
V; . ' is the fluid velocity for the jth flow mode,
R, is the retardation parameter for radionuclide n,
t is the average t;avel time for the pathway, and
F() is the exponential probability distribution for

length intervals traveled in flow mode j

The average travel time for the pathway is computed from the following:

_ N g
t-L Yy 2 ¢12)

7Y

The length parameter, 1, which is an argument to F(l) in Eq. 4.11, is .obtained by solving
Eq. 4.9 for L. This solution is given by: '

t-t
L ] | , 4.13)

-
PR -t
j

where the parameters in both Eq. 4.12 and Eq. 4.13 are defined in Eq. 4.11. The first three
conditions in Eq. 4.11 apply to flow modes in which the travel time for a particle remaining

—
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in the flow mode for the entire pathway (L,/V; R;) is: less than the pathway average travel
time (t). The last three conditions apply to flow modes for which the individual mode
travel time is greater than the average travel time.

Comparisons of the approximate and exact Markov process algonthms are presented in
Appendlx I. The two methods were visually compared for selected sets of parameters. The
comparisons were generally favorable, although, in certain cases considerable error
occurred. The range of the error was generally within a factor of 1 .to 3 and included both
under- and over-estimation of the travel time by the approximate method. If the pathway
and flow mode parameters have high uncertainty, this error will not.add significantly to - -
the total error and w1]] cause no harm to the ana]ysxs If unf:ertamty in the pathway and
method will have greater 1mpact on the analy51s and | may be madequate for the

simulations. - y O T S T

44 Defining Input Parameters for the Transport Algorithm

44. 1 General Descnphon of Reqtured Input Parameters

This sectxon prov1des general documentatxon on the meaning of mput parameters used to

- define radionuclide transport. The definition of stochastic and dependent parameters

using the Parameters Module was briefly discussed in Chapter 1. Additional
documentation is provided in the RIP User's Guide.

There are two categories for input to the pathways component of RIP:

1 tolerance values for transient parameters, and
2)  pathway parameters.

Within the pathway parameters data category, there are three snb-categories. These are: 1)
bulk pathway parameters, 2) pathway discharge parameters, and 3) pathway flow mode

parameters. These data categories are discussed below.

Tolerance Values

The use of tolerance values in the RIP model is discussed in Section 4.3.3. Tolerance values
apply to the minimum fractional change required for a parameter value before
dependencies of the parameter are recalculated. Thus, although a parameter may change,
other dependent parameters will not be recalculated until the magmtude of the change -
exceeds the tolerance value. This concept is used to reduce computational work during a
simulation. The tolerance values specified by users remain constant for each simulation.
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There are five parameters for which tolerance values must be specified. The tolerance
values are applied to these parameters in all pathways and all flow modes The tolerance
values requested by the RIP model are the following: :

pathway length tolerance
flow proportion tolerance -
~ fluid veloc1ty tolerance
porosxty tolerance
Poxsson transxtlon rate tolerance

'o'oooo

Only the ﬁrst parameter, pathway length applies to the pathway as a whole. The
remaining four parameters are specific to the flow modes of a pathway." These latter
parameters may be: dependent on higher level parameters; such as the pathway volumetnc =
* flow rate and the pathway’area. Thus; tolerance values specified forthese lower level
parameters could implicitly specify tolerance values for the higher level parameters. -

Pathway Parameters

Each pathway is defined with general parameters, dnscharge parameters, and flow mode
parameters. There is considerable flexibility for the user in defining the parameters. The
user may define’ dependencnes upon parameters outside the pathway (e.g. in other L
pathways) and among the parameters within the pathway For example, the pathway total
volumetric flow. may-be a function of the volumetric flow in another pathway. As another -
example, the proportion of flow in a flow mode may be a function of the pathway's total
volumetric flow.

Pathway Bulk Parameters
The following pathway parameters must be entered for each pathway defined:

pathway identification

pathway description

pathway length (L)

pathway total volumetnc flow (L¥%t)
pathway total area (L%)

¢ & & ¢ ¢

The pathway identification and description are constant values. The description is for user
reference. The identification may be used elsewhere, such as when defining the discharge
of a subsequent pathway. The pathway length, total volumetric flow, and total area all
have the potential to be either constant, stochastic (i.e. random variables), or functions of
other defined parameters, including the simulation time.

Pathway Discharge Parameters

Each pathway may discharge radionuclide mass to other pathways or to the accessible
environment. If a pathway discharges to the accessible environment, it cannot discharge to

L d
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other pathways as well. There are two parameters per discharge pathway which must be

entered. These parameters are the following:
. discharge pathway identification -

. mass fraction of remammg mass dlscharged to the pathway

The pathway 1dent1ﬁcahon is the user-deﬁned 1dent1ficahon for the target pathway. The
mass fraction of remaining mass determines the proportion of mass which will be
discharged from the current pathway to the target pathway. Because this proportion.is
determined based on the remaining (unallocated) mass, the order in which discharge
pathways are defined is important. This method of allocating mass to a pathway facilitates
defining the parameter as a stochastic variable.: The mass fraction parameter.may be either -
constant, stochastic, or a function of other parameters.

Flow Mode Parameters

Flow modes are used to define local heterogeneity in the fluid flow field for a pathway
There may be an unlimited number of flow modes for a pathway. Each flow mode is

* defined by several parameters. At this level of parameter definition, it is likely the user will -
also need to use additional user-defined parameters which are not directly‘solicited by RIP. :
For example, the fluid velocity may be a function of saturation, hydraulic conductivity, and :
volumetric flow rate.. Both saturation and hydraulic conductivity are not mandatory input .
for the RIP model and would have to be defined by the user in order to construct the
dependency. Chapter 2 presents more detailed information concerning the definition of
"sub-models" such as these.

For each flow mode deﬁned in a pathway, the RIP model requests the*following input
parameters:

flow mode description

fraction of pathway total volumetric flow rate,
velocity or porosity (user preference) (I./t or[])
Poisson transition rate (see below) (L)
medium dispersivity (L)

radionuclide retardation parameters

¢ & & ¢ ¢ ¢

The flow mode description is a text field for user definition of the flow mode. The
remaining parameters, except for retardation parameters, may be entered as constant,
stochastic, or functions of parameters. It is only possible to enter either the velocity or
porosity because the two parameters are dzpendent on one another as follows:

f
v, = _Q (4.14)
1 An .
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where:
' ‘ is the average linear fluid velocity for the ith
flowmode, -~ - - .7 '
foi is the fraction of the pathway volumetric flo
. rate occurring in the flow mode i, o -
Q : : 7+ is the total volumetric flow rate fc}r the kth -~ L
o A ) ""'”Pathway',* R CeE e st O
.A~ A L .o isthe total.are'a.nénnal-to'.thel'ﬂow:Mdirecﬁdh-lfbr L
- the kth pathway,and % s et s
n, is the effective porosity for the ith flow mode.’

The Poisson transition rate can be entered for only one flow mode in a pathway. The
remaining transition rates are computed as discussed in Appendix G based on the given
transition rate and the fraction: of flow in each mode.” The medium dispersivity for a flow -

R mode is not used.by.the approximate Markov process algorithm. However, if a:single flow. = .. -

e mode is defined, this parameter is used in the hydrodynamic dispersion term of the one- " *
N dimensional advection-dispersion equation (Bear, 1979, page 268). Neglecting molecular” -
diffusion, this relation is given by: T o S o

Dy = [Vile, | 4.15)
where: v -

Dy is the hydrodynamic dispersion coefficient for
flow mode i,

v, is the average linear fluid velocity of the ith flow
mode, and
a; is the longitudinal dispersivity for the ith flow
: mode.

Radionuclide retardation parameters are solicited on a group basis for each flow mode of a
pathway. The radionuclide groups consist of suites of radionuclides which are chemically
similar with regard to retardation. The group classification simplifies the user input and is
defined in the Waste Package module of the RIP model. Each radionuclide group may
have a sorption and matrix diffusion retardation parameter. These parameters are '
combined into a single retardation value as shown in Appendix J. The combined
retardation value remains constant for the simulation.
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4.4.2 Managing the Total Flux and Repository Flux

Flow of groundwater through Yucca Mountain is a variable of major inquiry among project
scientists. The long-term release of radionuclides to the accessible environment will be
strongly dependent on this flow. The actual quantity of flow contacting waste at the
repository level is governed by the quantity of flow available and the hydraulic properties
of the intervening geologic media. Likewise, the flow available to transfer mass from the
reposxtory to the accessxble envxronment is govemed by these same parameters

The RIP model does not explicitly compute a water balance for the sunulatlon domaln )
Rather, the user must define this balance through the spemﬁcahon of pathway total = -
volumetric flow rates. These rates must be specified with dependencies on one another "
such that flow at the repository level and elsewhere in the simulation domain is consistent . .
with the flow volumes entering the domain at ground surface (presumably this is the only" .
source of liquid water to the unsaturated zone of Yucca Mountain). A similar approach
must be taken' for pathways representing the saturated zone below the repository.

In constructmg the flow balance, users may wish to deﬁne pathways which do not
transport radionuclide masses (e.g., pathway III in Figure 4-1). Pathways of this nature

* may be defined between ground surface and the repository level.. Such pathways could

include a precipitation model and account for the hydraulic properties of the intervening
strata. At the repository level, the volumetric flow could be used to define the repository
level groundwater infiltration rate, which is used to determine the advective radionuclide
mass transfer rate away from a failed waste package, as discussed in Chapter 3.

4.5 Pathways Model Output

The output of the pathways component model essentially consists of probabilistic waste
package performance measures (e.g., cumulative release fo the AE or from a specific
pathway over time period of interest). These measures can be examined for individual
radionuclides or summed over all radionuclides and all groups. Time histories of
radionuclide release can also be produced.

The RIP User's Guide discusses the details of the various output options and how the data
can be processed and graphically displayed (e.g., as a PDF, CDF or CCDF). As discussed in
that document, the values of all the input parameters for every realization are also saved. This
allows extensive sensitivity analyses to be carried out in order to identify relationships
between parameter values and performance.

The structure of the RIP model is such that the pathways com ponent model can be run
independently of the waste package component model (by assuming a specified waste
package release), producing the type of results outlined above. When the entire integrated
model is run, additional outputs pertaining to the waste package component model are
also produced (e.g., cumulative release from the waste packages). These outputs are
discussed in Chapter 3.
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4.6 Summary

The near and far field radionuclide transport algonthm for the RIP model is based ona.
network of user defined pathways The pathways of RIP reflect major features of the..
hydrologic system. Pathways may represent ]arge scale. geologlc structures, such as, faults
and formation scale stratigraphy, as is necessary to account for the large scale :
heterogeneity of the system. Within a pathway, | local heterogenelty may be addressed.
through user defined flow modes. The flow modes are primarily distinguished from one -
another based on flow velocity in the mode. _However, flow modes may also conduct.-.
varying proportions of the total pa \way ﬂux"and reahze dlfferent radlonuchde retarda e
parameters . : o

Wlthm a smg]e pathway, radnonu e ,ransport 1sobase lona breakthrough curve (1e the L
cumulative proportion of particles to traverse the pathway within a given time). The.
breakthrough curve for a pathway combmes the effects of all flow modes and retardation
parameters on the radionuclide travel time. It is developed based on the Markov process,
which is very similar to a random walk. The Markov process was favored for the RIP =
model over continuum based models of transport'because it is able to capture the effects of "
local heterogenexty in the ﬂl.Ild ﬂow field at a reasonable Jei I of computa’nonal work.

4.7 List of Symbols

Dy Hydrodyna’rhic‘dispefsion"fof ﬂow mode i in a pathway [L/t].

f geometric factor for pathway cell residence tirhes.

F,(t) Breakthrough curve valoe for radionuclide n at time t.

fai fraction of pathway fluid flow occurring in the ith flow mode.

o Dispersivity for flow mode i in a pathWay L)

Aj' Poisson transition rate for the jth flow mode of a pathway [L7].

Jin(® Cumulative probability distribution for travel time of radlonuchde nin flow
mode j.

L initial length traveled by a radionuclide in flow mode i [L].

L, pa’ehyvay length [L].

Ap fractional change in parameter p.

prev New value for pai‘ameter p-
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pM Old value for parameter p.
r(0,1) _ Uniformly distributed random number between 0 and 1.
R, retardation parameter for radionuclide n.
t Average travel time for a particle in a pathway [t].
At RIP time step interval (e.g., 100 years) [t]. -
5t residence time for pathway cell i [t].
ty; left endpoint for time interval about pathway cell j [t].
t, travel time for radionuclide n along a pathway.
t right endpoint for time interval about pathway cell j [t].
p.i mean value
-Vi Average linear fluid velocity for flow mode i [L/t].
~— Wi, Mass distribution coefficient for pathway cell i and radionuclide n.
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5. DISRUPTIVE EVENTS COMPONENT MODEL

5.1 Introduction

As pointed out in Chapter 2, the RIP integrated performance assessment model is
essentially a radionuclide transport model, consisting of a series of inter-connected, coupled
component models with input/output relationships for radionuclide transfer. The two
major component models describe 1) waste package behavior and radionuclide release; and
2) transport pathways to the accessible environment. The third component model
dlsruphve events, acts to modify the behavxor of the other two components

The purpose of this chapter is to describe the structure of the disruptive event component
model. The general methodology and assumptions incorporated into the software are
presented in detail, and application of the computer program is discussed.

As described in detail in Chapters 3 and 4, RIP is structured such that waste package
behavior or transport pathways can be simulated independently. Each of these two
modules produces its own set of output results. The dlsruptlve events module, however,
only acts to modify the waste package behavior and/or the transport pathways models,
and therefore is not structured to be run separately. Because the disruptive events module
acts to modify the behavior of the other two modules, it is recommended (although not
essential) that the reader acquire an understanding of the manner in which waste package
behavior and transport pathways are simulated in RIP prior to reading this chapter.

The basic RIP computational algorithm described in Chapters 3 and 4 is deterministic. That
is, the computatlonal algorithm simulates a single system realization (i.e., the behavior of the
repository system given specified values or time histories of model parameters) However,
uncertainty in both the model parameters and the component models themselves is
explicitly included in the integrated stochastic model. Due to the inherent uncertainties
resulting from our lack of knowledge, many of the parameters will be represented by
probability density functions (pdf's). The integrated model uses the Monte Carlo method
to sample these distributions and simulate a large number of random system realizations
(using the deterministic model) in order to determine probability distributions of measures
of site performance (e.g., cumulative release, transport time). This chapter will describe the
manner in which disruptive events are incorporated into this scheme.

Section 5.2 provides an overview of the disruptive events modeling approach. Section 5.3
describes how disruptive event occurrences are selected and defined. Section 54 then
specifically describes how disruptive event consequences are defined. Section 5.5 summarizes
the disruptive events computational algorithm. Section 5.6 provides a summary discussion
of the required disruptive event input parameters. Finally, Section 5.7 contains-a glossary
of terms used throughout Chapter 5. This glossary is included as an aid to the reader to
aveid confusion with regard to terminology.
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5.2 Overview of Disruptive Events Methodology

The RIP integrated performance assessment model explicitly incorporates two types of
uncertainty:

. uncertainty regarding the parameters describing the behavior of the repository
system under a specified set of expected present and future conditions.

e . uncertainty regarding the occurrence and consequences of "disruptive events"
which change conditions and influence system parameters.

" The first type ‘of uncertainty is explicitly inicluded in the waste package behavior and
transport pathways models by treating the model parameters representing these processes
as uncertain (i.e., represented by distributions which are randomly sampled each Monte
Carlo system realization). That is, processes (such as container corrosion, heating and
cooling of the waste packages, failure of borehole walls, and migration of radionuclides
through fractures or faults) are treated explicitly in the waste package and transport
pathways models..

The second type bf uncertainty is represented by the disruptive events component model
‘described in this chapter. Disruptive events are defined here as discrete perturbations of the
repository system. That is, disruptive events are discrete occurrences which have some
quantifiable effect on the processes described by the other two component models. Note
that discrete is a relative term, and does not necessarily imply instantaneous. Given the
long time scales of interest (10,000 years or more), something taking place over a period of
100 years could be considered a discrete event. Examples of disruptive events under this
definition include volcanism, faulting, and human intrusion. In general, the disruptive
events component model is intended to represent relatively rare occurrences. Events that
occur continuously throughout the time period of interest are more efficiently modeled as
processes within the other two component models.

Note that climate change is not treated as a disruptive event, since this is a process which
occurs gradually, and some sort of climate change is expected in the future (although the
actual nature of the change is uncertain). Climate change (and the corresponding changes
in environmental conditions such as water table elevation and infiltration rate) can be
treated explicitly in the transport pathways and waste package behavior components.

As discussed by NRC (1990), there are two general approaches for analysis of the
uncertainties listed above. The first approach (referred to here as "simulation") consists of
incorporating all uncertainties directly into the models and data bases describing the
repository system. The second consists of developing and separately simulating "scenarios",
which explicitly represent alternative ways in which the repository environment might.
change in the future. Each scenario may require a different conceptual and computational
model for simulating the performance of the repository system. Most analyses use a
combination of the two approaches (e.g., Bertram-Howery et al,, 1990). The differences .
between the approaches are not severe, and both simulation approaches and approaches
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which explicitly incorporate scenarios can be designed to produce results that are
essentially equivalent. A more detailed discussion of the two approaches is presented in
Appendix B.

The RIP model takes the first approach (simulation) and explicitly incorporates all
uncertainties directly into the component models and parameters, using a Monte Carlo
method to sample parameters describing both processes and events. That is, RIP creates a
time history of disruptive events (and other system parameters) for each Monte Carlo
system realization of repository performance. Because model parameters are described
stochastically, each realization produces a different time history of events and processes.
The integrated model is designed such that it can simulate all combinations of model
parameters and time histories which might be realized.

As will be described below, a given disruptive event will have associated with it one or
more consequences. That is, a disruptive event has specific effects on waste package
behavior and/or radionuclide transport in pathways. These consequences can be treated
stochastically. For example, if a certain disruptive event has the effect of disrupting a
number of waste packages (i.e., instantly failing container and cladding), the actual number
of waste packages which are affected could be a stochastic parameter.

Figure 5-1 schematically summarizes the relationships between the three component
models and the model parameters within RIP. The first type of uncertainty discussed
above (parameter uncertainty) is represented by the stochastic model parameters which
control the waste package behavior and transport pathways models. The second type of
uncertainty discussed above (events) is represented by the disruptive events model, which
can directly affect the other two component models and/or their parameters. Note that the
disruptive events model also has stochastic input parameters.

The following threé sections describe the selection and description of the disrupﬁve events,
specification of disruptive event consequences, and a summary of the computational
algorithm by which the occurrences and consequences are incorporated into the integrated
model. )

5.3 Selection and Description of Disruptive Events

Figure 5-2 illustrates the set of all conceivable disruptive events that could occur at a
proposed geologic repository such as Yucca Mountain. Only a small portion of these
events can be considered cradible. A credible event is defined as an event possessing a
significant probability of occurrence at the site over the time period of interest. According
to the current U.S. regulations (40 CFR, Part 191, App. B), performance assessments need
not consider events or processes that are estimated to have less than one chance in 10,000
of occurring over 10,000 yrs {i.e., an occurrence rate of 10 yrl).
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Likewise, only a portion of the conceivable events at Yucca Mountain can be considered to
be events of consequence with respect to the performance of the repository. As illustrated in
Figure 5-2, the disruptive events of interest are formed by the intersection of these two
groups: those events that are both credible and of consequence. These are referred to here
as significant events. It is the significant events that are explicitly considered by the
disruptive events model. Identification of a complete set of significant events is a critical
data input requirement for the model. The process by which a complete set of significant
events can be identified is discussed in detail by others (e.g., Cranwell et al., 1990;
Guzowski et al,, 1990). A preliminary list of anticipated disruptive events for the Yucca
Mountain site consists of the following three items: 1) seismic activity/faulting; 2) volcanism;
and 3) human intrusion. This short list is based on the results of a preliminary workshop
attended by a number of project scientists in August 1991 in GAI's Redmond, Washington
office, and is presented here only for purposes of illustration (Golder Associates, 1991b).

RIP assumes that all disruptive events can be simulated as Poisson processes. Events
described using a Poisson distribution are assumed to occur singly and independently, and
the probability that an event will occur in a short time interval is proportional to the length
of the interval (Cox and Miller, 1965). '

Note that the assumption of independence of events is not strictly accurate in all cases.
The occurrence of some events (e.g., faulting) may be related to the time period since a
faulting event has previously occurred. Although the model could be modified to handle
such a dependence, given the various uncertainties involved in the input parameters, a
simple Poisson representation was considered to be adequate for the present purposes.

The Poisson process is described by a single parameter, A, the rate of occurrence, which has
units of time™. 1 is the expected number of occurrences per unit time.

The probability that x events will occur during a time interval at is given by the following
expression:

e p*

(5.1)
x!
where
W= dat 52)
The Poisson distribution also has the property that the intervals between events are
independently distributed with the exponential probability density function:
by e—)\t (5.3)

In the RIP model, each event is defined by an occurrence parameter (i.e., an identifier for that
particular event). The value of the occurrence parameter is internally computed by the
mddel during each system realization as a function of the rate of occurrence. In particular,
the occurrence parameter is computed every time step during a given system realization,
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taking on a value of 1 if the event has occurred that time step and a value of 0 if it has not
occurred (based on Equations 5.1 through 5.3).

A particular event can be specified such that it can, by definition, only occur once (i.e., it
may not make sense physically for the event to occur more than once). The event is still
represented by a Poisson process, but only two states are defined in any given realization
at a given time: either the event has occurred, or it hasn't occurred. Once the event occurs,
it is not allowed to reoccur.

In addition to the,,vl"a'te'of occﬁrrence, };,_ahd speciﬁcaﬁot} of whether the event can reoccur,
each disruptive event can also be assigned one or more descriptor parameters. Descriptor

__parameters are stochastic parameters which define the characteristics and magnitude. of the

event. Descriptor parameters are defined by the user for each disruptive event and are
realized (i.e., a specific parameter value is randomly chosen from its distribution) whenever
a disruptive event occurs. They are intended to be simple descriptive parameters which
define the event, and can be used to quantify event consequences. For example, the
descriptor parameters for a human intrusion/drilling disruptive event might be the number
of boreholes drilled, and the deepest pathway (i.e., formation) intersected. For a volcanic
event, the descriptor parameters might be the length and width of the dike, and where it is
located with respect to the repository. v :

5.4 Specification of Disruptive Event Consequences
Consequences of disruptive events are specified in two ways:

. by conseguence parameters which describe the magnitude ofa specific set of
internally-defined (i.e., hard-wired into the model) discrete responses; and

. by explicitly identifying model parameters (describing waste package behavior
and/or radionuclide transport through pathways) which are functions of
disruptive event occurrence and descriptor parameters.

The first type of consequence represents discrete responses to the event, such as the
disruption of some waste packages. The second type of consequence represents long-term
effects on the repository system (e.g., changing the hydraulic gradient in the saturated zone,
raising the water table, opening a new transport pathway).

Each of these two types of consequences is described in detail below.

5.4.1 Discrete Response Consequences

For each disruptive event, there are four types of internally-defined disruptive event
consequences which describe discrete responses:
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1) The radionuclides in a number of waste packages are moved directly to the accessible
environntent. It is assumed that the inventory released from each package is equal to
the inventory of an unfailed container at the time of the event. The consequence
parameter is the number of waste packages affected.

2) The radionuclides in a number of waste packages are moved directly to a speczﬁed pathway
(e.g., the saturated zone). It is assumed that the inventory released from each package
is equal to the inventory of an unfailed container at the time of the event. It is also
assumed that all of the waste package s inventory is immediately released to the
pathway (i.e., the waste package is completely disrupted during the movement and

" the contents are not limited by any alteration, dissolution, or mass transfer processes

- - at the waste package). The consequence parameters are-the number-of waste
_ packages affected, and the pathway to Wthh they are discharged.

3) A number of waste packages are disrupted in place. It is assumed that the cladding (or
pour canister) instantaneously fails with the container. The consequence parameter
is the number of waste packages disrupted. The exact manner in which this
consequence is implemented in the RIP algorithm, and the resulting approximations
involved, are discussed in detail in the RIP User's Guide.

4 A poftion of the mass (previously released from the waste packages) contained within a
path is immediately discharged to the accessible environment. The consequence parameters
are the mass fraction discharged from each selected pathway.

Note that the consequence parameters mentioned above can be represented stochastically.
Furthermore, they can be described as functions of the descriptor parameters. For example,
the number of waste packages disrupted by a drilling event could be described as a
function of the number of boreholes. Of course, if a particular event does not produce one
of the consequences outlined above, the appropriate consequence parameter is simply set
o zero.

5.4.2 Consequences Which Modify Waste Package and Transport Pathways Parameters

In addition to the four consequences described above, which are exphcxt]y included in the
model, it is also possible to directly influence parameters defined in the waste package and
transport pathway modules, and this capability can be used to specify long-term
consequences. A general discussion of the manner in which model parameters can be
directly modified by disruptive events is summarized below. The precise manner in which
the user can specify this dependence requires an understanding of the user-interface
software, and is described in detail in the RIP User's Guide.

The user interface was designed to specifically incorporate user-defined sensitivities to
disruptive events when defining parameter values. In particular, for any independent
parameter (i.e., a parameter which is not described as a function; it must either be a
stqchastic or a constant), the user can directly specify the parameter's sensitivities to specific
disruptive events. The user simply defines how the current value of the parameter is to be
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modified should a particular disruptive event occur. The parameter of interest is modified
by a user-defined influence parameter. An influence parameter can either replace, multiply, or
be added to the original parameter value. This influence parameter may, in turn, be defined
as a function of event descriptor parameters or occurrence parameters.

This capability is best illustrated by example. Suppose a magmatic intrusion disruptive
event (represented by the occurrence parameter MAGMA) can have the effect of creating a
dike which increases the hydraulic gradient in a saturated zone transport pathway
(represented by the transport pathways model parameter GRADSZ). Assume that the user
wants to specify that the magnitude of the gradient change is proportional to SIZE, which
is a descriptor parameter for the event, describing the size of the magmatic intrusion (the

- constant-of proportionality-being 0.001).

The user could simply define the sensitivity of GRADSZ as follows:

if disruptive event MAGMA occurs, modify GRADSZ such that
GRADSZ = GRADSZ + MAGMOD, where MAGMOD = 0.001 x SIZE

MAGMOD is the user-defined influence paraméter, described here as a function of the
descriptor parameter SIZE. GRADSZ would retain the modified value for the remainder of
the realization. If a second magmatic intrusion (or any other event which affected
GRADSZ) occurred at a later time in the realization, the value of GRADSZ would once
again be updated. Note that SIZE is realized every time a magmatic event occurs.

Since the influence parameter can be defined as any complex function, this representation
can be quite powerful. A detailed description of the parameters module of the user's
interface is provided in the RIP User's Guide).

5.5 Disruptive Events Computational Algorithm

A simplified summary of the computational algorithm for RIP, emphasizing the disruptive
events portion of the model is presented below in Figure 5-3.

Within the loop of Monte Carlo realizations, the algorithm steps through time simulating
waste package behavior and radionuclide transport pathways. If an event occurs during a
given time step, event descriptor parameters, consequence parameters, and influence
parameters are realized, and affected system parameters are modified prior to simulating
waste packsge behavior and transport through pathways for the time step.

At the end of the simulation time, the performance parameters for the current realization
(e.g., cumulative release to accessible environment) are computed and saved. The
algorithm then returns to the top and simulates another system realization. As discussed
in Chapter 2, after an appropriate number of system realizations are simulated, the results
are combined (e.g., into a CCDF) and analyzed.
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5.5.1 Monte Carlo Sampling Algorithm

Completely random Monte Carlo sampling could require a very large number of system
realizations to statistically represent the range of system parameters and event occurrences,
and this could prove to be computationally prohlbmve The RIP model, therefore, is
structured to carry out the Monte Carlo sampling in a intelligent manner to increase
efficiency. As pointed out in Section 5.1, RIP explicitly incorporates two types of
uncertainty: 1) uncertainty regarding the parameters describing the behavior of the
repository system under a specified set of expected present and future conditions; and 2)
uncertainty regarding the occurrence and consequences of disruptive events which change
conditions and influence system parameters. Both of these uncertainties can be sampled in

-a.biased -manner (using importance- samphng) to reduce-the number of realizations '
required.

This is illustrated schematically in Figure 54, which shows the set of all possible futures for
the repository system. The RIP Monte Carlo sampling algorithm can be intentionally
biased towards realizations in which disruptive events occur, and realizations at the
extremes of the input distributions. The results of the realizations sampled in this manner
are subsequently weighted in an appropriate manner before they are combined. This
produces better resolution of the high-consequence, low probability "tail" of the results
distributions. This can be combined with a stratified (Latin-Hypercube) sampling approach
to further improve the efficiency. The importance (and stratified) sampling algorithms are
discussed in detail in Appendix C. :

5.6 Summary of Required Input Parameters

-

The first, and perhaps most difficult task in attempting to simulate disruptive events at the
repository is to develop a list of events which are both credible and of consequence with
respect to repository performance. The selection procedure must be designed such that the
completeness of the set can be demonstrated (in as much as that is possible). As pointed
out in Section 5.3, the procedures recommended for carrying out such an exercise have
been documented by others.

Once this list has been developed, the RIP model requires specific input for each defined
event. The required input for describing the disruptive events is straightforward and is
summarized below.

. Ratz of occurrence for disruptive event. This represents the expected number of
oClurrences per unit time. '
. Can the event reoccur? A partlcular event can be specified such that it can, by

definition, only occur once.
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. Event descriptors. These are user-defined parameters which are intended to be
- simple descriptive parameters which define the event, and can be used to
~quantify event consequences. For example, the descriptor parameters for a

human intrusion/drilling disruptive event might be the number of boreholes
drilled, and the deepest pathway (i.e., formation) intersected.

. Discrete response consequences. There are four discrete response consequences
defined by the model. These describe instantaneous, discrete consequences of
‘the disruptive event: :

1) - ~the-rumber of waste packages whose contents are 'inunediatély
moved directly to the accessible environment.

2)  the number of waste packages whose contents are immediately
moved directly to a specified pathway (i.e., the saturated zone).

3) " the number of waste packages which are immediately disrupted in
p]ace

4)  the fractlon of the mass in any spec1f1ed pathway (e.g., the
_unsaturated zone) which is immediately discharged to the
accessible environment.

Note that these responses can be defined as functions of event descriptors.

. Long-term consequences. Long-term consequences of the event can also be
defined. These are specified by defining the sensitivity of selected model
parameters to disruptive events in terms of an influence parameter. If the
particular event occurs, the user-defined influence parameter can replace,
multiply or be added to the original parameter value. Model parameters
which could be affected by disruptive events might include the hydraulic
gradient in saturated zone, the water table elevation, or the fraction of mass
released from waste packages which is partitioned into a given transport
pathway. Like the discrete response consequences, the long-term consequences
can also be defined as a function of event descriptors.

Specifying input for the disruptive events component model is discussed in more detail in

the RIP User's Guide.

5.7 Disruptive Events Glossary

consequence paravieter - a parameter which describes the magnitude of one of a specific set
D of four internally-defined discrete instantaneous responses to a
N . disruptive event.
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credible event -

descriptor parameter -
disruptive event -

influence parameter -

occurrence parameter -

system realization -
scenario -

significant event -

an event possessing a significant probability of occurrence over the
time period of interest. This document uses as the definition of
“credible” that provided.by 40 CFR, Part 191, App B, which states
that only events with an occurrence rate greater than 10 yr? need
be considered.

a user-defined parameter which provides a simple description
(quantification, characterization) of a disruptive event, and can be
used to quantify event consequences.

discrete perturbations of the repository system which have some
quantifiable effect on waste package behavior and/or transport of

‘radionuclides.

a user-defined parameter which replaces, is added to, or multiplies
a specified parameter value when a disruptive event occurs. This
provides a means for representing long-term effects of disruptive
events.

the identifier for a disruptive event which automatically takes on
the value of the number of event occurrences during the present
model time step.

simulation of the repository system given a value (or time history)
for each parameter and event occurrence.

an explicit representation of an alternative way in which the
repository might perform in the future.

an event which is both credible and of consequence with respect to
repository behavior. It is the significant events which are explicitly
considered by the disruptive events model.
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6. THE RIP STRATEGY EVALUATION MODEL
6.1 Basic Concepts

The previous chapters have described in some detail the RIP performance model.
However, RIP is also capable of a higher order of modelling, strategy modelhng, which is
described in this chapter.

The strategy evaluation model was discussed in general terms in Sections 1 3 and 24.
Additional details are presented in this chapter. =

As discussed in Section 2.4, a 'strategy', as_used.in RIP, refers to a set.of activities or .
elements which are intended to be carried out in order to develop a better understandmg
of a proposed repository system. The elements of a strategy represent actlvmes such as the
following;:

. A test or set of tests which are intended to provide additional information
about one or more of the parameters that define the performance model. Note
that such tests do not always measure the affected RIP parameter dlrectly, and
may often measure it indirectly.. o .

. Development of an improved model wl’uch w1ll reduce overall model
uncertainty. For example, such an activity could consist of developing and
making a number of runs of an improved lower-level model of a subsystem.
The result might be a modified component model in RIP, or improved RIP
parameter precision, or a reduced model-error level.

. Construction of an infrastructure element (eg. a borehole, or a road), or
completion of a required procedural activity such as acquiring a license.

RIP's strategy module allows the user to define strategies, and to evaluate their
effectiveness by examining probability distributions of three specific results:

. the cost of the strategy
. the duration of the strategy
. the strategy's likely effect on the performance model’s predictions.

Each of these three types of result is evaluated by RIP as a stochastic variable. Thus, RIP
provides the user with probability distributions for the overall cost and duration of a
strategy. Similarly, RIP provides the user with probability distributions for what the
performance-measure distributions may look like after the strategy is carried out. This last
item can be a confusing one, because it represents our probabilistic estimate now of what
our probabilistic performance estimates will be in the future.
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Figures 6-1 and 6-2 show the form of these results. Figure 6-1 shows typical cost and
duration probability distributions. Figure 6-2 shows an example of the current probability
distribution for system performance, plus confidence bounds for the distribution after the
characterization strategy is executed.

The issue of uncertainty in the cost and duration of a strategy is an important one. While
it would be convenient to be able to plan with confidence about the necessary costs and
time, in reality neither science, politics, nor regulatory bureaucracy is subject to control by
the agency attempting to develop the repository. The RIP strategy module contains what
is, in effect, a version of the Critical Path Method which incorporates uncertainty.

The general.concepts discussed-above are best-explained by-considering a-simple example.

6.1.1 Strategy Evaluation Example

Consider the following simplified example: suppose our current RIP model showed a 90%
likelihood of acceptable performance by the repository system. The performance hinged on
a single critical issue, which was the possible existence of an undetected fault near to the
repository. There was a 10% likelihood that a fault existed, and its existence was necessary
and sufficient to cause unacceptable performance of the repository. '

A strategy of extensive test drilling was defined for this problem. The drilling would be
definitive, so that if the fault existed it would definitely be found. However, the drilling
and data evaluation program would be costly and protracted.

The RIP strategy module for this stratégy would provide appropriate estimates of the cost
and time distributions to carry out the drilling, and would show a likelihood of 90% that
subsequently the performance model would show the site was definitely suitable, and a
likelihood of 10% that it would be definitely unsuitable.

An alternative program might be proposed, however, which while being significantly
quicker and cheaper would be less definitive: it would reduce the uncertainty about the
fault by one order of magnitude, so that there would be a 9% confidence in the test result.
For this strategy, RIP would show a 90% likelihood that the end product would be a 9%
confidence in the site, and a 10% likelihood that the end product would be a 1%
confidence in the site. '

Depending on the regulatory level of confidence required (‘compliance criteria"), and the
available cost and time, one of the above two strategies would be preferable. For the
second strategy, it might be optimal to plan to reduce the residual 1% uncertainty during a
'performance confirmation' phase subsequent to construction of the repository.

If the real world were as simple as the above example, RIP would not be needed.
However, in more realistic situations where there are hundreds or thousands of
parameters, which have greater or lesser impact on performance, and where few tests are
definitive, the situation can be much more complex. It is here that RIP's strategy module

S’
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can be valuable, allowing the user to compare and contrast alternative strategies, which
may themselves be quite complex, in order to develop an optimal approach.

6.2 Development of an Activities Database

As discussed in Section 1.34, the RIP strategy module requires the user to construct an
activities database. Each entry in the database contains the following information:

. An identifier for the activity.
e A description of the activity.

. The duration of the activity. The duration may be entered as a constant, as a
stochastic value, or as a function of other parameters.

e The cost of the activity. The cost may be entered as a constant, as a- stochastlc
value, or as a function of other parameters. In partxcu]ar, the cost may be a
function of the activity's duration.

. A list of any required precedent activities. For each precedent activity, either
the start or finish of the current activity can be constrained by the start or
finish of the precedent activity, with a user-entered time-lag. For example, an
activity could be constrained such that it could not start until three months
after its precedent activity finished. i

. A list of all performance -model parameters which would be affected by the
activity, and the amount of new information about the parameter that would
be generated by the activity. The definition of the measure of new information
is discussed below in Section 6.3.

6.3 Updating - Simulating the Effect of New Information

The process of updating prior knowledge based on new test results is simulated in RIP,
using an algorithm that captures in a simple way what is in fact a very complex process.
In RIP, the prior knowledge is expressed in each stochastic parameter‘s original probability
distribution. The prior knowledge input will normally have come from elicitations of one

or more expzris in the area, based on reviews of experimental data and available modelling
results.
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RIP's algorithm for updating is based on Bayesian updating of a parameter. Bayes'
theorem states that, for some particular value x of parameter X:

_ P& pixf)
i = ZEPA
PG
where
p'x) = updated probability of x;
px) = current probability of x; - _ , S
p(x|x) = probability of test result x, given that x was the true value; and
pix) = current probability of test result. :

The updated distribution is often referred to as the 'posterior’ distribution. Note that the
test result does not have to be a measurement of X itself: the test need only measure some
value that is affected by the value of X. For example, the parameter X might be the annual
precipitation at a site, whereas the test might measure the moisture content in the soil. A
considerable amount of additional information, plus some modelling, would be needed to
derive the relationship between soil moisture content and precipitation.

Figure 6-3 shows graphically the process that RIP uses to simulate updating. Itis
essentially a two-step approach to updating: 1) first RIP simulates (by Monte Carlo
sampling) the value of x implied by the test result, Xy and 2) then it computes an updated
(‘posterior’) distribution for X. -

The user is required to define a term called the test standard deviation, which represents the
level of uncertainty in the test-generated estimate X;. The test standard deviation is input
in a normalized form as a multiple of the prior standard deviation of X. For example, if the
prior probability distribution of a rock property was based on 16 samples, and a test was
planned which would evaluate 9 more samples, the test standard deviation would be 1.33
of the prior (because the standard deviation of a sample mean varies inversely with the
square root of the number of samples). If the new test was to evaluate 100 samples, the
test standard deviation would be 0.4 of the prior's.

Hence, a test standard deviation greater than one implies that the test provided a smaller
amount of information than the prior, a test standard deviation equal to one implies that
the test provided an amount of information equal to that currently suppied by the prior,
and a test standard deviation of less than one implies that the test provided a larger -
amount of information than the prior. A test standard deviation of 0 implies that the test
was definitive: there would be no remaining uncertainty after the test.

RIP generates a value for x, by randomly realizing the "true' value of X (based on the prior

distribution), and then randomly realizing the test result X, based on the true value and the
test standard deviation. The process of Bayesian updating of the prior distribution for X is
then carried out.
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The probability distribution of x, uses a normal distribution. The updating process also
uses a normal distribution, in order to compute the 'probability of the test result if x was
the true value'. This distribution is evaluated for a series of values x;, using logic similar to
that described above, and is used to evaluate the likelihood of having seen x, if the real
result was x;. Regardless of the form of the prior distribution of X, the output is a 10-point
‘cdf' cumulative distribution. The range of the output distribution is the same as the prior,
and the internal points are arranged so as to best represent the true shape of the
distribution's curve.

In order to gain computational efficiency, RIP short-cuts calculating the denominator in
- Bayes' theorem by simply normalizing the posterior distribution to have a total probability
of unity. This is a valid approach which does not affect the result.

6.4 Strategy Evaluation Results

6.4.1 Strategy Cost and Time Distributions

Probability distributions for cost and elapsed time can be displayed for any stage of the
strategy. These distributions are developed by Monte Carlo realizations of the entire
strategy, using the methods described elsewhere in this report. These displays are available
from the RIP module in which the user defines the strategy activities.

6.4.2 Effect of a Strategy on a Parameter

Within the parameter-editing portion of RIP it is possible to evaluate the sensitivity of any
stochastic parameter or function of stochastic parameters to the selected strategy. The
result is displays of probability distributions of different quantiles (eg, the 0.9 exceedance
level) for the parameter subsequent to carrying out the strategy (in a form similar to that of
Figure 6-2).

The results are developed by repeatedly executing the strategy and doing Bayesian updates
of all the affected parameters from their prior probability distributions. The probability
distribution of the parameter being studied is evaluated using the updated distributions,
and the different quantiles (0.01, 0.1, 0.5, 0.9, 0.99) are evaluated and saved. After a number
of repetitions of this process, it is possible to develop the distributions of each quantile
subsequent to carrying out the strategy. ' ' :

6.4.3 Effect of a Strategy on Performance Assessment Results

Within the RIP post-processing module (see Section 2.4.1), the user can evaluate the effect
of the proposed strategy on any of the performance results calculated by RIP. This
evaluation is made not by re-running the back end, but by simply re-evaluating the relative

S
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likelihood of each previously-evaluated realization. In this way it is possible to rapidly
evaluate alternative strategies without the time-consuming necessity of re-running the back
end. The result of such an evaluation has a form similar to that shown in Figure 6-2.

6.5 Summary of the Strategy Evaluation Model

The strategy portion of RIP provides the second cornerstone of the GAI approach by
quantitatively integrating the performance assessment model with the characterization
activities. The strategy model is essentially a decision analysis shell around the
performance assessment model which allows the user to evaluate alternative site

-characterization strategies.

For any user-specified characterization strategy, RIP provides three outputs by which
alternative strategies can be ranked and compared:

. a probabilistic estimate of cost;
o a probabilistic estimate of duration; and

. a probabilistic evaluation of the predicted site performance resulting from
implementation of the strategy.

Computation of the first two outputs is straightforward, and consists of simply integrating
within a Monte Carlo framework the cost and duration estimates for the individual
activities, taking into account any precedence requirements. The third output relies on
subjective assessments by experts of the extent to which model parameter uncertainty will
be reduced by a particular activity. Given these assessments, along with the current state
of knowledge, RIP uses a Bayesian computational algorithm to simuJate how probability
distributions representing parameter uncertainty will change as a result of a particular
characterization strategy, and develops a probabilistic evaluation of the anticipated
repository performance. '
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. ABSTRACT

Typically, some degree of uncertainty exists in the senarios and value of parameters at any
site (e.g., due to insufficient data, natural spatial variability, or possible changes with time).
Often, this uncertainty must be quantified (e.g., in terms of probability distributions that
express the relative likelihood of any value). Because of inevitable data base deficiencies,
those probability distributions must be based to some degree on subjective assessments,
reflecting personal opinions and judgement, consistent with all available information (site-
specific and generic) and recognizing the entire range of possible values. Subjectively
derived probability distributions can represent the opinions of individuals or of groups.
There are problems associated with either, which, if uncorrected, render the results suspect
and difficult to defend. Various techniques have been developed to conduct subjective
probability assessments with varying effort and success in mitigating such problems. Thus,
the appropriate technique is that which provides the desired level of defensibility at least
cost.

INTRODUCTION

Various scenarios can occur at a site, and the associated parameters are often complex,
varying spatially and, in some cases, with time, as a function of scale and possibly other
factors. The scenarios and values of parameters must often be estimated (e.g,, for analysis
and design). However, data bases regarding these scenarios/parameters, in many cases,
will contain a small number of samples and inexact representation of the true conditions,
because of the cost involved in gathering representative data. Scenarios/parameter values
cannot be determined accurately in such cases where the data base is statistically
insufficient. Instead, the scenarios/parameter values must be estimated based on whatever
information is available, including generic as well as site-specific data. Those estimates,
depending on their application, may represent conservative assumptions (e.g., to
demonstrate compliance with some criteria) or best guesses (e.g., to predict actual
performance of alternatives as input to decision making). Such estimates must necessarily
incorporate interpretations and judgements regarding the data base, which are subjective
and in many cases non-unique, and thus may be open to controversy. Controversy can
significantly delay a project and cause unnecessary expense, especially if an ultra-
cQnservative assumption results. Hence, the objective is to cost effectively produce
appropriately defensible estimates of scenarios/parameter values where significant
uncertainty exists and must be subjectively assessed.

N \—/ .
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Many examples of such uncertainty analyses existl. This paper is derived from a detailed
manual developed by the author specifically for conducting subjective probability
assessmenftsz.

UNCERTAINTY/PROBABILITY CONCEPTS

Variables can represent 1) the state at a particular place and time, or 2) where the state
may vary spatially and/or temporally, a group statistic (e.g., mean or variance of the
population). The variables, in either case, would have a unique value. Moreover, such
variables may be "continuous” (i.e., each may have an infinite number of possible states) or
may be "discrete” (i.e., each may have a finite number of possible states). ’

"Often, the state of a variable has not been directly and accurately observed, and there will
generally be some uncertainty as to what the state of that variable actually is, was, or will
be. The possible sources of this uncertainty can be summarized as follows?:

. Statistically insufficient data: In direct observations of a variable state,
measurement errors (random or systematic) and accuracy limitations may exist.
Where the state has not been directly observed, it must be inferred (e.g.,
interpolated, extrapolated, or analytically derived) from other information. In
analytically deriving a variable state from other site- and time-specific
measurements, there may be imperfect understanding regarding the processes
involved and approximations and simplifications in the analytical procedure.
The applicability of indirect observations in the inference of the variable state
must be considered. In assessing group statistics, there may not be enough
data to be statistically significant or the data may not accurately represent the
population (i.e., biased sampling).

. Natural spatial and/or temporal variability: The variable state may vary
spatially or temporally (i.e., change with time) or both. For example, the space
may not be homogeneous and uniform, and may instead have heterogeneities,
or the variable state may be affected by future events that cannot be predicted
with certainty. In interpolating or extrapolating from observations (direct or
indirect) elsewhere and/or at other times, this spatial or temporal variability
and the effects of heterogeneities and of events and processes (both past and
future) must be considered.

The uncertainty in the actual state of a variable can be quantitatively expressed in various
related ways (e.g., ranges, accuracy measures, confidence levels, or probability

distributions)®. As illustrated in Figure 1, probability distributions can be defined for:

° Discrete variables (Figure 1a), in terms of a probability mass function (pmf),
which expresses the probability of each possible variable state.

. e Continuous varizbles (Figure 1b), in terms of:
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- probability density function (pdf), which expfesées the relative likelihood of
each possible variable state; and/or

- cumulative distribution function (cdf), which expresses the probability that
the variable state will be less than or equal to each possible variable state..

Group statistics (Figure 1c), in terms of pdfs and/or cdfs for:

- mean (p,), first moment about zero; . .

- variance (0,2), second moment about the mean; _

- standard deviation (a,), square root of the variance; and/or
- other higher moments of a distribution.

Multiple variables (Figure 1d), in terms of:

- joint pm#/pdf, which expresses the probability or relative likelihood of each
possible combination of discrete or continuous variable states actually
occurring; :

- margihal pmf/pdf, which expreééés the prol;ability or relativé-,likélihood' of
each possible state of one variable actually occurring, regardless of the state of
the other variable;

- conditional pmf/pdf, which expresses the probability or relative likelihood of
each possible state of one variable actually occurring given the state of another
variable; and/or

- covariance function/correlation coefficient, which expresses the relationship of
the state of one variable to the state of another variable (including spatial and
temporal correlation).

INDIVIDUAL PROBABILITY ASSESSMENT TECHNIQUES

The potential problems associated with a single individual subjectively developing
probability assessments include the following?: .

Poor quantification of uncertainty: The assessor might not express uncertainty
in a self-consistent or proper fashion. It has been shown?* that people not -
trained in probabilistic analysis typically have problems in accurately
quantifying their uncertainty. For example, if someone expresses a 90% ~ .

probability or level of confidence that something will happen, it should happen o

nine out of 10 times on the average under similar circumstances. However,
typically when verified, it has been shown that the event happens much less
than nine (more like five) out of 10 times.

Poor problem definition: The parameter for which the value is to be assessed
might have been ambiguously defined so that the basis of the assessment
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might not be correct. For example, in assessing the value for hydraulic
conductivity with respect to groundwater flow through the site, the scale
(large-scale averages versus small-scale laboratory values) might not have been
specified. - '

o' Unspecified assumptions: The assessor might not specify (or even be aware
of) the assumptions which underlie his/her assessment so that the conditional
nature of the assessment might not be apparent. For example, the assessor
may have assumed porous flow through the rock mass rather than considering

" flow through intersecting fractures in assessing the value for average hydraulic
~ conductivity with respect to groundwater flow through the site.

= o’ Uncorrected biases: The assessor might not specify (or even be aware of)

" biases ‘which underlie his/her assessment, so that the assessment does not

" accurately reflect the assessor's knowledge. Biases fall within various
categories:

- "Motivational”, where the assessor's statements and conscious beliefs are
© ' inconsistent. Motivational biases, in turn, can be categorized as follows:

*  '"Management" bias refers to the assessor's possible view of an

' uncertain variable (e.g., as an objective rather than an uncertainty).
For example, if the objective is to achieve a low groundwater flow
through the site, then the average hydraulic conductivity may be
understated.

* "Expert" bias refers to a possible reaction that the assessor may
have to being considered as an expert. The assessor may feel that
experts are expected to be certain of things. This bias tends to
promote central bias (i.e., a tendency for the assessor to understate
uncertainty). For example, the assessor may understate the range
in the average hydraulic conductivity of a specific site.

*  "Conflict" bias refers to a reward structure that might encourage
the assessor to bias the estimates high or low. For example, an
unethical assessor might understate the value of a significant
parameter (e.g., average hydraulic conductivity), if it was
personally beneficial (e.g., to make a project appear feasible).

"Conservative" bias refers to the assessor's desire to err on the safe
side. For example, if an event has an adverse impact, then the
assessor may want to avoid underestimating the probability of that
event (e.g., by consciously overstating its probability), thereby
bounding the assessment rather than truthfully estimating it.

- "Cognitive", in which the assessor's conscious beliefs do not reflect the
available information. Cognitive biases, in turn, can be categorized as
follows: ’
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"Anchoring” refers to the tendency of individuals to produce
estimates by starting with an initial value (suggested perhaps by
the formulation of the problem) and then adjusting the initial value
to yield the final answer. The adjustment is typically insufficient.
For example, the assessor might estimate the most likely value first
and then the range in possible values, where this estimated range
would probably be larger if assessed first.

"Availability" (or incompleteness) bias refers to the fact that if it is
easy to recall instances of an event's occurrence (e.g., the event had
some personal significance to the subject), then that event tends to

 be incorrectly assigned a higher probability. For example, if the

assessor had been involved previously with a high groundwater
flows, then the resulting assessment of the average hydraulic
conductivity would tend to be higher than without this experience.

"Base rate" bias (or lack of moderation, law of small numbers)
refers to the tendency of the assessor to focus only on specific

- information. Empirical evidence shows that assessors often tend to

attach less importance to general information. For example, if the
specific information is some recent data (e.g., the results of recent
field tests), then the importance of that information might be
overrated in the assessor's mind.

"Coherence and conjunctive distortions" refers to the tendency of
an assessor to not properly account for and combine all of the
components of a problem. For example, in assessing groundwater
flow where various parameters (e.g., average hydraulic
conductivity, gradient) must all be within specific bounds for the
flow to be acceptable, people seem especially prone to
overestimating the probability that the flow will be acceptable.

"Representativeness” refers to the tendency of an assessor to treat .
all information equally, even though it may not be statistically
representative. For example, intact rock (with low hydraulic
conductivity) may be more easily sampled than highly fractured
rock (with high hydraulic conductiviry) so that there is a larger
percentage of low hydraulic conductivities in the laboratory data
base than there is in reality. If this sampling bias was not
recognized, the average hydraulic conductivity might be
underestimated.

"Overconfidence" refers to the tendency of an assessor to
underestimate the uncertainty about the value of a parameter. For
example, the assessor might not recognize and properly account
for other possible values of the parameter.
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Imprecision: The assessor may be indifferent over a specific range of values,
so that there is some "fuzziness" in the assessments. For example, an
assessment of 20-30% probability that something will happen should be able to

" be refined further with additional consideration.

Lack of credibility: If the assessor cannot be considered an expert in the
technical field, the assessment (regardless of the other limitations) may lack
credibility. Such an assessment would not be defensible to other experts or,
often more importantly, to the public. For example, a recent graduate engineer
with little experience should not be making critical assessments alone.

As summarized in Table 1, the techniques available for eliminating. or\mmgatmg the
potential problems associated with developing individual subjective probability
assessments, include the following?:

Self-assessment: The sunp]est approach to developmg an individual subjective
probability assessment is "self-assessment™>5, where the analyst interprets the
available information and quantifies an assessment of the likely value and its
uncertainty. The rationale behind the assessment should be well-documented,
including a descnptlon of the available information and an evaluation of that
information, to enhance defensibility of such subjective probability assessments.
Although attractive because of its obvious sn’nplxmty, this method has
significant limitations:

- poor quantification of uncertainty;

- uncorrected biases and/or unspecified assumptions, possibly in spite of
documentation;

- imprecision; and

- lack of credibility, if the analyst cannot be considered an expert in the
technical field.

Informal solicitation of expert opinion: One of the most common methods of
developing an individual sub echve probability assessment consists of "informal

- solicitation 'of expert opinion'”#, where the analyst asks an "expert" to mterpret

the available information and quantify an assessment of the likely scenario or
value of a parameter, and its uncertainty. The defensibility of such assessments
is increased over self-assessment techniques due primarily to the increased
credibility of the expert involved. As for self-assessment, the expert's rationale
for the assessment should be well-documented, including a description of the
information available to the expert as well as the expert's evaluation of that -
information, to further enhance defensibility of subjective assessments.
Although generally an improvement over self-assessment techniques, due to
increased credibility, informal solicitation of expert opinion has similar
significant limitations, as well as increased cost and potentially poor problem
definition.



POTENTIAL PROBLEMS

TECHNIQUE Poor Poor Uncorrected Irhprecision Lack of - Group Expense

Quantification Problem Biases/ EERT g Credibility . Dynamics

of Uncertainty Definition Unspeciied L :

Assumptions PR ?

INDIVIDUAL . CE
Self Assessment ® O ® ® . _‘ NA (@)
Informal Solicitation ® o ® o « B NA 0
of Expert Opinion - oo
Calibrated Assessment ¢ [ ¢ ) ® o NA ¢ ]
Probability Encoding [0 O ¢ 0 NA 0
GROUP (BEHAVIORAL)
Open Forum @ o ) ® 0o ® ®
Delphi Panel o 0 o ® (’ (o) ®
Group Probability ) (¢ ] o
Encoding O o O 4 e '
Formal Group ' - v )
Evaluation o O O o ‘0 : ¢ :

®  Technique does not significantly mitigate potential problem
QD Technique partially mitigates potential problem
QO Technique effectively mitigates potential problem

Table A-1. Evaluation of Subjective Assessment Technidues

wmsn l ' - . o | | - |
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. Calibrated assessment: A systematic approach to developing an individual
subjective probability assessment is through the use of "calibrated
_ assessments™1!, where the assessor's biases are identified and calibrated, and
the assessments are adjusted to correct for such biases. Hence, two sets of
assessments are required:

- the assessor's assessment (e.g., through the informal solicitation of expert
opinion); and

-‘an assessment of the assessor's biases.

“The assessment of the assessor's biases can be ‘done éither:” subjectively by

- peers (i.e., in the same way as other subjective assessments), or objectively
through a set of experiments or questionnaires. The objective approach
typically consists of asking the assessor a series of questions for which the true
answer is available but unknown to the assessor. For example, the assessor's
identified biases can be corrected in the following way:

1. the assessor may be given a set of relevant data which does not include
the direct measurement of the parameter of interest even though such a
measurement exists;

2. the assessor estimates the parameter value based on the available data;

3.  the assessor's estimate is compared with the true value, as given by the
measurement; and

4. a correction or calibration factor is determined for the assessor, which
when applied to the assessor's estimate results in the true value.

Although, a general improvement over self-assessment or informal solicitation
of expert opinion techniques, due to the mitigation of some biases, calibrated
assessments entail similar significant limitations (even after calibration) as well
as increased costs and inherent difficulties in objectively determining calibration
factors for many of the scenarios/parameters of interest, since direct
measurements might never be available for verification and the calibration
factor may not be constant in any case.

. Probability encoding: The most systematic and defensible approach to
developing individual subjective probability assessments, but also the most
expensive, is "probability encoding"*, In probability encoding, analysts -
trained in probability theory elicit in a proper and self-consistent manner a
technical expert's assessment of the pdf of scenarios or a parametér value,
which expresses that expert's uncertainty in the value in quantified terms. This
is done in a formalized way” in five stages:

L motivating;
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2. structuring;

3.  conditioning; :
4.  encoding; and
5.  verifying.

During this process the analyst attempts to: » ‘
- train the subject to..broperquuantify. uncertainty;
- identify and minimize the subjeét's b_i_as'iéridéncieé;

- define (and document) the item to be assessed in an uhambiguous
manner;

- elicit and document the subject's rationale, including the available
information, for assessment; : o

- elicit (directly or indirectly) and document the ‘;i.lbj'ect's quantitative
assessment of uncertainty and check for self-consistency; and —

- verify the assessment with the subject, repeating the process if necessary.

-

As illustrated by the example given in Figure 2, the subject's quantitative
assessment of uncertainty can be elicited indirectly by determining the
probability of various states through:

- comparison with familiar reference events (e.g., poker hands); or

- choosing between two lotteries (e.g., probability wheel or intervals, Figure
2a and b), until indifference is achieved.

" A cdf can then be defined, consistent with the various assessmients (Figure 2¢).
Although a general improvement over other available methods, due to
mitigation of most of the potential problems, some imprecision may remain
and probability encoding is relatively costly because it is labor intensive.

CONSENSUS PROBABILITY ASSESSMENT TECHNIQUES

Differences may exist in the assessment of individuals comprising a group, which may arise
from a number of sources, includingz:

. Disagreement on the assumptions or definitions that underlie assessments:
Individual assessments are based on specific assumptions and definitions. If
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these assumptions and/or definitions differ between individuals, then the
individual assessments may differ. For example, one individual may have
ruled out a specific case that another individual assumes likely, or one
individual may have defined the parameter of interest at a different scale than
another individual. :

Failure to overcome assessment errors and biases: In conducting the
individual assessments, a key objective is to eliminate anchoring, availability,
overconfidence, and other common distortions. Training individuals'and
allowing them to practice making probability judgments prior to the individual
assessment help to overcome biases, but such errors may persist. For example,

-overconfidence may have been mitigated to a large extent in'one individual's
“assessment but not in another's, so that although the means of their probability

distributions may be similar the variances may be significantly different.

Judgments based on differing information sources: Both specific data and
general knowledge are relevant to the encoding process. Such knowledge
varies even among highly specialized experts. Specific information may vary in
quantity and quality, while general information may vary due to differences in
training and experience. For example, one individual may have based an
assessment on a specific data set in conjunction with his/her personal
experience, whereas another individual may have used a different specific data
set in conjunction with different personal experience.

Disagreement on how to interpret available information: The available
information must be interpreted by the individuals. In this interpretation,
individuals may disagree, for example, on the methods used to obtain data, the
relevance of such data to the quantity being assessed, or on the
appropriateness of a particular theory or model. For example, individuals may
disagree on how to interpret well stem tests and their validity to assessing
large-scale hydraulic conductivities at a site with respect to groundwater flow.

Different opinions or beliefs about the quantity of concern: Even after .
agreeing on the basis for the assessment, the information available, and how to
interpret this information, individuals may still have a difference of opinion.

For example, individuals may arrive at different pdf's for average hydraulic
conductivity, even after agreeing on all the preliminary aspects.

It is typically desirable to attempt to resolve these differences of opinion, with the following

outcomes poss:bie:

| .

Convergence: A single assessment is determined that expresses the common
belief of all individuals in the group, as expressly agreed to by the group
members. '

Consensus: A single assessment is determined, although the assessment may
not reflect the beliefs of each individual; the consensus assessment may be
desived from the individual asscssments without ihe express agreement of the
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individuals (forced) or it may be expressly agreed to by the group for a
particular purpose (agreed).

. Disagreement Multiple assessments are determined where convergence or
consensus on a single assessment is not possible (e.g., owing to major
differences of opinion). :

In general, convergence is generally most desirable, as it is most defensible, but may be
difficult to achieve. Agreed consensus, i.e., with the concurrence of the group, is slightly
less defensible but also less difficult to achieve. Forced consensus, without concurrence of
the group, may be difficult to defend but is very simple. Disagreement may be difficult to
‘'use, as it is non-unique; but is defensible, s Sl ' o

Techniques available for resolving differences of opinion amongst a group of individual
assessors can be categorized in terms of "mechanical aggregation" and "behavioral
procedures™;

° Mechanical aggregation of individual assessments is a relatively simple

' approach to achieving at least forced consensus, and involves applying a
mathematical formula or procedure to combine the various individual
probability distributions!®!. If the individuals in the group agree to the
resulting distribution, then agreed consensus {(and possibly convergence) can
be achieved. In general, mechanical aggregation techniques are most useful
when the means, rather than the variances, of the individual probability
distributions differ. Also, mechanical aggregation techniques can be used when
a single distribution is required, but the scenario/parameter in question is not
significant enough to warrant large amounts of effort to achieve convergence
or agreed consensus. '

The various forms of mechanical aggregation include the following?:

- Averaging, which is the simplest mechanical aggregation technique,
involves simply averaging the individuals' probabilities for each possible
value. Several empirical studies'’®! have shown that averaged
probabilities are often superior to individual assessments. As an example,
if one individual assessed an 80% probability of the average large-scale
hydraulic conductivity (log) being less than -3.5 and the other individual
in the group assessed a 60% probability, then the group average would
be a 70% probability. ’

- Group statistics, which is.a somewhat more rigorous treatment, involves
determining the group's distribution of opinions regarding the
probability for each value, thereby developing a " y" assessment or an
assessment which corresponds to a given level of conservatism for the
group. More complete statistical methods are available that incorporate

. dependence among variables and experts® and least squares or
partitioning methods®, As an example, the statistics of the group
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members' opinions of the probability of the average large-scale hydraulic
_ conductivity (log) being less than -3.5 could be determined and used.

- Weighting methods, which are elaborations on either averaging or group
statistics, involve the weighting of individual assessments by an external
procedure to incorporate biases or differing levels of expertise among the
individual assessors, similar to individual calibrated assessments. There
are essentially two weighting procedures:

*  “calibration exercise", in which the natural biases and tendencies of
" the individual assessors are evaluated and mitigated through 1) the
. --administration of a-series of general-questions-to determine each
~_assessor's ability to.make correct assessments, and 2) the
determination and application of weighting factors for each
assessor to reflect that assessor’s ability (relative to the other
assessors) to make correct assessments; and

* "peer ratings”, in which each of the individual assessor's relative
' ability to make correct assessments is assessed subjectively by
peers, although such a subjective assessment may itself introduce
additional biases.

Behavioral procedures can be used to attempt to develop convergence or at
least agreed consensus, and involve interaction among the individuals in the
group, which allows for the explicit identification and resolution of differences
of opinion. Although there is evidence that such interaction results in better
assessments?¥?2 and that the results are generally more défensible, because the
group agrees on a given distribution, behavioral procedures tend to entail
significantly more effort, because the various individual assessors must be
involved. Such behavioral procedures are necessary when at least agreed
consensus (or disagreement) is required (i.e., for significant parameters), and
are especially useful when the differences between the individual assessments
are large.

As summarized in Table 1, the various forms of behavioral procedures include
the followingzz

- Open forum is a very informal means of achieving consensus and does
not require prior individual assessments. The group attempts to achieve
convergence or agreed consensus by open discussion of whatever each
individual deems important to resolving the problem. A major limitation
of this method is that the result can be distorted by the dynamics of the
group, such as domination by an individual because of status or '
personality”. For example, the persuasiveness of a vocal individual or
the desire of some individuals to avcid dissension may distort the results.
Other potential limitations to this method are the same as for the
development of individual assessments through the informal solicitation
of expert opinion, ie, poor quantification of uncertainty, uncorrected
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biases, unspecified assumptions, and poor problem definition. The
method is also limited by the credibility of the group members.

Delphi panel is a systematic and iterative approach to achieving
consensus, and has been shown to generally produce results which are
reasonably reproducible across independent groups2*?%, Each
individual in a well-defined group is provided with the same set of
background information, and is asked to conduct and document (in
writing) a self-assessment. These assessments are then provided
anonymously to each of the other assessors, who are encouraged to
adjust their assessments in light of their peers' assessments. Typically,

 the individual assessmerits tend to converge. “Stich iterations are

continued until either consensus is achieved or the results stabilize
otherwise (i.e., disagreement). Because the Delphi technique maintains
anonymity and independence of thought through physical separation of
the panelists, it precludes the possibility that any one member of the
panel may unduly influence the others due to actual or perceived

- personality dominance. Otherwise, it tends to have limitations similar to

those for open forum.

Group probability encoding is a formal process in which a single
probability distribution is assessed directly from a group of individuals, .
such as for the development of individual assessments by probability ~
encoding!. However, this requires the group to reach agreement on each
question posed during the encoding process, which would be a difficult
and tiresome procedure. As for the open forum, face-to-face interaction
among participants can create destructive pressures within the group
and distort the results. '

Formal group evaluation is a formal process of resolving differences
between previously developed individual assessments!. This process is
similar to probability encoding in that it is a joint undertaking between a
trained analyst and, in this case, a group that has completed individual
assessments. It consists of six steps:

1) motivating;

2) identifying differences in the individual assessments;
3) discussing the basis for each individual assessment;
4) discussing information sources and interpretations;
5) re-encoding (if warranted); and '

6) reconciling differences).

In this process the analyst fulfills an essential role in questioning and

probing the group, helping them to understand the differences, and

guiding them through the resolution process, often conducting group re-
assessments. This sharing of knowledge tends to produce a commonality ,
(i-e., in definitions, assumptions, information bases, and interpretations) ~
that is a key step in reducing the differences between individual
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assessments. As for open forums, face-to-face interaction among

* participants can create destructive pressures within the group and distort
the results. However, the analyst can be alert to such pressures and
mitigate their effects to a large extent.

RECOMMENDED PROCEDURES

As summarized in Flgure 3, the recommended procedure for selecting the appropriate
sub]echve probability assessment technique consists of the following stepsz.

-1.

S_)J

~Priorto conducting subjective probabﬂxty -assessments: '

- develop the model(s) for the system of interest, e. g . a model would be
needed to determine groundwater flow;

- conduct sensmvxty studies to determine the relative significance of each
_of the various scenarios and model parameters, e.g, sensitivity studies on
the model might show that groundwater flow is very sensitive to the
average large-scale hydraulic conductivity at the site; and

- obtain the available data regarding the various scenarios/parameters,
where the relative signiﬁcance of each scenario/parameter will determine
the appropriate level of effort in gathering data, e.g.,, the data on
hydraulic conductivity might be limited to inference from measured
physical properties, as well as generic information. _

Each scenario/parameter to be assessed, on the basis of the model, must be
defined unambiguously, e.g., considering temporal and spatial variability, as
well as conditional factors (such as scale). Also, it may be useful to decompose
a scenario or parameter into more elemental variables for assessment. For
example, hydraulic conductivity mlght be defined as being large scale (i.e.,
averaged over 10's of meters), recognizing that the value may vary spatially
within one geologic unit, as well as within the time frame of interest (i.e., 1000's
of years). Hydraulic conductivity could be defined separately for the rock mass
(e.g., for equivalent porous flow analyses) or for fractures (e.g., for fracture flow
analyses). Hydraulic conductivity could be decomposed into permeability and
viscosity.

The appropriate level of assessment must be determined on the basis of :zlative
significance of each scenano/parameter to be assessed (from sensitivity studies).
For example, if a parameter is relatively insignificant (e.g., density), a low level
assessment (with corresponding low costs and low defensibility) would be -
appropriate. However, if a parameter is relatively significant {e.g., hydraulic
conductivity), a high level assessment (with corresponding high costs and high
defensibility) would be appropriate. For cost-efficiency, high level assessments
should only be used for the most significant scenarios/parameters where high
deflensibility is required, thus justifying their high costs.
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4.  The most cost-effective assessment techmque is chosen (Figure 3) on the basis
of the necessary level of assessment and, in con]unctlon with the data base,
implemented for each scenario//parameter (e.g,, using spec1ﬁc procedures ).

SUMMARY AND CONCLUSIONS

Subjective probability assessments must often be made (e.g., to accurately predict
performance and/or to make decisions among alternatives) wherever the data are not
statistically sufficient to make objective assessments. Such subjective probability
assessments must be defensible enough to adequately resolve potential controversies. The
required defensibility of such assessments is proportional to the significance of each
parameter being assessed (e.g., as determined by sensitivity studies).

Potential problems have been identified that are associated with developing individual
subjective probability assessments and with developing consensus subjective probability
assessments amongst a group that, if uncorrected, can affect defensibility of the results.
The available techniques for addressing these potential problems, with varying success and
effort, have been presented. Procedures for cost-effectively conductmg appropnately
defensxble subjective probability assessments have been developed.-
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a) Probability Wheel
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APPENDIX B

DISCUSSION OF SCENARIO AND SIMULATION APPROACHES TO PERFORMANCE
. ASSESSMENT MODELING A
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The reader will note that the RIP model does not directly incorporate the concept of a
'scenario. RIP treats all possible states of the repository system, and all possible future
states of nature, as alternative realizations of a single 'universal' scenario. This approach

differs from that taken by many other organizations, and is compared to other approaches -

in the following discussion.

There is a general consensus within the international community involved with long-term
disposal of radioactive wastes that safety-assessment should be founded on a "scenario-
consequence” modeling approach (NEA,1991). That is, a number of scenarios should be
identified which represent possible futures for the repository system, and the likelihood
and consequences of each scenario should be evaluated. The overall safety of the
repository system would then be evaluated by combining the scenario consequences
appropriately weighted by their likelihoods.

However, the term 'scenario' is used in a number of different ways, and there has been
some confusion and debate as to the 'proper’ definition of a scenario. There appear to be
at least five points at issue: '

1) Should a scenario just define the behavior of the external environment as it
affects the repository, or should a’scenario define the condition of both the
external environment and the repository system itself? -

2)  Should a scenario be developed for each possible significantly different
behavior of the system, or should ‘archetype' scenarios be developed which
each are considered to be representative of a set of similar scenarios? (For
example, a 'drilling’ scenario could be developed which would be considered to
be representative of (or a worst-case of) all drilling intrusion cases).

3)  Should scenarios be used to refer only to future changes which might affect
the repository system, or should they also incorporate possible different
behaviors due to uncertainty in the as-built system? (For example, there might
be some possibility of an undetected fault at a site: should that be a scenario?)

4)  Should scenarios or scenario-classes be defined externally to the modeling
system, or generated within the stochastic model(s) itself?

5)  Where there is an unresolved dispute as to which one of several alternative
conceptual models is the most appropriate, is it valid to assign likelihoods to
each model, and weigh the models into the combined probability distribution
of system performance?

For mathematical validity, it is essential that whatever definitions are used, the set of
scenarios must be comprehensive (ie. represent all significant behaviors) and mutually
exclusive (ie. do not overlap).

L d

~—
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The choice of how to interpret the above points at issue is essentially one of convenience:
for each interpretation of what a 'scenario' is, it is possible to develop a completely valid
system model. (It is also quite easy to develop a less than completely valid model, if
sufficient care is not taken). The issues of convenience relate to such factors as ease of
defining the necessary scenarios, computational expedience and efficiency, ease of
interpreting the output of the models, ease of looking at 'what if questions, etc.

Guzowski (1990) provides a synopsis of different approaches to scenario development that
have been taken, and summarizes the approach used for the Waste Isolation Pilot Plant
(WIPP). NRC (1990) describes an approach quite similar to that used at WIPP. The Yucca

_Mountain Site Characterization Plan (DOE,.1988) _proposes a.quite. different approach, as set

out in the following table.

TABLE B.1
Issue wrp | NRC | DOEsce | RP |
External/Internal Processes? | Both™ _vB);c'_ternél. only Both | Both "
Archetype Scenarios? N | e No No
Future Changes Only? - No “ Yes No No
Scenarios Built-In to the No ~ No No? Yes!
Model?
Apply Probabilities to Alternate No No .2 1. ?
Conceptual Models?

Note: the above table represents the authors' interpretation of the cited references.
" no final decision made yet

? means not discussed in the reference

1 a user option in RIP

There is a general uniformity by the authors of all of the above references, in that the
particular method they selected, while perhaps imperfect, is seen as avoiding the pitfalls
that alternative methods will fall into. The authors of RIP feel no differently. The
approach taken in RIP, direct simulation, has been suggested to have several drawbacks.
The following notes address these perceived drawbacks, and the ways in which RIP
attempts to minimize them.

. Combining ‘internal’ with ‘external” processes and events makes it difficult for the
regulators and the public to directly address "what if’ questions. This is a valid issue,
as simply producing a CCDF probability distribution from a 'black box' model
will not provide the degree of understanding of the overall repository system's

. behavior that will be needed to produce confidence. RIP's approach, however,
allows this issue to be addressed in two different ways:
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1) The defining probabilities can be altered by the user so that a
particular event always occurs. The resulting system behavior then
represents a scenario model, and can be studied and interpreted
appropriately. -

-2) When a massive RIP analysis, involving possibly thousands of
simulations is performed, the individual system simulations are not
discarded. The inputs to and the response of the system for each
realization are retained for further analysis. The RIP user can selectively

“display subsets of the results in order to further evaluate the system's

_performance. For example, the user could select and review the results

< vof all simulations involving volcanic events; or all simulations involving
increased precipitation. This capability should provide a very powerful
ability to develop an understanding of the system's behavior.

~+ Excessive numbers of simulations will be required. This perceived drawback is not
valid- if anything, RIP's approach will require the least number of simulations.
In any stochastic analysis based on sampling, it is necessary to analyze a large
number of samples if the 'tails' of the system probability distribution are to be
evaluated. However, the number of samples required is essentially
independent of the degree of complexity of the system, and depends only on
how precise the probability distribution needs to be. Approaches based on
separate stochastic analyses of a number of scenarios will require each scenario
to be sampled repeatedly, and the results aggregated, so the overall number of
simulations will be higher than with RIP's approach. Approaches based on
deterministic analysis of a number of scenarios could not produce defensible
probability distributions unless the number of scenarios is very large.
Approaches based on deterministic, worst-case scenarios may be overly
conservative, in which case a good repository would be discarded, or may
founder in debate over whether they are truly a worst case.

It is important to note that a repository system does not have a finite number
of discrete states: it entails a large number of continuously-varying stochastic
parameters. Approaches based on 'tree'-type logic diagrams are very useful in
developing an understanding of the kinds of processes that may occur, but
unfortunately will not lead directly to a valid probability-tree approach to
scenarios. :

RIP minimizes the number of simulations required by using two separate
'importance sampling' techniques, as discussed in Appendix C. RIP does not
sample all possible systems equally: it can sample certain realizations more
frequently than others. The resulting probability distributions of performance
are corrected to compensate for the bias in sampling. The result is that higher
accuracy in the system probabilities is achieved with fewer simulations. RIP's
two importance-sampling techniques are 1) selectively enhanced sampling of

. system histories where disruptive events occur; and 2) selectively enhanced
sampling nearer to the extremes (tails) of parameter distributions. RIP also
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incorporates a stratified (Latin-Hypercube) sampling scheme to further enhance
the sampling efficiency.

e The model will become impossibly complex. There is a trade-off here: because RIP
attempts to simulate all possible system behaviors, it is a sort of ‘jack of all
trades and master of none'. RIP has to use simplified sub-models, and the
price is in an increased level of model error. In principle, the data input to RIP
will be based on 'detailed' external models of components of the system, but
within RIP these models may be represented by interpolation tables or curve-
fits to response surfaces. It is conceivable that the performance assessment
model eventually required for a license application will be more like an
orchestra leader, where a driving program will invoke one or more of a suite of
specialized simulators as required by the specific realization. ‘

RIP's rather direct approach has the benefit of avoiding the problems associated with
defining 'mutually exclusive' scenarios. Since RIP encompasses all futures within what is
essentially a single scenario, the issue does not arise. Also, RIP avoids the issue of
aggregating a set of scenarios (a 'scenario group) into an archetypical scenario. Any set of
archetypical scenarios may be criticized as not being adequately refined: perhaps a slightly
different combination of timing or magnitudes would produce different results. With RIP,
refinement (discretization) is an automatic process, and is based only on computing an
adequate number of simulations. Finally, RIP will automatically create 'combined’ events or
scenarios if they are credible, simply by its random sampling logic, avoiding another
difficulty with scenario-driven methods.
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- The EPA's 40CFR191 regulation stipulates that a high-level nuclear waste repository must
be demonstrated to "Have a likelihood of less than one chance in 1,000 of exceeding ten
times the quantities calculated according to Table 1. For a Monte Carlo-based
performance-assessment model such as RIP, this implies runs involving 10,000 or more
realizations will be required. In order to get a reasonably accurate estimate of the 0.999
quantile of a result, as required by 40CFR191, as many as 100,000 realizations may be

- required. Even with a very fast, simple model which took just one second to evaluate a
realization, 100,000 realizations would take over a day to perform. Thus, it is important to
seek ways to decrease the number of realizations required to reach a certain desire
accuracy.

RIP minimizes the number of Monte Carlo simulations required to construct a CCDF by
using two separate 'importance sampling' techniques. These techniques work so that RIP
does not sample all possible systems equally: it samples certain realizations more frequently
than others. The resulting probability distributions of performance are corrected to
compensate for the bias in sampling. The result is that higher accuracy in the system
probabilities is achieved with fewer simulations. RIP's two importance-sampling techniques
are 1) selectively enhanced sampling of system histories where disruptive events occur, and
2) selectively enhanced sampling nearer to the extremes (tails) of parameter distributions.
This appendix discusses the mathematical basis of each of the two methods, and presents
numerical results demonstrating their effectiveness.

In addition to importance sampling, RIP offers the user an option of conventional or Latin-
Hypercube sampling of stochastic parameters. The Latin-Hypercube option, described in
Section C.3, offers some additional advantages over conventional Monte Carlo sampling.

C.1 Importance-Sampling of Events

Because RIP represents disruptive events as Poisson processes, it is not appropriate to do
performance-sampling of events by simply increasing the rate of occurrence of the events.
For example, having volcanoes erupt every year, but with a low ‘weight, is physically
unreasonable. Instead, RIP uses a 'pruning' process to selectively discard a fraction of the
less-important realizations. As a simple example, the user could choose to model every
realization which involved a volcanic event, but to discard nine out of ten non-volcano
realizations. RIP automatically carries out this pruning, and corrects the resulting CCDFs
by weighing the resulting realizations inversely by their pruning factor. That is to say, if a
particular event-class was pruned nine times out of ten, then for each realization that was
retained the result would be processed as if it had occurred ten times, - '
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The following table shows an example of this approach.

[ Sampliﬁg Class Fraction Kept Class Criteria Weight Applied
' : - (un-pruned) - (Pruning Factor)
| G -1 Volcano or Earthquake 1
II 04 Human Intrusion Events 25 "

| 1 0.1 o " Allothers = ) 10 ) l

- Table C.1" Example Event-Pruning Table

The benefit of this approach is that unusual events will be sampled much more frequently
than under the normal Monte Carlo approach, and so their likelihood and consequences
will be represented much more precisely in the resulting CCDFs.

For example, suppose that volcanic events normally occur at a rate of one every 10,000,000
years. For 10,000-year simulations, a volcanic event would normally occur.only once every
1,000 realizations. A Monte Carlo simulation using 1,000 realizations would have only a
0.63 likelihood of realizing one or more volcanic events, and therefore would have an
extremely poor representation of volcanic events in its CCDF. Importance sampling where
volcanic events were selected ten times more frequently than other cases would on average
result in ten volcanic events over a thousand realizations: enough for a rough
approximation of their effects. More realizations, or a higher selectivity of volcanic events,
would produce an even better result.
It should be noted that there can be too much of a good thing, and excessive pruning of
the base case would result in degradation of the base-case portion of the CCDF, so that the
computed expected value or first moment of the distribution would be poor. For example,
a pruning-factor of 1000 in the above example for "all others" would have resulted in only
one in a thousand realizations of the base case being retained. This clearly would be too
few.

The RIP user defines event importance-sampling in a simple manner. Similarly to the
preceding table, the user creates event-classes, which jointly span all possible histories.
Each event class is given a pruning factor, and a list of which events define each class. The
pruning and weighing operations are performed automatically by RIP.

As a simple demon:iration f event importance-sampling, a system was defined whose
'‘base-case’ performance was represented by a normal distribution with mean 0 and
standard deviation 1. Two events were defined, as follows:

«  Event 1 had an expected number of occurrences equal to 0.01, with the
consequence having a normal distribution with a mean of 4 and a standard
deviation of 0.4,
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In each case, if the event occurred then the event consequence was added to the base-case
consequence. This system was sampled 1,000 times using pruning-factors of 1, 10, and 100
for the base case, with the resulting density functions shown in the following figure. For
comparison, the result of a conventional Monte Carlo analysis using 10,000 realizations is -
shown. Note the low probability occurrences of multiple events apparent in Figure C-1.
As can be seen in Figure C-1, the importance-sampling approach radically improved the
ability of the Monte Carlo method to represent the consequences of low-likelihood events.

C.2 Importance-Sampling of Tails of Distributions

. C.2.1 Theory

In the Monte Carlo simulation process, each random variable is normally sampled purely
randomly or by Latin-hypercube sampling. However, in performance assessment the area
of interest is usually the extreme tail of the results distribution. In order to increase the
resolution of the tail for a given number of system realizations, RIP uses an importance-
sampling technique which can sample the extremes of the random variables at an
enhanced rate.” To counteract the increased sampling rate, a sampling weight is calculated
- for each variable, where the weight is inversely proportional to the degree of sampling
enhancement. Each realization of the entire system has a weight equal to the product of -
the weights of the individual, independent stochastic parameters.

For a random variable x with probability density f(x), normal Monte Carlo sampling will
yield a sample within the range (x,x+dx) about f(x)dx fraction of the time, for a large
number of samples and a small dx. In the importance sampling scheme, a sample in the
range (x,x+dx) is generated b(x)f(x)dx fraction of the time, with an associated weight of
1/b(x). b(x) is termed the 'bias function' in RIP.

In the conventional Monte Carlo process, a random number 'r' is selected from the uniform
distribution (0,1), and is used as the probability level in the cumulative distribution function
F(x). Thus, the normal Monte-Carlo selection is x = F- ).

RIP transforms r to 'u', the 'used' random number, as follows:
= 0.5 2r)"

where n (n greater than or equal to 1) is a factor that controls the extent of the biassing
towards the tails. The weight associated with Fl{u) is simply du/dr:

w = dw/dr = n@2r)™!

Note that this approach amplifies both tails of the probability distribution equally. This is
because we do not know ad hoc which tail is of the most interest. The form selected for u
is not very strong, and there may be cases where a transformation which is stronger, or
which amplifies just the upper (or lower) end of the distribution would be preferred.
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Graphically, we are simply transforming r into u, as shown in Figure C-2.

The following table of u and w shows how the amount of biassing changes with different
values of n: : : ‘

n r=0.01 r=0.1

0.3658 0.0588 0.7820

101215 ‘| .0.0340 - | '05681 "} -

0.0400 0.0200 0.4000

Table C.2 Values of the 'used' random number u and its weight w.

is the bias exponent

is the original random number which was selected

is the 'used' random number R , ,
_ is the weight B ' ' ’ .
Note: the table does not show values of r>0.5, as the weighing is symmetrical about
r=0.5.

scH>

The net effect of the importance-sampling technique is to develop relatively more
realizations at the ends of the probability distributions. Where the goal is to develop an
accurate measure of the cumulative probability at a very high consequence level, this
technique should reduce the number of realizations required.

In RIP, any stochastic variable can be assigned an importance-sampling bias factor, using
the terminology 'some bias' for n=1.33, 'moderate bias' for n=1.67, and ‘'maximum bias' for
n=2.

C.2.2 Test Problem

A test was carried out involving realizing the function y = x; + x,¢ a thousand times.

The input parameters were defined as follows: x; had a normal distribution with mean 5
and standard deviation 2, x, had a normal distribution with mean 1 and standard deviation
0.5, and x, had a triangular distribution with lower bound 0, upper bound 3, and most
likely value 1.

The resulting distribution of y was sampled at a number of probability levels.. The entire
process was repeated twenty times, and the statistics of the resulting distributions of the
sampled quantiles were calculated. This was done for two different values of the biassing
parameter, n: n = 1 (no biasing), and n = 2 (maximum biasing). The results, as shown in
Figure C-3, demonstrate a dramatic improvement in the tails at the higher value of n. For
comparison, the result using Latin-Hypercube sampling (without any importance sampling)
are also shown.
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C.3 Latin-Hypercube Sampling (LHS)

RIP also presents an option to implement a Latin-Hypercube sampling (LHS) scheme. The
LHS option results in forced sampling from each "stratum” of a parameter. The parameter's
distribution is divided into up to 250 equally likely strata or slices. The strata are then
"shuffled” into a random sequence, and a random value is then picked from each stratum
in turn. This approach ensures that a uniform spanning sampling is achieved.

Up to 250 strata are used, depending on the number of realizations to be done. Where
more than 250 realizations are specified, sets of strata are defined as shown in examples in
_the following table: o " .

Number of LHS Strata
# of realizations # of sets # of strata per set
100 "1 100
200 1 _ 200
250 1 . 250
251 2 126 FI
1000 4 250
3333 14 239

Table C.3 Latin-Hypercube Strata

When more than one set of strata are used, each parameter is randomly re-positioned in its
sampling sequence after each set is completed.

LHS appears to have a significant benefit for problems involving only a few independent
stochastic parameters, and with moderate numbers of realizations. In no case does it
perform worse than true random sampling, and accordingly LHS sampling is the default
for RIP.

Note that Latin-Hypercube sampling is not meant to be an alternative to importance
sampling. Rather, importance sampling can be implemented simultaneously with Latin-
Hypercube sampling to further augment the sampling scheme. In general, Latin-
Hypercube sampling is effective at delineating the base-case portion of a stochastic result
(i.e., the expected value or first moment). It is not efficient at sampling the tails of _
distribution. Importance sampling, however, is designed to effectively sample the low

probability tails. Hence, a combined Latin-Hypercube/importance sampling scheme is likely

to be the most efficient sampling approach. Sampling schemes are discussed in more detail
in the RIP User's Guide.

~—
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This appendix explains the general algorithm for radioactive decay used in the RIP model.
We begin by considering the mass balance for a single radionuclide in a closed system.
This equation is given as follows:

dM

i X (D"l)
- - -AM; + E).jM]
o

where
M; is the mass of the ith radionuclide,
M - is the mass of the jth-parent-to radionuclide i,
)'Ii,i] .is the radioactive decay constant for the ith or jth radionuclide, and
t is time.

In the RIP model, we solve Equation D-1 for M; at time t using a backward difference
approximation for the derivative. Replacing dt with At, equation K-1 is solved for M;(t) as
follows:

e ko - (D-2)
M{t) = (1-A,AOM,(t-At) + ALY AM{(t-At)
j 4

where )
M; (1) is the mass of the ith radionuclide at time t, and
M; (t-At)  is the mass of the ith radionuclide at time t - At.

The approximate solution for Mj(t) given by equation D-2 has error of order At. The actual
error is also influenced by the radioactive decay constants. For small decay constants (long
half-lives), a larger value of At may be used than for more rapidly decaying radionuclides.

For a large inventory of radionuclides, including decay chains of several members in
length, it is convenient to write the individual equations D-2 as a linear system. The linear
system is given by the following:

[A] M(t-Af) = M(t) (D-3)
where .
[A] is the coefficient matrix,
M(t-At) is the radionuclide mass vector at time t-At, and
M(t) is the radionuclide mass vector at time t.

Obtaining the values of M(t) is the goal of equation D-3.
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The matrix elements of [A] are given as follows:

aij = l'llAt, ifi = j .
a; = MAt, ifi <> jandjis a parent of i, and
a; =0 ifi <> jand jis not a parent of i

In executing the RIP model, radionuclide decay calculations are made on every time step.
The time step size is commonly 100 years, however, this is not mandatory, and it could
vary by orders of magnitude. Consequently, we do not use the time step size in the decay
calculation. Rather, we use a potentially much smaller time increment, repeating the
calculation until the time step decay is computed. Thus, for a time step of size At, we
- ~choose-a smaller-time increment 3t; and repeat the calculation N =-At/3t times for-each
time step. The calculation by this method may be expressed as follows: ' :
(D-4)
[DIM(t-At) = M(t)

where

[D] is equal to [A]N

A prepro‘cessiﬁg step in the RIP algorithm computes the matrix [D]. Decay is then
computed at each later time step by carrying out the matrix multiplication [D]M(t-At) to
obtain M(t).

As a matter of efficiency, N multiplications of [A] are not actually completed to obtain [D].
Rather, we select 8t, such that AY/8t = N = 2% Subsequently we solve [Al[A]=[AF,
[AF[APP=[A]} etc. The selection of 8t is made as follows:

step 1: assume a value 8t = 1 year,

step 2: solve for L by In(At)/In(2) = L,

step 3: round L upward to the nearest integer, and
step 4: compute &t = At/2L.

For a time step size of 100 years, 8t = 0.78 years and L = 7. Thus, only 7 matrix
multiplications are completed to compute [A]'%.

Note that the current algorithm does not allow a parent to split into more than one
daughter. That is, a daughter can have more than one parent, but a parent can have no
more than one daughter. :
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In Chapter 3, waste package failure models of the RIP model are discussed in detail.
Generally, the failure models for either canisters or cladding include more than one failure
mechanism, or mode. This appendix presents the derivation of the failure model used in
RIP, which consists of a combination of one or more modes.

Let
N = ‘nur_nber of failure modes;
f,(t) ‘= fféquency of ‘fa~ilure by rﬂode i at time t;
~Fi{t)- .= ~ -probability of failure by mode i by timet;
Pi = fraction of waste packages which can fail by mode j;
f(t) = frequency of failure by all rqodes combined at time t; and
F() =  probability of failure by all modes combined by time t.

By definition,

F = [f(0)d0 (E-1)
1]
and
t
Fi)= f R0)do (E-2)
0

We would like to develop an expression such that the combined distributions f(t) and F(t)
can be expressed in terms of the distributions for the modes, f(t) and F;(t). The derivation
is straight forward.

1 - p; F(t) = probability of surviving mode i by time t (E-3)
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Assuming that the failure modes are uncorrelated, it follows that

N
TI (1 - p; FAO1 = probability of surviving all modes by time t (E-4)

i=]

and

N . T :
F@ =1 - J] 11 - p, F{O] = probability to not survive all modes by time ¢t  (E-5)
2

In the RIP model, only F(t) is used in the calculations. Where needed, f(t) is approximated
by [F(t) - F(t-At))/At. This approximation ensures the pdf integrates to 1, as required. This
approximation eliminates balancing errors which may occur due to a poor approximation
of f(t) over the interval (t, t + At).
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Container and cladding failure rates will be obtained from probability density functions.
The failure rates of either containers or cladding will be based on estimated probability
density functions for the lifetime of containers and the lifetime of cladding. The failure
rates at any time during a simulation are equal to the lifetime probability density function -
value at that time. :

The RIP model currently accommodates four distribution types for describing waste
package failure: exponential, weibull, uniform, and degenerate. The use of these
distributions is discussed below. . T '

.Exponential Distribution

- The exponential distribution is fully described by a single parameter. This parameter, 2, is
the inverse of the expected lifetime and appears in the exponential probability density
function (pdf) as follows:

fO=Ae™  t>0, A>0 ' (F-1)

where the random variable t is the lifetime (Hogg and Crafg,‘ 1'978')_'." The mode of the -
exponential distribution always occurs at x = 0, and the variance is equal to the square of
the expected value. Hence, the expected value and standard deviation are also equal. S

The value of f(t) is the frequency of lifetimes equal to t. Thus, in a population of canisters
of size N, we expect Nf(t)dt of the containers to be breached in a time interval from t to
t+dt. Hence, f(t) is a failure rate for time interval dt. Likewise, for a container containing
Nr spent fuel rods we expect Nr x f(t)dt of the rods to be breached (je. undergo cladding
failure) in the time interval from t to t+dt. Figure F-1 shows Equation F-1 for various
values of A.

The determination of A may be simplified by considering the cumulative probability density
function (cdf), which is given as follows:

F®)=1-e™> t>0, A>0 (F-2)

The cdf relates a total fraction to a time given a value of 1. For example, if a project
scientist can estimate that 50% of the containers will be breached in 1,000 years due to
engineered and/or handling related defects, A can be solved for directly from Equation F-2.
For this example, :

1,000

A -0.000693 yr-! (F-3)
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To aid this elicitation procedure, it is also worth noting that 63% of the canisters will be
breached at the expected lifetime, 86% at a time equal to twice the expected lifetime, and
95% at a time equal to three times the expected-lifetime. This procedure may be used to
obtam bounds on the range of 1. :

Welbull sttnbutlon

The Wexbull dxstnbuhon is mote complex than the’ exponentlal distribution, requmng the
input of three parameters rather than one. The pdf for the Welbull dlstn'butxon is given as
follows: ;

o £ |
j(t) _“_3) S
¢ - (F4)

t2e B >e,a>0
where the random variable t is the Ilfetxme (Ben]amm and Comell 1970) The _parameter €
is a minimum lifefime Value at'which f(t) = 0. The’ expected and modal values of tare
proportional to B, while the variance of t is proportional to $2. The parameter ¢ relates to
the shape of f(t) and influences the expected value, variance and mode.

The expected value and variance of t in the Weibull distribution are given as follows:

E(r)=e+(ﬁ—e>r(1+—i->

(F-5)
Var®=(B-eP A+ 2)-T%(1+-)]
o o
The most probable value of t, or distribution mode, is given by:
1). |
f=e+(B—e)(-E_—-)“ ¢ >1
* (F-6)

(Benjamin and Cornell, 1970).

Figure F-2 shows Equation F-4, for various values of &, when 8 = 5,000 years and € =

1,000 years. As « increases from 0.5 to 7 the distribution form shifts from that similar to the
exponential function to a more bell-shaped curve. In fact, for ¢ = 1., the Weibull pdf
reduces to the exponential pdf discussed above with 1 = 1/(B-¢€). As alpha continues to
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increase to -+, f(t) becomes a spike centered very close to . For large values of «, the
variance of t asymptotically approaches 0, causing the distribution to become essentially

degenerate.

Figure F-3 shows the behavior of the mean (expected value), variance, and mode of
lifetimes following the Weibull distribution, as functions of the parameter «. The ordinate -
axis, labeled parameter weightings, provides the values of the right-hand sides of Equations
F-5 and F-6 when they are arranged to contain only the parameter «.

It is important to note from these curves, that the mode and mean are equal only when «
= 3.345. When a = 3.345 the mean value is equal to e + (B-€)0.898. To the left of « =
~..3.345, the. mode.occurs to.the left.of the mean, whereas to-the right.of «.=.3.345, the.mode -

occurs to the right of the mean. For values of a > 1, the lifetime variance rapidly
approaches 0. SR

The elicitation of the Weibull distribution parameters may likely be pursued in many ways.
One method for their elicitation is the following:

1). .. Determine ¢ independently from « and B. e represents the first possible time
...of failure due to conditions in the repository. Consequently, it can be .. . .
- interpreted as independent of « and B. ' : '

2)  Determine the distribution of o with the aid of Figﬁre F-3. Based on the
desired population of distribution shapes, a distribution for ¢ may be
estimated.

3)  Evaluate the distribution of mean lifetime assuming € = 0. A mean lifetime
distribution for € > 0 may be obtained by adding e to the mean when ¢ = 0.
The difference, -e, which fully determines the Weibull distribution, is
obtained from the mean lifetime using Equation F-7 below.

_E(te=0)

B-e
ra+d)
o

(F-7)

Uniform Distribution

The uniform distribution is usually described by two parameters, a and b, which define the
interval of the random variable over which the distribution has a density greater than 0.

' The probability density for any value of the random variable within the closed interval [a,b]
is equal to 1/(b-a), as shown on Figure F-4. Although the uniform distribution is
conventionally not described in terms of its mean and variance, these statistics are equal to
(b+a)/2 and (b+a)%/12, respectively.
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With respect to container and cladding lifetime, we have chosen to define the uniform
distribution in a slightly different but equivalent manner. Rather than specifying the

- interval endpoints, we specify the first possible lifetime, equivalent to the parameter a, and

then the duration of positive probability density. This duration is equivalent to the

difference b-a.- These two parameters fully define the uniform distribution.

Degenefaté Distribution

The degenerate distribution has all its probability density concentrated at a single value of
the random.variable, ie. there is only one possible value of the random variable which can
occur (Figure F-5). The value taken on by the random variable is the mean value, or
expected value, and the variance is 0.

This dlstnbutlon is used to cause total failure of a fraction (0-1) of containers and/or
cladding at any time during the simulation. The impact of disruptive events on waste
packages is simulated by using this distribution with an adjusted density at the time of the
event. The ad]usted density reflects the magmtude of the event with respect to container
and c]addmg failure.
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Poisson transition rates and pathway flow modes are discussed in Chapter 4 of the report.
This appendix presents the solution method used to solve for the values of Poisson
transition rates in a pathway. As discussed in Chapter 4, although each flow mode of a
pathway is partially characterized by a Poisson transition rate, this rate is specified by the
user for only one of the flow modes. The remaining transition rates are computed using
the given transition rate and the flow proportions for the flow modes, foir

The solution for flow mode transition rates is derived by combining the Markov and
Poisson processes. The fundamental property of the in-state Markov process is that the
state probability distribution at time n+1 depends only on theé state probability distribution
at time n (Cox and Miller, 1965). In the RIP model, the m-states are m-flow modes of a
~pathway. The'state probability distributions indicate the likelihood for a particle t6 be in a
particular flow mode during transit along a pathway. The m-state Markov process may be
written in terms of matrix and vector quantities as the following:

p(m-l) = [P] p(n) (G-1)

where: B
pmtd is the m-state probability distribution at time n+1,

[P} is the transition probability matrix (m.by m), and-

p™ « is the m-state probability distribution at time n. _ N

The elements of the matrix [P] are transition probabilities, indicating the likelihood to
transition from one state to another. Thus, element pjj is the probability to go from state j
to state i. The elements of the vector p™ are the probabilities for a given nuclide to be in
each of the misstates. Thus, vector element P; is the probability to be in state j-
Consequently, the product Piij(n) is the probability to go from state j to state i at time n+1.

For large values of n, the state probability distribution is argued to be asymptotic to an
equilibrium probability distribution, thus, in Eq. 1, p™ = p@®*+D a5 n increases. For large n,
Eq. 1 may be written as:

p=I[Plp ©2)
where p is the equilibriﬁm state probability distribution vector.

The Poisson probability distribution relates the likelihood for a transition to occur to a rate
parameter (e.g. Hogg and Craig, 1978). Applied to particle transitions between flow modes
of a pathway, the probability for 0 and 1 transition to occur in a length dl is given by the
following: .
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PN =0,] 1+dl) = 1 - rdl - o(d])

(G-3)
PN =1, ], 1+d]) = rdl + o(dl)
where:
N is the number of transxhons occurrmg indl,
i,l+dl )  15 the length mterva] .
T s the Poxsson transmon rate, and _
o(dl) is a function such that as dl->0, o(dl)/dl -~> 0, and o(dl) + o(dl) = o(dl).

The diagonal terms of the transition probability matrix [P] may be equated to the
probability for 0 transitions (1- rdl-o(dl)) on an interval dl, as they are the transition
probabilities to go from state i to state i, i.e. the probabrhty not to transition from the
current state. ey .

In the matrix [P], the remaining off-diagonal transition probabilities are unknown, thus, the
linear system in Equation G-2 has far more unknowns than knowns and cannot be used to
obtain a meaningful solution for the Poisson transition rates. In order to solve for the
Poisson transition rates, we make an assumption which results in the transition
probabilities of [P] becoming functions of the transition rates, r,, Our assumption is that
the transition probabilities represent the intersection of two independent events. One
event is that a particle leaves the current state, and has probability rdl + o(dl). The other
event is that the particle enters a new state, conditional on not remaining in the current
state. This latter event has probab1hty p/(1-p;) for a particle leavmg mode j and entering
mode i. Recall the probability, p;, is the proportlon of flow occurring in state i, i.e. fo; = p;.
The off-diagonal transition probabilities of [P] are given by the product of the two event
probabilities as follows:

p.
= L r G
P; l—pj[ dl + o(dl)] (G4)

Equation 2 may now be solved for the Poisson transition rates as follows:

Step 1: Note that [P] = [I] + dl[T] where [I] is the m by m identity matrix and
[T] is a new matrix with diagonal terms equal to -r; - o(dl)/dl and off
diagonal terms equal to py/(1-p;)(r; + o(dl)/dl); dl is a scalar;

Step 2: Substitute the results of step 1 into Equation G-2 to obtain the linear
system [T]p = §;

Step 3: Take the limit as dl -> 0 of [T] , which results in all terms o(dl)/d] —
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Step 4: by inspection rewrite [T]p = 0 such that [T'Jr = 0 where r is the vector
of transition rates and [T'] is a new matrix. The diagonal terms of [T']
- are equal to -p; and the off-diagonal terms are equal to pip/(1-p)).

The linear system given by [T Jr = 0 has an infinite number of possible solutions (i.e. in
reduced row echelon form, the last row of [T"Jr = 0 contains all zeros). If one value of r is
specified, say 1, the linear system may be solved uniquely for the remaining r, This linear
system may be written as [A]x = b where the terms in b are equal to -n,p,p)/(1-p) and [A]
is an (m-1) by (m-1) matrix. The coefficients of [A] are identical to [T}, although, the kth
row and column from [T"] is not included in A. In the RIP model, the solution to this
system is computed by performing LU decomposition of [A]}, and then solving for r by
“backsubstitution. ' TETLELE Rl ‘
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The use of radionuclide breakthrough curves in the RIP model is discussed in Chapter 4.

In summary, the RIP model discretizes the breakthrough curve into pathway cells. This
appendix presents results which compare the RIP model algorithm to an analytical solution
of breakthrough based on a solution for the one-dimensional advection-dispersion
equation. The analytical solution applies to uniform flow in an infinite column with a fixed
concentration Co at x = 0, and t > 0 (Bear, 1979, page 268).

Four tests were run to evaluate the error between the analytical solution output and the
RIP model output. The error was visually analyzed by plotting the cumulative mass
releases for a variety of conditions based on flow rate and dispersivity. The release was
observed at a length of 100 m from the source location and retardation was set to 1,ie no
retardation. These results are shown on Figures H-1 through H4. Table H-1 presents the

flow rate and dispersivity parameters for each test.

TABLE H-1

CALCULATION PARAMETERS FOR RIP BREAKTHROUGH ERROR ANALYSIS

s Flow rate (m/yr)
Dispersivity (m) 4 x 102 1.33 x 101
- 10m Test 1 Test 3
33 m | Test 2 Test 4

The test results compare with significant accuracy. The accuracy improves at higher flow
velocities. The RIP model tends to overestimate the breakthrough under low flow velocities
(e.g. Figure H-1), whereas, at higher flow velocities the results are closer (Figure H-6).

Thus, in general the RIP model is conservative.

The RIP algorithm will generally overestimate mass release because it transfers mass in a
quasi-parallel manner, rather than sequentially, i.e., mass entering a pathway at time t may
be discharged with mass which entered at a previous time, t-At, where At can be as large
as the pathway cell residence time.

While the RIP results have significant error, they are considered adequate considering the
generally high level of uncertainty about flow system at Yucca Mountain.
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The approximate Markov process algorithm is used to compute breakthrough curves for
the RIP model. This algorithm is discussed in-detail in Chapter 4. This appendix presents
an error analysis conducted to compare the approximate Markov process algorithm to the
true solution computed by random simulation. The random simulation results are based

. on particle tracking over the length of the pathway.

A total of 10 tests were run for a unit-length pathway to compare the approximate Markov
process algorithm to the true solution obtained by random simulation. The tests were set
up to be generally similar to the anticipated data sets for the RIP model. ' The tests were
different from one another in their flow distributions and flow mode transition rates. In
general, while holding the flow distribution constant, tests were run at low, intermediate,
and high transition rates. “The low transition rates were ori the ordet of 102 mi’l. "The

* intermediate transition rates were on the order of 10!m’l. The high transition rates were

on the order of 10!m™. Three to four variations in the flow distributions were used in the
tests.

The test results are shown on Figures I-1 through I-10. Tests 1 through 3 are examples of a
two-flow mode pathway. One of the flow modes has a high velocity (1 m/yr) and a low
proportion of the flow (0.1). The other mode has substantially lower velocity (104 m/yr)
and the majority of the flow (0.9). This pathway may be similar to a pathway in which

" unsaturated groundwater flow occurs. The transition rates in tests 1, 2, and 3 were low,

intermediate, and high, respectively. The results show that for low transition rates the

- approximation matches the true solution very well. As the transition rates increase,

however, the approximation tends to overestimate the travel time. The largest
overestimation is about 1.5 times greater than the true solution. As discussed in Chapter 4,
the significance of this error depends on the amount of uncertainty in the flow mode
parameters. ' '

The next sequence of tests, 4, 5, and 6, are basically identical to tests 1, 2, and 3, except the
flow distribution was changed from (0.1, 0.9) to (0.5, 0.5). The results for these tests are
shown on Figures 14, I-5, and I-6. The results follow a similar pattern to those of the first
three tests. In test 6, however, the late travel times are underestimated by the
approximation, rather than overestimated. The true solution shows greater dispersion than
the approximation. Again, the margin of error is relatively small.

In tests 7, 8, and 9, a two-flow mode system is again used for the comparison. The
velocities have not been changed, however, the high velocity flow mode receives the
majority of the flow (0.9). This flow distribution may be representative of a saturated
groundwater system in fractured rock. The tests include results for low, intermediate, and
high transition rates, which are shown on Figures 1-7 through I-9. The results show that
under low transition rates little error occurs. At greater transition rates, however, the error
increases and the approximate method tends to underestimate travel time at the ‘
intermediate transition rates. At the high transition rate, the approximate solution
compares well to the true solution, although it contains less dispersion in the travel time
distribution causing error to occur for the later travel times. Again, this error is within a
faetor of about 1.5 of the true solution.
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Test 10 includes 5 flow modes with a flow velocity variation on the order of 10*. The
results of test 10 are shown on Figure I-10. The flow is distributed to the flow modes in
approximately equal portions. The transition rates are at the intermediate level relative to
the previous tests. The test results show that in the region of intermediate travel times, i.e.
10 to 1500 years, the approximation overestimates the true solution. After about 1500 years,
the approximation underestimates the true solution. In general, a close match is only
achieved for the very early and late travel times over the pathway.
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This appendix presents the calculation method used to combine retardation parameters for
use in the RIP algorithm. Retardation parameters are used to adjust flow mode travel

times for individual radionuclides. Chapter 4 of the report discusses pathway flow modes

and radionuclide retardation.

The retardation parameter based on the advection-dispersion equation for solute transport
in porous media is given by the following:

R=14+_" R -1

“- where:

R is the total retardation parameter,
M, is the total sorbed mass, and

M, s the total dissolved mass.

For more than one retardation mechanism, the quantity of sorbed mass for the ith
mechanism is given by the following:

M, =My ® - 1) | 0-2)

where:
M, is the sorbed mass resulting from the ith retardation mechanism,

R;  is the retardation parameter for the ith mechanism, and
My is the total dissolved mass.

The total sorbed mass is the sum of all sorbed mass given by Eq. J-2, and is given by the
following:

M, =M, Y ® -1) 0-3)

where the parameters are as defined in Eq. J-1 and Eq. J-2. The total retardation parameter
representing all retardation mechanisms is obtained by substitution of J-3 into J-1 and is
given by: '

R=1+Y R -1 J-4)

~—
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