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1. Introduction

Despite the evident importance of ‘the subject, no comprehensive
analysis of human factors in spent fuel transportation has occurred. A
reason for this may be the assumption that potential human contributions
to spent fuel transportation risks are negligible [Nuclear Regulatory
Commission . 1980]. There are several characteristics of spent fuel and
other high-level radioactive waste transport, however, that suggest that
human actions may indeed contribute significantly to both actual and
perceived risk of the system.

First, the transportation of spent fuel involves a number of stages
‘and phases, all of ‘which depend on -effective, ‘safe, - and reliable human
performance.‘ Improper or inadequate human actions may occur during all
phases and activities of a transportation system, including design,
implementation, operations, maintenance, and accident recovery. Human
actions also are often separated in both time and space from their effects.
Similarly, those entiiies that must respond to events caused by "upstream"
human actions, are often separated both spatially and sectorally from the
sources of the errors. Improper or inadequate human actions which are
not perceived and responded to across time and space, however, may
initiate or contribute to system failures or exacerbate adverse
consequences at later times thus creating constraints to effective response
to ﬁsk events.

Second, even minor risk events in the transportation system for
spent fuel have the potential for contributing to the social amplification of
risk.  Prior experiences in both hazardous material transportation and

nuclear power industries suggest that the public is very senmsitive to such
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risks. Human actions have the potential for exacerbating such concerns by
initiating minor risk events in the system as well as increasing the
probability of severe accidents.

" Third, the transportation system for spent nuclear fuel will be
comprised of several organizations. In particular, carriers will mainly be
from industry where human reliability issues have received inadequate
attention in the past. Although extensive regulatory oversight of spent
fuel transportation activities is intended to reduce the frequency of risk
events, the size of the reduction will depend directly on the effectiveness
of inspection and quality control programs. Evidence Suggests that such
programs have not been completely- effective in -eliminating . human  errors
in the transportation of spent nuclear fuel in the past. Mofeover, concerns
over quality control and human reliabilify have concentrated mainly on
operational activities and neglected equally important iss.ues in design,
implementation, maintenance, and accident recovery phases.

Fourth, human actions have been shown to be major causes of
system failures in many complex technological systems, including the
operation and maintenance of nuclear power plants [Meister 1971, Turner
1978, Rasmussen 1980, Bellamy 1983, Miller and Swain 1987]. In
addition, human errors have been estimated to account for at least 62% of
hazardous material transportation accidents [Office of Technology
Assessment 1986].

Thus, we agree with recent suggestions that relationships between
human activities and system failures in the transportation of spent fuel
need to be evaluated more thoroughly than has occurred in the past

[Nuclear Regulatory Commission 1986, Hamilton et al 1986]. The
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importance of human reliability analyses becomes even more urgent as
planning begins for a federal repository. The opening of such a site will
greatly affect the magnitude of manufacturing, operational, and
maintenance activities. Although there have been no accidents that have

. harmed the public to date, the potential for adverse events arising out of
human actions will increase as the magnitude of the transpdrtation system
gIOwsSs.

Human participation in complex technological systems may be
advantageous or disadvantageous, depending on the particular
circumstances. In this repoft, human reliability refers to two different but
related aspects -of -human -interaction-- with technological systems. The first
involves those aspects of human interventions in the system that may lead
to or exacerbate the cénsequences of an incident, which we have called
"human errors”. Although many human errors may be seen as events
where an individual or group actually does something wrong, it is more
useful to characterize them as resulting from mismatches in a human-task
or human-machine system.

The second type of interactions are those purposeful human
interventions that prevent or mitigate the consequences of an incident.
While such actions may be performed outside of a pre-established system
framework (e.g., emergency response) they are generally conditidned' by
other types of administrati\)e or managerial programs (e.g., personnel
training programs). Two methods may be used to eliminate unwanted
effects of human actions and improve human reliability in technological
systems: 1) programs may be instituted to reduce the probability of

human errors in the design phase of a transportation system, or 2) the
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effects of human errors may be eliminated, mitigated, or reversed by

effective management control strategies. We call these methods

"transportation risk management programs”. They should be designed to

reduce risks, reduce uncertainties, allow adaptable and flexible responses

to events, and reduce the social impacts of unforeseen events.

This report is intended to:

1)

describe the regulatory environment and risks associated with

spent fuel transportation. Previous experiences, problems, and
incidents in the transportation of spent nuclear fuel and other
high-level radioactive waste are discussed in the context of: 1)

stages -and -phases in- the transportation system,.-and 2) risk

' management strategies that have been implemented to avoid

them.

2) describe our conceptual approach which is based on a socio-

3)

technical perspective of the transportation system and on
theories and methods from the field of human factors. With
respect to the broad socio-technical perspective taken in this
report, we have also discussed the organizational and social
aspects of human error. "Human errors” are defined as human-
task mismatches between 1) perceived system state and
dynaniics and 2) actual system state and dynamics.

contrast our approach with previous studies that assess human

error in the transportation of spent nuclear fuel.

4) review databases that contain information about human error in

transportation risk events and assess how the data might be

mobilized to improve human reliability evaluations.
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5) discuss the application of our approach in the identification and

evaluation of human érrors and explore its relevance to effective
transportation risk management. To facilitate this, a "human
reliability matrix" is developed which supports the pre-
identification and post-incident analysis of human-task
mismatches and helps to identify the types of risk management
options that may be employed to control them. This approach
enables us to identify key issues related to the prevention,
mitigation, and recovery of human-task mismatches through
programs related to management structure and decision making
protocols, data collection, error ‘reporting ~systems,- personnel
training, operational procedure development, accident and
incident! analyses, and quality assurance and quality control.
6) recommend specific actions that both Nevada and the federal
government may wish to implement to reduce the risks
associated with human-task mismatches in the transportation |

system for spent nuclear fuel.

To date there have been no severe incidents or accidents resulting in
significant releases of radioactivity during spent fuel shipments. Indeed,
several successful shipment campaigns for spent nuclear fuel have been

completed. For example, Duke Power Company has shipped spent fuel

1" In this report we use the customary definitions for "accident" and
"incident”. "Accident" refers to a vehicular accident. “Incident" refers to any
event which results in a release of material. While we believe that these
definitions may be inadequate distinctions, we use the accepted definition to
avoid confusion.
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assemblies between two reactors [Rasmussen 1986] and Virginia Power
has shipped spent fuel to the Idaho National Energy Laboratory [Ruska and
Schoonen 1986]. The success of a limited number of spent fuel shipment
campaigns, however, does not obviate the need for careful risk
management. The potential certainly exists for human-task mismatches to
result in severe problems because 1) the number of shipments to date is
small compared with the expected numbers after a repository opens, and
2) these shipment campaigns were heavily regulated and close_ly observed
to assure operational safety and system reliability. Careful consideration
of human-task mismatches is likely to lead to much higher estimated
transportation risks resulting from the shipment of .spent fuel to a
repository than those estimated in prior risk assessments.

"Human errors”, or human-task mismatches, can affect risks 'in

basically five ways. They may: _

1) initiate risk events: this is the most widely considered effect of
human error, although not necessarily the most important.
Initiating events result in immediate effects. Examples of
initiating events in the transportation system include mistaken
removal of spent fuel from a cooling pool during loading or a
driver falling asleep while tfansporting a truck shipment of
spent fuel.

2) contribute to risk events: human errors may contribute to
incidents or accidents when they interact with other initiating
events [Figure 1]. Their control and identification in human
reliability assessments are very important because they may

result in unforeseen causal sequences leading to system failures.
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3)

4)

5)

Examples include improper welding of casks during fabrication
or improper securing of casks on truck-beds or rail-cars.

alter_the frequency of risk event sequences: the frequency of

events (some of which may be considered acceptable) may be
affected by human errors. Examples include the use of
improperly designed cask valves which can lead to a greater
frequency of cask integrity failures or truck driver accidents
that increase the rate of severe accidents. |

affect the structure of risk event trees by changing intervention

strategies and_reliability: if events limit intervention to control a

- hazard sequence, overall risk will-be -increased -because recovery

activities will not be as effective as assumed. Examples of such
events include ineffective or nonexistent emergency response
plans in situations where they were assumed to exist.

affect couplings and interactions between subsystems and
components: these events are the most difficult to identify
although they may be controlled by making system interactions
as observable and reversible as possible Frequently such

interactions and couplings are affected because their connections
were not known. They have occurred in many industrial
accidents including Bhopal and previous spent fuel

transportation incidents.



FIGURE 1

HUMAN ERROR AS A CONTRIBUTORY FACTOR TO ACCIDENTS
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Prior analyses have generally focused on failures related to cask
usage (e.g., éask closure, maintenance, valve operation), although other
important sources of human error can affect cask integrity. For example,
failures in vehicle and other support equipment operation (e.g., cranes)
and failures during quality control can also lead to incidents involving
casks [see Appendix B for a review of prior analyses]. In fact, small
failures in human-task systems at any point in the system have the
potential for creating immediate effects and vulnerabilities at later times
and in distant places. For example, the primary effect of a hurﬁan error
may be associated with a single shipment, a single cask, or a specific cask
design. Previous analyses examined only the first category, and
consequently they assume 1) that errors are randomly distributed among
all shipments, and 2) there is a low probability of human error and severe
accidents events occurring simultaneously. On the other hand, if an error
affécts a cask design or a particular cask, errors are not randomly
distributed across all shipments and, therefore, may affect multiple
shipments.

In addition, the magnitude of transportation activities for a national
repository will be both larger and more complex than anything previously
attempted. [Estimates suggest that rail shipments will increase from
currently less than 50 annually to more than 250 shipments per year by
the year 2000, which could result in up to five accidents per year
involving rail shipments of spent fuel [Office of Technology Assessment
1986: 105]. Similarly, truck shipments are estimated to increase to 750
per year for a newly opened repository (without an MRS) and to result in

up to five accidents per year [Office of Technology Assessment 1986: 105].

- 11 -



These estimates are based on prior operational experiences with a much
more limited transportation system. Many components of the system,
however, will be substantially affected by such growth. As an example,
labor market data suggest that there may not be enough qualified and
well-trained truck drivers available to work in the truck transport
industry in general. It is not clear how the spent fuel transportation
system would attract those that are competent. and available. In addition,
cask fabrication has been proceeding at a very slow rate and even under
these slack conditions there have been many problems. Needs for up to
200 casks are predicted, implying that capacities for cask fabrication,
inspection, and maintenance will have to increase dramatically. Whether -
the expected magnitude and complexity of the new system will result in

changes in human error and accident rates is an important issue.

21, O ional _Risl

Operational risks in the transportation of spent nuclear fuel and .
other high-level wastes’ may lead to a wide range of incidents, accidents,
and adverse consequences. We have previously classified these
operational risks into four categories [Kasperson and Renn 1987, Golding et
al 1988]:

. normal conditions: workers and members of the public will be
exposed to radiological and non-radiélogical risks from the
operation of a nuclear waste transportation system. Even under
"normal” or “"incident-free" operating conditions (with an assumed
absence of accidents, poor quality control, sabotage, terrorism, or

theft), radiation will be emitted from even the best designed and
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maintained casks under even the most stringent quality control

programs.

« accident conditions: accidents include "internal events" or system

failures (such as vehicular and loading accidents or events that
originate "outside” the waste transportation system). Both
radiological and non-radiological consequences may be associated
with such accidents.

« sabotage: intentional human-made initiating events of sabotage,
terrorism, and theft have been of much concern to experts and the
public. Therefore, in general they are treated separately from
accidents. .This category is not specifically treated in this report
because human error is not considered to be the result of
intentional actions. |

- defective quality control: human errors in quality control have
been a continuing problem in the nuclear industry and hazardous-
material transportation. In the transportation system, defeciive
quality control may lead to both radiological (e.g., improper cask
closure leading to excess exposure) and non-radiological (e.g.,
crane accidents) consequences. Defective quality control and
human errors are treated separately because of their importance.
They can, however, affect risk under both normal and accident
conditions.

In order to identify and control human reliability-related operational -
risks in the transportation system, a transportation risk management
system must consider the entire sequenée of activities from the selection

of fuel for shipment to the unloading of the material at the final
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destination. A sequential view of the shipping procedure is a useful aid in
the identification of potential hazards [Figure 2].

The transportation process actually begins with the characteristics of
spent fuel (e.g., age, cladding condition, burn-up rate) for shipment
because these may influence the integrity of the fuel during transport
activities, the selection of casks for shipment, and the handling, inspection,
and emergency response needs at a repository [Appendix C]. The
inspection of casks prior to packaging are also important to determine if |
they are defective (e.g., leaking, warped).. There have been numerous
examples of human errors during this stage of the ﬁansportation system,
including [Appendix C; Resnikoff 1983, Nebraska Energy Office 1987]:

« incorrect fuel selection resulting from the use of outdated
mathematical fuel-selection equations. The use of an improper
equation led to the incorrect choice of fuel to transport in a
particular cask. |

+ failure to properly drain pool water from casks. In one case this
occurred when the incorrect valve was opened because of the
absence of color-coded labeling on the valves.

» improper dry shipment of spent fuel.

The packaging of material into casks is completed underwater in
cooling pools, with personnel remotely controlling automated eqhipment
with the use of video cameras and robotic equipment. These types of
activities are of particular concern from a human reliability perspective
because the observability and control of actual activities are limited. The
second stage of loading casks is completed with the securing and inspection

of the casks on a transport vehicle (e.g., truck-trailer or rail-car) and the
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completion of all required routing and labeling requirexhents (e.g., pre-
notification, placards). Examples of errors that have occurred at this stage
are [Appendix C, Resnikoff 1983, Nebraska Energy Office 1987]: .

« incorrect placarding of shipments,

« incorrect filling out of shipping papers,

« improper securing of casks on truck beds,

o surface contamination of cask and trailer,

« improper pre-departure inspections of casks and vehicles,

o improper loading of spent fuel into casks, and

« damage to fuel duﬁng loading.

The third stage of the transportation process is the actual material
transport by truck or rail. This may include temporary stowage or
transshipment as a result of modal mixing. Human reliability concerns at
this stage are centered on driver performance, enroute inspectioﬁs and
maintenance, and security. Several road accidents have occurred during
truck shipments, which fortunately did not result 'in releases. Specific
errors which have occurred include [Appendix C, Resnikoff 1983, Nebraska
Energy Office 1987]:

o drivers' failure to adhere to preplanned routes,
~» rail shipments being "lost" and ending up in unprotected train
yards,
e co-drivers sleeping at unauthorized 'times,

inoperative driver communication equipment,

collapsing truck beds due to cask weight,

lack of proper escorts due to improper notification,

failure to notice radioactive contamination of equipment,
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o transport vehicle breakdowns and improper repairs,‘ and
« a truck-trailer overturned during transit.

The final stage of the transportation process occurs when the
shipment reaches its final destination and is unloaded and inspected.
Human reliability concerns at this stage are similar to those at the
originating site, and similar types of human errors (e.g., improper
cleansing, inspection, and maintenance of casks and vehicles) have

occurred.

2.2, Desi mpl . Mai { E
Response Risks :
The description above demonstrates that human reliability issues in

spent fuel transport extend well beyond vehicle operation and cask
loading. Consideration must be given to human activities at all phases of
the transportation system, including technical designs, fabrication of
equipment, management, maintenance, and emergency response.
Unfortunately, risks from all activities have generally not been considered
in prior risk assessments of the spent fuel transportation system. Most
prior analyses and risk estimates, for example, have assumed that casks
are properly constructed and maintained [Office of Technology Assessment
1986: 29]. There are serious questions, however, aé to whether these are
correct assumptions [Appendix B, Appendix C, Nebraska Energy Office
1987]. We turn now to a review of the issues associated with each phase

[Table 1 lists a selection of more specific activities associated with each

phase].
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The design phase includes the activities that develop the

characteristics of the specific transportation system. These include the

development of institutional structures through legislative action and

regulatory promulgation, the design of equipment and manufacturing

standards, and the design of accident prevention and response methods.

Many of the human errors that have occurred in the transportation system

can be traced back to situations where insufficient consideration has been

given to human factors issues in this phase. Specific problems include

[Appendix C, Resnikoff 1983, Nebraska Energy Office 1987]:

errors in the analysis of spent fuel cask baskéts,

~drop, .puncture,  and fire test standards for the most severe

accident conditions are not based on historical data,
improper estimation of rail cask weight,

cask trailer designs that are inadequate to hold heavy loads
resulting in buckling during use,

designs not tested for maintainability or ease of inspection,

.documentation errors related to cask designs and fabrication,

methodological errors in risk assessments,
errors in simulation data inputs, and

mathematical errors in stress analysis.

The implementation phase involves the development of the

transportation system components, such as the fabrication of equipment,

the training of personnel, and the implementation of inspection,

enforcement, and emergency response programs. Errors have included the

use of inadequate testing and licensing procedures for drivers. Other
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errors have occurred during cask fabrication that involved [Appendix C,

Resnikoff 1983, Nebraska Energy Office 1987]:

the installation of defective valves and rupture disks,

the use of improper welding materials and defective bolts, and
sealant,

the use of improper cask weldiﬁg

the defective installation of shielding,

the improper installation of valves,

the use of a defective éhell on an outer cask body, and

the continued use of casks after the breakdown of quality

assurance programs at the -manufacturer.

The operations phase includes all the activities and decisions

involved

in the actual movement of spent fuel and other high-level waste

from an origin to a repository. This phase was described previously in

section 2.1.

The maintenance phase occurs when equipment requires either

scheduled or unscheduled repairs and is simultaneous with the operations

phase.

Specific activities include inspection, repair, calibration, testing, and

verification. = Human errors in this phase have included [Appendix C,

Resnikoff 1983, Nebraska Energy Office 1987]:

improper repairs using improper materials,
inspection failures (i.e., faulty equipment not identified),
required repairs not performed on vehicles,
failure to properly perform cask leak tests,
failure to p‘roperly decontaminate casks and equipment,

failure to routinely replace cask lid seals, and
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. replacement of faulty cask valves with other faulty valves.

The accident recovery phase is initiated after either an incident or

accident occurs in the transportation system. Specific activities range from
.the actions and decisions made at the very onset of an emergency (e.g.,
notification) and extends through long term monitoring and clean-up
activities as needed. Errors invélving the improper placarding and
notification have previously resulted in inadequate emergency response
measures being undertaken [Appendix C, Resnikoff 1983, Nebraska Energy
Office 1987]. In one case emergency response personnel did not attempt
to put out a fire resulting from an accident because they were erroneously
led to believe that-radioactive -materials were involved.

There are also problems in the interface between different phases.
In particular, problems may continue to exist in the transportation system
because those in authority are not well informed about the problem or are
incapable of initiating a response. For example, an incident occurred in
1980 that questioned whether the use of air (rather than inert gases) in
casks holding spént fuel actually kept it cool enough not to require water
in the cask [see Appendix C for a more detailed discussion]. In this
incident an assembly containing damaged rods self-heated in transit
sufficiently to reoxidize fuel pellets into a fine powder that was released
when the cask was opened. A private spent fuel pool, a worker, and the
cask were contaminated. When confronted with this information three
years later, the head of the NRC cask certification department and two NRC
experts were not Wkell-informed about the incident. Moreover, only
because of external pressure for more than a year did the NRC eventually

recognize the problem and order such shipments to use inert gases.
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TABLE 1

SPENT FUEL TRANSPORTATION SYSTEM PHASES AND ACTIVITIES

: ACCIDENT
DESIGN IMPLEMENTATION OPERATION MAINTENANCE RECOVERY
regulatory environment Organizational Jechnical notification
(legislation) management control system oversight inc. error inspection situation assessment
institutional structure registration programs, investigations & data repair command & communication
(resp. authority, objectives) licenses, centification collection & analysis calibration system setup
rules and tarmifs reporting (shipping testing control over material
planning criteria emergency resp. system papers, etc.) quality control recovery process
(e.g. routing, mode) enforcement & inspection route selection monitoring radiological monitoring
maintenance programs ~ nofifications verification clean-up
hazard communication security arrangements removal of equipment
Technical procurement of casks Personnel accident investigation
quality control cask fabrication seleclion of fuel training liability issues
testing packaging testing support equipment
site selection quality control handling monitoring
markings labeling
cask design construction freight acceptance Data
testing loading collection
equipment design quality control placarding analysis
securing
Personnel monitoring/inspections
" training transport :
staffing tracking
(drivers, support, (inspection, security
emergency resp., transshipment
maintenance, manage- unloading
ment) decontamination

inspection




2.3, The Regulatory Environment

A complex regulatory environment exists to control spent nuclear
fuel and other high-level radioactive waste shipments. Although human
reliability considerations are not usually specifically addressed by
regulation, some relevant regulations have been developed for all phases
of the transportation system that include some types of human reliability
activities. These include DOE and NRC review of human factors
considerations in cask design, employee training programs, employee
operating requirements, inspeciion and enforcement programs, and
emergency response plans and personnel training. The adequacy of the
regulatory response to manage the wide range of human reliability issues,
however, is an open issue.

Even in the much emphasized area of cask design and fabrication,
human factors considerations and principles are either not well-formalized
or are not comprehensive [Fischer 1988]. Over the years, cask design has
followed two _basic tenets: 1) meet the extant regulatory standards and 2)
make the cask functional for the reactor operators. Some effort is also
being made to incorporate additional human factors considerations into
current cask designs by both the NRC and DOE [Lake 1988].

There is little evidence that any authority has systematically
attempted to track and eliminate failures in various activities (e.g., loading,
handling, maintenance, inspection). The main approach to correcting
human reliability issues in past cask handling problems has been
"administrative controls” (i.e., a document detailing a suggested new
procedure). In cases where the problem is perceived as potentially

widespread, "regulatory guides” may be issued that attempt to translate a
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rule into acceptable practice. This approach has sometimes been criticized
by DOE officials as little more than a "technical band-aid” that sometimes
compounds the original confusion.

The DOE is currently planning a study on human error in the safety
of nuclear waste transportation [Lake 1988]. The scope of the study is still
unclear, although the primary focus- will most likely be the identification
and evaluation of databases already in place and additional information
needs for human error analyses. The study is to focus on human errors in
operational activities (e.g., mode selection, intermodal transf'er, loading,
transit) although, as it now stands, unloading at the repository is not
-included (this is to be covered by other DOE. work). Later phases of this
study will likely include the identification of human factors issues that are
unique to the transportation system for spent nuclear fuel.

In general, federal agency activities reflect the belief that human
error is not a significant contributor to risk in the transportatioh system.
In fact, éome individuals, interviewed by the authors, within the relevant
regulatory agencies are not even convinced that human error in the
transportation of spent fuel is an issue worth further study. It is often
assumed that quality assurance programs are adequate to maintain proper
adherence to procedures and regulations, although there have not been
any evaluations of actual performancc. On the contrary, the historical
record suggests that quality assurance programs are often not very
effective [see above, sections 2.1 and 2.2].

The general neglect of human error issues arises from the
assumption that the probability associated with simultaneous human and

technical failures leading to major accidents is negligible. The two

- 23 -



important prior assessments, however, on which this conclusion is based
(i.e., Battelle Pacific Northwest Laboratories 1978, Nuclear Regulatory
Commission 1980) contain many methodological errors and faulty data.
Specific problems include [see Appendix B for a more detailed discussion]:
* underestimation of worst-case human error consequences,
possibly by several orders of magnitude,
 incomplete and incorrect use of unreliable data sources,
 absence of some previous and potential future error types.

The lack of concern about the effects of human errors is in marked
contrast to government and industry concern over human errors and
recoverability in the operation and -maintenance of nuclear power plants.
The primary rationale for this limited attention is that the transportation
system is viewed as a‘ much simpler system that does not require complex
‘monitoring and problem solving tasks. This assufnption, however, ignores
~the issue of emergency response related decisions and ambiguous cask
monitoring procedures. In addition, it is generally assumed that cask
technology is sufficient to ensure against the release of radiation under
extreme accident conditions and that, therefore, human errors will not be
able to create severe enough conditions to cause cask failure. This
assumption, however, is based on three other important, but highly
suspect assumptions:

1) cask designs are adequate to withstand even the most severe
accident conditions, |

2) casks are fabricated perfectly according to these design

standards, and
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3) casks are used and maintained properly with respect to design
standards.

The lack of attention also undoubtedly arises from a skepticism
among technical people toward the methodologies and potential
. contributions of the "soft science"” of human factors research and from the
prevailing "engineerihg ethic” of the regulatory agencies. In addition,
there is a strong belief that technological features (e.g., cask integrity
under severe accident conditions) and the reliability and thoroughness of
regulatory requirements (e.g., route selection, equipment maintenance,
inspection) will ensure system safety and reliability. Other potential
reasons include: a-mindset.that there are no severe problems, a lack of
systematic data collection and analysis that limits the ability to perceive
patterns of problems, and a reluctance to assess the probabilities of
multiple simultaneous events in addition to isolated failings in risk

assessments.

231, R ible A . e s
The main regulatory agencies with jurisdiction over spent fuel
transportation are the Department of Transportation [DOT], Department of
Energy [DOE], and the Nuclear Regulatory Commission [NRC]. Several other.
agencies have jurisdiction and responsibilities over specific areas, including
OSHA, FEMA, private and other public organizations (e.g., utilities, shippers,

carriers), and state agencies  Thus, responsibilities and control in the
transportation system are distributed across organizational and political
sectors. [Table 2, Appendix D of this report provides a detailed listing of

authorities and responsibilities of governmental agencies and other

- 25 -



organizations responsible for transporting spent nuclear fuel to a
-Tepository].

The DOT is the lead federal agency for establishing and enforcing
hazardous materials transportation regulations. Specific activities are
based on the Hazardous Materials Transportation Act and include: vehicle
inspections, personnel testing and training, data collection and analysis,
and emergency response. In the rail industry, for example, the DOT
requires a comprehensive set of operating rules, written tests, continual
monitoring and training of personnel, and effective means of discipline.
Efficiency tests by field inspectors are used to monitor the performance of
crews according to .rail operating rules (e.g., radio transmissions, train
speeds).

The NRC is the lead agency in regulating and certifying spent fuel
casks. The issuance of cask certifications are based in part on the
implementation of quality control programs developed during the design
process. However, according to individuals interviewed by the authors, .the
inspection of the quality assurance programs are usually limited to
comparing the table of contents of the procedures with those required in
NRC guidelines--no review of specific procedures actually takes place. The
NRC also requires shippers, carriers, and other nuclear facilities, such as
utilities, to hold licensees as temporary possessors of spent fuel.

The DOE is the main federal agency responsible for designing and
deploying the spent fuel transportation system to a national repository and
derives its responsibilities from the Nuclear Waste Policy Act [1982] and
amendments. Beginning in 1998 the DOE will take possession of the fuel at

utilities and be the shipper for such materials. The DOE will also be

- 26 -



responsible for hiring carriers and ensuring their safe and reliable
performance. To ensure such human reliability, the DOE will rely on
"thorough on-going training” as part of its quality assurance programs.

Other federal agencies are primarily concerned with employee safety
and emergency response [Table 2]. Moreover, states have varying
requirements for prenotification of shipments, shipment inspections, and
driver license requirements [Department of Energy 1983, Battelle
Columbus Laboratories 1985]. Particularly significant problems result
from the fragmented nature of emergency response capabilities across
political, organizational, and geographic boundaries.

Private organizations .also play an important role in the
transportation system. In particular, utilities and carriers have primary
responsibility for hiring and ensuring the safe and reliable performance of
-their employees. It should be noted that much of. the training for positions
related to spent fuel transportation in these industries is completed "on the
job". In addition, cask manufacturers and caﬁ‘ier firms have training
programs for utility personnel involved in loading and handling activities.
Utilities also train personnel in the use of cask handling and loading
procedures and equipment.

Many problems have already occurred due to ambiguous or
inadequately implemented regulations that do not comprehensively cover
all activities in the transportation system. One major problem is the
division of power among the three main federal agenéies, each with a
differing outlook on regulatory interpretation and enforcement. Although
several Memoranda of Understanding have been developed, gaps in

regulatory authority still exist. Specific examples of such gaps include NRC,
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DOT, and DOE security arrangements and routing requirementé, and DOT
and NRC cask restraint and tiedown requirements [Appendix C]. For
example, the NRC presently approves each route used by its licensees prior
to shipment. On the other hand, the DOE is governed by DOT's requirement
that routes be delineated after completion of a shipment. While the NRC
has disapproved routes because of security deficiencies in the past, the
DOT has done very little to police DOE shipments. The DOE's use of non-
interstate highways when interstates were available and required is an
example of such conflicting oversight authority. Similar issues arise in the
requirements for cask restraints on vehicles. NRC regulations require that
the tiedowns be able’ to ‘restrain the cask -under- much larger forces than
those required by DOT.

Regulatory inadequacies exist even within specific agencies. The NRC
has no staff or system dedicated to monitoring problems with specific
casks. Instead, responsibility is divided between a central certification
‘ staff that concen.trates on design, and a diffuse, inadequately staffed
inspectionA department (consisting of about a half dozen employees) with
quality assurance duties for all nuclear equipment, most of which has little
to do with transportation. NRC inspectors rarely actually observe casks
during production. Instead, they have focussed on the paperwork historyv
of the manufacturing process prior to issuance of cask certificates of
compliance. ‘

Similar issues exist for the DOT regulation of hazardous material
carriers. The DOT provides no advice on driver training and has fairly
general training and testing requirements. In fact, DOT officials have

stated that most training occurs on the job [Resnikoff 1983]. DOT
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requirements for high-level radioactive waste transportation are supposed
to be consistent with those for cryogenic (very cold) liquids; however,
regulations for cryogenic liquids were never implemented [Resnikoff
1983]. Rail training requirements are even less specific, although rail
employees are often considered to be better trained by their employers
than erﬁployees of truck carriers. In fact, truck drivers may actually
obtain licenses to handle tractor-trailers without special tests in nineteen
states (pending federal legislation may close this loop-hole).

The DOT is also responsible for carrier inspections. Like the NRC, it
has .a very small inspe’ctionA staff. Therefore, some have argued that its
monitoring capacities are inadequate . [Insurance Institute for Highway
Safety 1985, Office of Technology Assessment 1986, Waller 1988].
Frequéntly, drivers use multiple licenses and logs to avoid penalties.
Additional problems are related to hours-of-service regulations: Bureau of
Motor Carrier Safety research suggests that these regulations should be
| changed, but no action has been taken to date. As a result these avoidable
risks continue [Page 1988]. Although the transportation system for spent
fuel will probably be more closely watched than other transportation
systems, there is cause for concern about the ability of DOT or DOE under
current regulations and implementation strategies to inspect adequately ;c111
shippers and carriers involved with shipments to a repository.

An additional source of inspection inade:quacies (in both the NRC and
DOT) arises from the unavailability of reliable incident and accident data.
This may become an especially severe problem when rates of cask
production and use grow rapidly to accommodate the expected increase in

the volume of shipments to a new repository. In the past, it has been the
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industry itself that has frequently identified and corrected errors, rather
than the regulatory agencies. According to DOE statements carriers will be
private haulers of hazardous materials. The ability of carriers to maintain
effective and reliable risk management programs, however, is open to
question. It is unclear whether such firms (or their employees) are
sufficiently sensitive to the special nature of high-level radioactive

materials and the special handling and human reliability requirements

involved.

3. A Socio-Technical Syst \ l
Ultimately, " any ~analysis of the spent nuclear fuel transportation
system must be concerned with both adverse radiological and non-
radiological consequences to humans and the environment that may occur
during both normal and accident conditions. The main line of defense to
any accidental release of radiation hinges on the integrity of the spent fuel
casks. However, cask failure may result from a variety of causes at
different stages and phases ‘of the transportation system. Thus, our
concern is over incidents and accidents arising from human errors during
all phases of the spent fuel transportation system- [see Table 1 ébove]. Our
perspective is one of a "system" in which individual components are not
only analyzed individually, but as interacting dynamic components that
must be examined in their totality. If interactions of different subsystems
are not taken into account in transportation risk management activities,
the result may well be the failure to effectively implement many proposed

control strategies.
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TABLE 2

RESPONSIBILITIES AND ACTIVITIES OF FEDERAL AND STATE AGENCIES
AND PRIVATE ORGANIZATIONS

DRIVERS

CASK
MANUFACTURE

INSPECTION

ENFORCEMENT

QAXC
MAINTENANCE

REGULA-
TIONS

EMERGENCY
RESPONSE

OTHER
SUPPOHT

PRENOTIFI-
CATION

SECURITY

INVESTI-
GATIONS

X

X

X

X

X

X

(20) )

X

FEMA

NAT

NTS8

INPO

UTIITIES
{ORIGINATOR)
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The approach we utilize evaluates the spent fuel transportation
system from a human factors and socio-technical perspective to identify
the types of human actions that may affect system risks and how they
may be eliminated or their effects mitigated. Human Factors is an
interdisciplinary‘ field concerned with improving the relationships between
humans and technical systems (e.g., effectiveness, efficiency, safety). "Its
goal has been to design systems that use human capabilities in appropriate
ways, that protect systems from human frailties, and that protect humans
from hazards associated with operation of the system" [National Research
Council 1988:12]. | |

Until recently the-focus -of -human factors has generally been on the
narrow interactions of individuals and machineé with which they interact
while broader organizational and social factors were ignored [Bellamy
1983]. However, system failures may also result from organizational and
social effects on decision making and operational behavior. To inéorporate
these issues into our analysis, we view the transportation system broadly
as a socio-technical system, similar to a recent approach to the analysis of
safety in commercial nuclear poWer plants [National Research Council
1988]. In the context of this ﬁ/ork, socio-technical system refers to
interacting components of system hardware (e.g., spent fuel casks, trucks,
cranes), personnel (e.g., drivers, crane operators, managers), organizational
infrastructure (e.g., operations, maintenance, administration), and social
factors (e.g., regulations, economics, culture) [Figure 3]. A broad socio-
technical systems perspective "has great potential for delivering results

that yield useful recommendations for safety improvements” [National

Research Council 1988].
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One particularly important aspect of this perspecﬁve is the need for
closed-loop feedback from risk assessment to risk management. Risk
assessments of technical systems are based on theoretical models and
assumptions concerning human behavior during system operations and
maintenance. Consequently, these models of behavior and their
underlying assumptions must be incorporated into operating specifications
and procedures and must provide a basis for risk management control
strategies. In addition, error detection and analysis should be based on an
awareness of safety constraints and accepted levels of risk identified in
risk assessments. Such evaluations should form a closed loop based on
- actual operating experience to reassess the .results and assumptions of risk
assessments [Figure 4].

Using the concept of a socio-technical system we have developed a
comprehensive methodology for identifying and evaluating the scope and
types of human error sources in a spent nuclear fuel transportation
system. In particular, a "human reliability matrix" is used to provide a
framework for 1) the identification of previous and potential future human
errors in the transportation system, and 2) the identification of risk
management options that can be implemented to prevent, mitigate, or

recover from human errors and their consequences.
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FIGURE 3

A SOCIO-TECHNICAL VIEW OF THE HIGH LEVEL -
RADIOACTIVE WASTE TRANSPORTATION SYSTEM

Social context
+ regulations
+ economic constraints
« social and political
« efc.

Organizational infrastructure
« management
* operations
+ maintenance
* glc.

Personnel
» drivers
* crane operators
« utility and repository personnel
s efc.

Systems hardware
* casks
» trucksArains
* cranes
» efc.

SOURCE: Adapted from National Research Council (1988)



FIGURE 4

INTEGRATED RISK ASSESSMENT - RISK MANAGEMENT

OPERATING CONSTRAINTS

R n AND ASSUMPTIONS

OPERATIONAL EXPERIENCE




Many prior discussions of human error generally focus on individuals
and their interactions with a task or machine (i.e., the interface between
the system hardware and personnel identified in the innermost levels of
Figure 3). Because the source of actions and goals in many activities are
partly the result of subjective criteria, the identification of an error
frequently becomes contradictory and closely associated with the
assignment of b_l_a_tr_ng_mi#esm_lﬁx. In addition, the assignment of
blame and responsibility is often related to the power structures within
institutions so that the identified "causes" may actually have little to do
with the deeper reasons behind failures. |

However, interindividual interaction (e.g., group decision making) is
also an important feature of activity in the transportation system and is
included in the interface between system hardware and personnel. as well
as at the organizational level. Similarly, because organizational and social
factors form the context in which the transportation system operates, they
may have significant influences on the safety and reliability of the system.
In particular, management can directly or indirectly affect safety and
reliability in performance. These influences are also discussed in this
report and are believed to be important in humah error causation and
control.

To provide an understanding of the theory and concepts of our
approach, a review of the nature of human errors is discussed in the

following sections. These sections summarize the more extensive review

provided in Appendix A.
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3.1, Individual E

The web of interactions between system hardware and the personnel
subsystem of a socio-teéhnical system makes defining "human error” a
difficult task. Attempts at a unifying definition have often lead to
ambiguities and improper characterizations. The definition of "human
error” is important, however, because of the underlying basis it provides
for any approach to human reliability assessment. Several definitions and
cognitive models have been developed, each providing insight into the
complexity of the problem, and each becoming more sophisticated in their
attempts to include the multiple relationships of human capabilities and
task characteristics.

In human-machine systems analysis, variable goals or intentions are
incorporated by the conceptualization of "human error” as the behavior of
a person transgressing multiple criteria for acceptable performance
[Sheridan 1983]. For example, the immediate goals of transport personnel
involved in operational tasks (e.g., loading, handling, driving) will vary as
the environment moves from one of normal to emergency conditions.
Similarly, "acceptable” performance is subjective and related to a variety
of criteria, including technical and economic efficiency, system reliability, |
and public safety, and immediate perceived needs.

In another definition, developed in systems and reliability
engineering, a human error is defined with reference to four criteria
[Rasmussen 1982]:

1) it is a cause of deviations from a standard:
2) it appears on the causal path to the effect;

3) it is acceptable as a reasonable explanation; and
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4) it is such that a cure is known.
These definitions suggest four important factors absent from earlier
definitions of human error: |
1) multiple externally defined objectives may be relevant to a
particular action,
2) the assessment of error depends on being able to identify it,
3) multiple causes may exist, and
4) the source of analysis influences the identification of an error.
These factors are important because the identification of a specific
cause of failure frequently depends on how far back in timp incident
analyses look for root- causes;-in. other .words, .identification of causes
depends on the "stop rule” applied to identify root causes of an incident
[Rasmussen 1982, Svenson 1986]. For example, in a hypothetical
- transportation incident involving spent nuclear fuel, the root cause may be
identified as the truck going off the road, the incorrect closure of the cask,
or the inadequacy of inspection and quality assurance personnel
performance prior to shipment departure, after cask maintenance, or
during cask fabrication. The DOT HMIS database would only identify the
incorrect closure of the cask because its stop rule is the "actual primary
cause of package failure". The other human errors may be relevant,
however, for identifying the most effective risk management intervention
strategy.
Although some of the tasks in the transportation system for spent
fuel involve manual control and have little problem solving or inferential
needs, many do have a cognitive component. Tasks requiring memory,

attention, interpretation, and problem solving occur in detection, diagnosis,
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and recovery activities (i.e., during planning, maintenance, inspection,
transport, and accident recovery related activities). Failures in such
activities are considerably more difficult to characterize than action errors
because cognitive behavior is more ambiguous than proceduralized actions
and cognitive processes are not necessarily decomposable.

In particular, there are several difficulties in attempting to observe
and understand the cognitive processes and reasons, or subjective
rationale, of individuals making decisions, inferences, or judgmcnts. Part
of the ambiguity arises because individuals may use multiple decision
making strategies and they may not be aware of switching among them.
In addition, decisions are -not necessarily.discrete events in time or place,
nor are they distinct from other individual and group activities [Poole and
Hirokawa 1986]. Still another ambiguity arises because "effectiveness” is
not necessarily the only desired outcome: additional "non-decision"
functions include justifying procedures, distributing blame or success, and
fulfilling role expéctations. "Effective” choices may actually be of
secondary importance relative to other goals.

Empirical observations of human problem-solving and decision
making have shown that people do not generally use prescriptive decision
analysis techniques. In fact, novices are the only ones who generally use
such techniques. Moreover, in complex technological systems, such as that
of spent fuel transportation, many decisions are "dynamic." "Dynamic
decision” environments refer to problem situations where a series of
interdependent decisions are required, task specifications and the
environment are dynamic, available information may be dependent on

prior decision outcomes, and decisions modify the environment [Slovic et
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al. 1977, Brehmer 1987]. Severe problems may result becauée while
people are generally capable of understanding causal chains of system
processes, they have difficulty understanding the dynamics of complex
processes [Bainbridge 1984]. There is no normative theory of problem
solving, however, for these dynamic decision environments, as opposed to
"static decision” environments (i.e., decision problems are sequential, do
not depend on prior outcomes, and the environment is stable).

To simplify a complex world and guide their judgments, humans
develop biases and heuristics in their information processing and decision
making [Tversky and Kahneman 1974, Svenson 1979, Svenson 1981,
Fischhoff 1986, Rasmussen -1987b].  In general -these - processes -work to
people's advantage, but in certain situations they can cause the selection of
inappropriate choices or actions and lead to predictable biases. |

Consequently, individual cognitive biases and heuristics call into
question the whole concept of "rational” decision making that is often
assumed in planning, judgmental, and inferential situations. These
problems have been confronted with the notion of “bounded rationality"
that refers to informational and time constraihts that force people to make
choices based on limited information [Simon 1955]._ Similarly, un_c'onscious
heuristics learned over time may create problems in novel situations
where they suddenly become irrelevant or even detrimental [Svenson
1979]. In many cases, decisions may be "rational” but made in incorrect
contexts [Perrow 1984].

Prior research on human cognitive processing, decision making
behavior, and cognitive models, suggests that analyses of human-task

systems cannot be based solely on task characteristics. For example, the
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occurrence of failure is closely associated with human variability resulting
from stocha‘stic behavioral properties, learning, and adaptability. In fact, it
is now believed that most types of successful and unsuccessful human
performance can be explained by a common, limited set of underlying
cognitive mechanisms and their interaction with task characteristics and
situational factors [Rasmussen 1987b, Reason 1987a]. Failures are closely
associated with the system characteristics of observability of system state
and dynamics and the reversibility of system behavior [Appendix A.2].
Other human. factors research suggests that human errors may have
significant effects on- accident probabilities and conséquences in the
transportation system for spent fuel. Such research has been conducted on
fatigue, monitoring tasks, decision times, illumination, noise, vibratiohs,
and other ergonomic issues [Kantowitz ahd Sorkin 1983, Salvendy 1987].
-Many of the.se' effects have been studied in the cdntext of truck
transportation [Waller and Li 1979, Insurance Institute for Highway Safety
1985, Hertz 1987, Jones and Stein 1987, Waller 1988]. On the other hand,
very little human factors research has been conducted specifically for
railway transportation (most human factors research in this area is related
to railway construction and maintenance tasks, such as lifting). One of the
more important results from transportation related studies is the
relationship among hours-of-service rules, fatigue, and accident
probabilities--accident probabilities increase along with driving times and
driving schedules that are not compatible with drivers' 24-hour, circadian

sleep cycles [Waller 1988].
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3.2, _Group Errors

In many technological systems groups of people must interact to
perform a task and failures can result from their interactions.
Interindividual interactions may have especially important implications in
planning and decisi.on making situations and affect performance in the
personnel subsystem and its interactions with system hérdware and
system infrastructure interactions with the social environment [Figure 3].
For example, in the spent nuclear fuel transportation system, groups may
plan routes, two drivers may operate a truck, a number of individuals may
be involved in deciding how to respond to an incident or accident, and
_environmental activists may influence public policy. Consequently, the
dynamics of group decision making, and in particular the effects of faulty
group decision making, need to be incorpdrated into our conceptualization
of human error.

Faulty group decision making can often be traced directly or
indirectly to communicative and social influences of individuals. Five
factors that have been suggest}ed as leading to faulty decisions are
[Hirokawa and Scheerhorn 1986]: |

+ improper assessment of situation,

» establishment of inappropriate goalé and procedures,
+ improper assessment of attributes of alternatives,

+ establishment of faulty information base, and

. faulty reasoning.

Important factors affecting the quality of group decisions are conflict
and group biases [see Appendix A.S5]. These factors can enable faulty

decisions by facilitating the occurrence of errors such as misinterpretations
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and incorrect conclusions during different stages of the decision rﬁaking
process. Conflicts may arise in regard to substantive issues in a group task,
procedural methods, and affective issues between members [Putnam
1986]. Group biases result from interindividual interactions that may
affect behavior and lead to faulty decisions. They include:
 the "risky shift" phenomena in which a group chooses more risky
alternatives than its individual members;
» group polarization, whereby the choice of a group is more
extreme than the individual choices;
-« groupthink, where a group arrives at a consensus decision
‘without adequately -evaluating all alternatives;
« false consensus, where individuals of a‘ group falsely believe that

a consensus has been reached; and,

L]

pluralistic ignorance, where group members -believe they are
alone in their beliefs.

In the transportation system the form of consensus generated by
groupthink is of particular concern because it may also contribute to more
risky decisions (e.g., "risky shift") and may lead to especially severe
consequences in hazardous situations such as those that may result from
spent nuclear fuel transportation accidents. The majof factors contributing
to such behavior are the uniformity of members, the size and isolation of a
group, norms, cohesiveness, and personalities [Reason, 1987b]. In groups
experiencing groupthink, "the powerful forces of perceived 'togetherness'
act in concert to render the possibility of failure unthinkable--and if not
unthinkable, then certainly unspeakable” [Reason 1987b: 124]. This

behavior, characteristic of '"mindsets”, is frequently seen in risk research
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and hazard and accident response planning by the frequently mistaken
belief that catastrophic accidents are not credible events and that response

organizations are well prepared [Gray and Quarantelli 1984].

‘ r iz

The field of human factors has rarely focused on errors conneéted to
social or organizational characteristics in high-risk technological systems
although these aspects of socio-technical systems have been identified as
contributory causes to many accidents [Turner 1978, Bellamy 1983,
Perrow 1984]. Moreover, organizational design is frequently ignored in
safety analyses .in.contrast with construction and personnel considerations
[Nordic Liaison Committee for Atomic Energy 1985, Bjordal 1987].
| The dynamics of interindividual interaction are partly a result of the
understanding of system behavior by personnel that arise through the
framing effects of affective, cultural, and social forces by which people
understand, interpret, and infer things about the world around them. In
addition, dynamics depend partly on the work environment (e.g.,
management-employee relations, job requirements) and organizational
structure (e.g., authority, h‘ierarchy, communication system). Thus,
organizational and social factors affect the conceptualization of human
errors in two primary ways:

1) group and individual perceptions and actions can be influenced
by organizational, social, and cultural factors. These may lead to
"operational errors” where incorrect actions were performed or
correct actions not performed because of "framing effects" or

other constraints on behavior.
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2) Organizational and social factors may diminish effective decision
making capacity of individuals and groups within an
organization. This effect may lead to decision and planning
failures ("policy errors”) within organizations. The hazards of
spent fuel transportation, however, demand very low failure
rates in management and planning.

The reliability of organizational behavior is measured with respect to
the efficiency and effectiveness of prevention and detection of, and
recovery from, threats to system safety. Organizational and policy errors
can result from both the dynamics of interindividual interaction and
organizational structure.  -These factors -not only. affect the .reliability and
“effectiveness of actions and decisions, but also provide the context for
“rational” reasons that in hindsight are determined to be faulty. Table 3

lists potential organizational and social factors contributing to failures.
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TABLE 3

Social and organizational factors contributing to system failures

Pressure
group, social, authority, heavy respon31b1hty
Job requirements
ill-defined job requlrements
multiple personnel use same equipment
multiple tasks--work overload leads to selectlve attention by
decision-makers and workers
lack of resources--madequate access or distribution
Conflict
substantive
procedural
affective
Assumptions related to ‘tasks or ‘roles-conflict
management vs. designer
management vs. operating personnel
Rigid organizational beliefs and assumptions
Rules and procedures not mamtamed :
Communication system
assumed reliable when it is not
- delayed
noisy
informal
blocked
hierarchical--information distorted, not passed, or reinterpreted
reporting of messages not completed or incorrect
- Organizational authority
overlapping responsibilities
hierarchical structure .
slow learning and adaptation to new or changing environment
inconsistent and conflicting objectives
Quality of work environment '
Framing effects
Industrial actions
strikes
slowdowns
System considered unreliable or untrustworthy by personnel
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Frequently, issues of influence and power play importaﬁt roles. in
decision-making behavior in organizations. For example, the roles of
managers is crucial to safe and reliable system operation because they can
affect safety both directly and indirectly. The managers create and
maintain an organizational culture that reinforces safety and reliability
considerétions (i.e., "culture of safety"), implementing effective decision
making protocols and shaping the impact of regulations and social
constraints on operational actiyities [National Research Council 1988]. In
the spent fuel transportation system, management must be adept at
working within a complex system of federal and state regulations that can
~affect system -flexibility in operations. - Similarly,-if the -public is highly
skepticai of the DOE's ability to operate the transportation system or
repository, the operations must be as safe and failure-free as possible and
the response to incidents must be immediate and effective. Members of
the public, it needs to be remembered, measure safety and reliability
largely through their perceptions of safety and reliability [LaPorte 1983].

On the other hand, the actual behavior of managers can exacerbate
problems inherent in organizational behavior. In particular, managers
often spend considerable time in low priority activities, perform with self-
serving biases, lack interest in the implementation phase of policy, and
concentrate on appeals' to the legitimacy of outcomes and processes
[Crecine 1986]. In public organizations, management frequently attempts
to shape employee behavior and operations to externally-, constraint-
oriented managerial strategies or ignores task performance in
organizational design [Cook ‘1988]. Organizational structure is often created

and maintained to ensure an organizational culture that promotes
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economy, ease of management, and organizational survival. Similarly,
technological designs and choices are frequently a result of attempts to
reinforce or reproduce existing structures [Perrow 1983, Noble 1986, Cook
1588].

In spite of framing effects, subunit goals, perceptions, and values of
large and complex organizations may be very differentiated. In fact,
organizations tend not to be coherent wholes, but resemble collections of
subunits and specialists with their own objectives and conflicting choice
making techniques. Subgroups may develop informally and provide
information bases other than those derived from formal authority'

" structures. ' These ‘subgroups may -contribute to failures because -of barriers
to information gathering, sharing from social habits, and established
patterns of routine interaction. On the other hand, individual and
subgroup diversity is an important mechanism for coping with the
colmplexities of the real world. | |

One of the reasons organizations develop centralized control
structures and rigid procedureé and rules is to ensure that individual
behavior is true to organizational "desires". In particular, lack of central
control has been observed to lead to confusion, delays, competition for
power, and a management void [Sorensen and Vogt 1987]. On the other
hand, the central control provided by hierarchies is assumed to ensure
continuity of knowledge and processes, to direct actions, and to create
shared perceptions, assumptions, and methods. All of these allow the
smooth functioning of the organization. Such organizational constraints,
however, may also contribute to the occurrence of failures [Appendix A.6].

For example, organizations may create or amplify unintended sequences in
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sﬁrprisingly ordered ways by virtue of these common undefstandings and
normal administrative processes [Turner 1978].

Another rnet.hod of dealing with the tensions between subgroup
behavior and organizational "desires" is the implementation of standard
operating procedures [SOP]. Such procedures are developed to match
personnel with both work requirements and the environment. SOP',
however, reduce the variability and "richness” of information internally
and do not usually provide adequate guidelines for actions necessary for
safe and reliable performance. Gaps in such procedures are filled by
organizational culture and motivational incentives. The 'ab‘sence of SOP's
-'for ‘many - important -situations .suggests the need -for. knowledgeable
decision making and flexibility by personnel other than at managerial and
policy levels of an organization. Unfortunately, most individuals and |
- subgroups in complex technological systems are not trained, encouraged, or
necessarily capable of utilizing substantial rationality in decision situations.

Many of the social and organizational factors that lead to system
failures can be understood by the behavior that organizations generate in
groups'and individuals. In fact, most disasters within organizational
settings do not occur as the result of single actions by a single individual,
but rather from complex interactions of a number of individuals or groups.
One approach to modeling the dynamics of failures in organizational
environments, which recognizes the special characteristics of organizational
decision making, is based on a "sociological definition of disaster as a
challenge to existing cultural assumptions” [Turner 1978: 84, Appendix

A.7]. It is a time phase approach to describing organizational awareness of
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divergences between its perception of fhe world and the actual state of the
world. |

In this view, an unnoticed set of events at odds with accepted beliefs
about hazards and how they may be avoided accumulate during an
"incubation period”". These events enable system failures at a later time‘by
setting the stage whereby a single event can precipitate a major disaster.
These events may not be observed because of erroneous assumptions, poor
and delayed communication, and cultural lag in existing precautions, as
well as other individual, group, and organizational factors described above.
In particular, when norms of correct and incorrect behavior are related to
-the performance - of - standardized .>procedures,..negative. .interactions- or
errors may not be readily observable when the "correct” procedures are
followed. Moreover, the knowledge and understanding of events may be
limited by the distribution of power, control of resources, and social
constraints. Thus, even though the information exists, knowledge may be
limited with respect to the consequences of potential choice alternatives
and the events that occur as a result of choices.

These ideas correspond to the notions of observability and
reversibility in individual errors described earlier. Observability of events
and failures are limited by the nature of group and organizational
behavior, barriers in the flow of information, and the distribution and
control of authority. In addition, design strategies of multiple defenses
create situations where many errors may appear in the system but remain
unnoticed. Their identification may only occur when independent events
cause a failure or chénge in system behavior [Perrow 1984, Rasmussen

1987d]. The reversibility of failures (single or accumulated) are further
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limited by these constraints, and also by normal group and administrative

processes that can actually amplify their consequences.

3.4, Errors as Mismatches

The confluence of research resulting from both theoretical and
applied work on human error suggests that defining human errors as
mismatches that derive from the total human-task system is an
appropriate approach for the analysis of complex human-task systems
(such as the transportation of spent nuclear fuel). Failures caused by
"human errors” in such an approach, occur when a system gdes outside of
~its acceptable boundaries. of behavior. due. to . human-task or. human-
machine interactions (i.e.,_they result in undesirable consequences). In
many cases, errors can be thought of as the inappropriate match between
an individual's mental representation of a task 6r system and the actual
state and dynamics of a task or system. Consequently, there is a need to
include subjective reasons, external environmental factors, characteristics
of human information and cognitive processing, and task characteristics in
any reasonable definition of "human error" in complex technological |
systems.

One way of doing this is by conceptualizing errors as human-task or
human-machine "mismatches.” Thus, "human error” may be defined as the
result of a mismatch between perceived and actual system state and
. dynamics in human-machine or human-task systems. Mismatches occur as
a result of human variability, technical variability or failure, and required

interactions that are incompatible with general human cognitive
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limitations or organizational constraints. = This perspective on' human error
incorporates the important issues shown in Table 4.

In the case of frequent mismatches, the cause can be attributed to
design errors, resulting in an inappropriate match between the content.
and organization of tasks with respect to human capabilities. For example,
misperceptions of system designers can create task requirements that are
incompatible with human capabilities, both in normal and emergency
operating situations. Design errors can induce failures at a later time
because task demands were not matched to human capabilities.

On the other hand, .errors can result from the inability of humans to
‘match themselves adequately to-a task.---Infrequent -mismatches can be
viewed as resulting from yariability on the part of the system or humans.
during operational phases. Errors result from divergent operator
‘perceptions of system state and dynamics and actual system state ahd
dynamics. Thus, mismatches may occur even in systems that have been
designed to avoid the occurrence of human errors. Often such mismatches
are due to inadequate feedback ‘and excessive demands on human

cognitive capabilities--characteristics closely associated to the concepts of

observability and reversibility discussed in section 3.1.

Although it is true that there are some errors in function that can be
attributed solely to technical components or to human operators, many
result from the interaction of these two worlds. In the past there have
been attempts to remove human participation in technological systems as a
way of reducing the frequency of errors and improving performance.
Where they have not been removed, it has usually been because humans

possess special capabilities that cannot be matched by technical
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components in the system. In particular, humans are adaptable and
flexible. The need for these characteristics frequently occur in systems
where judgmental, inferential, problem solving, and decision making
capabilities are needed. Humans are particularly adept at such behavior,
whereas machines are not.

These same characteristics, however, ‘also affect human variability
and may create the conditions that push systems beyond acceptable limits
of performance. Human variability results in complex, multidimensional
relationships between a task or machine and human operators. This
variability can affect the probability of errors in two major ways
[Rasmussen -1987a]:

1) human variability causes system behavior to transcend
acceptable boundaries of continued system function; or,

2) human variability is insufficient to maintain acceptable system
behavior when the system itself changes. |

In the human factors literature, nonpersistent factors, or events that
are recognizable as distinct in space and time are usually described as |
causes of failure in technological systems [Rasmussen 1982]. Yet the
information processing and behavioral characteristics of individuals and
groups are affected by many different persistent phenomena and
characteristics of the. decision environment. Persistent conditions are
referred to as "performance-shaping factors” and include affective, social,
organizational, and physiological features of the work environment (e.g.,
noise, fatigué, illumination, time pressures, emotional stress,
communication protocols, - management-employee relations) [Rasmussen

1982, Embry 1984, Rasmussen 1987c, Gael 1988]. "Such factors will not
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directly appear in the causal chain of events but may influence it by
changing human limits of capability, subjective preferences in choice of
mental strategies and goals, etc.” [Rasmussen 1982: 20]. They influence the
behavior of a system by affecting the interactions of people in-a system
and the cognitive processes involved in setting priorities, plahning,
selecting goals, and generating and testing hypotheses. Fatigue and stress
are performance-shaping factors that have been shown to affect greatly
decision behavior. They may be particularly relevant to the spent fuel
transportation and transshipment system because costs due to failure may
be v'ery high. |

Fatigue may- significantly affect risk.of .transportation accidents by
decreasing operators' abilities to respond to hazardous driving situations.
Fatigue may result from two different but related causes: 1) length of
driving time, and 2) time of driving (although the effects of fatigue are
discussed in terms of truck transport, it is also relevant for rail engineers).
The duration of driving a truck may affect accident probabilities because
such an activity has very few stimuli that maintain levels of alertness. The
time of driving may also affect the lével of fatigue because humans
operate on 24-hour, circadiah, sleep cycles. If a person attempts to drive
at times during which they normally need sleep, their level of alertness
will be low. Changing roadway conditions and maneuverability difficulties,
however, require not only truck operating experience, but a high degree .of
alertness for safe operation [Page 1988].

Emotional stress may occur in decision tﬁsks because of threats of
negative consequenées, individual anxiety, or conflict. Fear and depression

may influence how an individual deals with uncertainty and performs
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tasks and may increase subjectively experienced workload, ihereby
decreasing performance. Lack of knowledge or uncertainty in decision
situations may contribute to emotional stress because people are unable
adequately to evaluate alternatives.

Time pressure also contributes to stress and may occur in
emergencies or routinely system requirements (e.g.,. delivery schedules).
Individual decision making and problem solving becomes more difficult
with the introduction of time pressure, which can drastically increase the
mental workload experienced by an individual. Time pressure may also
increase cognitive strain and emotional stress because of the awareness
that events may - be ‘unavoidable. - Similarly,- time- pressure may induce
stress because a decision maker may not be able to identify or evaluate all

the important information.

Failures occurring in group or organizational environments are well

suited to a conceptualization as human-task mismatches. ' Enabling or
initiating events may be caused by interindividual interaction (e.g., group
or organizational) as well as individual actions fhat can accumulate to
cause system wide failures or disasters. The concept of an "incubation
period” describes how the perceptions of system state and dynamics by
personnel may diverge from actual system state aﬁd dynamics, thereby
creating a "mismatch” [Appendix A.7]. For example, perceptions of
operating characteristics by management and operators may differ
significantly from actual design features and assumptions because of
communication constraints. Such differences can lead to improper use of
equipment and, consequently, to failures. In the transport.ation system for

spent fuel, such failures could occur in the use of spent fuel casks and
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loading equipment and procedures. These dynamics are partly a result of
the understanding of system behavior by personnel that arise through
affective, cultural, organizational, and social forces by which people
understand, interpret, and infer things about the world around them.
These factors not only influence actions and decisions, but also provide ‘the

context in which "rational” reasons for certain actions in hindsight are

determined to be faulty.

When the transportation system is viewed broadly, it is clear that
numerous control - strategies” for “improving ‘human-reliability exist at all
phases of the transportation system and at all socio-technical levels of the
system. Ideally such control strategies should entirely eliminate causal
chains leading to incidents or accidents through effective design. In many
cases, however, this is not feasible, especially in the case of human-task
mismatches that cannot always be foreseen or in tasks which are not
formalized. Consequently, transportation risk management programs
should also focus on increasing the observability and reversibility of
human-task mismatches and mitigating their adverse consequences. The
focus of mitigating and recovery strategies are on incident and accident
control, clean-up, .and monitoring. Figure 5 illustrates the relationship
between these transportation risk management approaches and a

generalized transportation incident or accident sequence.
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TABLE 4

Human error as human-machine or human-task mismatches

» removes the attribution of blame on individual or group
operators in many instances where the task was not well
designed;

 failures may be due to differences in gxternally prescribed
standards of interaction, procedures, and objectives to those of
operating personnel (e.g., design phase vs. operating phase);

« faulty decision making can be caused by interindividual

interactions in groups and organizations and can enable or

initiate system failures;

« performance-shaping factors affect human-task interactions _and

human  behavior, including affective, social, and organizational

influences;
o recoverability from system failures depends on human

characteristics of yvariability and adaptability; and,

« recoverability from system failure dependent on (technical)

characteristics of gbservability and reversibility .
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FIGUhu 5§

RISK MANAGEMENT APPROACHES TO TRANSPORTATION INCIDENTS/ACCIDENTS

Handling of dangerous goods

Transportation of dangerous goods

PREVENTION
Normal Operation Incident/Accident situation
AVOIDANCE [ I
Near Miss Accident
(rec;,overy)
| .
No Incident/Accident I l
Material Containment Material Release
(recovery)
CLEAN-UP
Material removed/neturalized

MONITORING

Material escapes to the environment

SOURCE: Adopted from Martin et al. 1986




While the primary focus of transportation human reliability risk
management programs is genéric, specific concerns may vary. . In
particular, there are several aspects of a transportation system for spent
fuel that must be managed because of differences among: casks, other
support equipment (e.g., trucks, cranes), transport workers (e.g., truck
drivers), and other personnel (e.g., cask loaders and handlers, managerial
staff, maintenance staff). Moreover, the formalization of a task affects the
choice of risk management approach. Planning and design tasks, for
example, are more ambiguous and their causal sequences less open to
analysis. On the other hand, cask handling and loading is completed at a
‘nuclear reactor site where personnel are presumably well-trained to
respond to incidents and accidents. Accordingly, different activities call for
different types of transportation risk management approaches. For
example, during actual transport, respondents to an accident may not even
know that radioactive materials are involved, which suggésts the
importance of inspections to verify pre-notification and placarding

requirements.

4.1, Control Optjons

Table 5 provides a suggestive list of possible transportation risk
management control options that could be used in the transportation
system. They are divided roughly into socio-technical levels, although it
-should be noted that many control strategies can appear at more than one
level, affect more than one phase, or affect the interactions among phases.
A broad view is essential in that it suggests a number of possible

interventions in causal event sequences leading to failures. ~This broad
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view. for idéntifying transportation risk management Strategiés is even
more important because the system in question is a new one. Thus, risk
can be affected at not only system hardware and personnel levels (as is
the most common approach), but also in infrastructural and social levels
that may be more effective in éliminating risks rather than mitigating
their consequences. '

In the transportation system, technical design strategies can reduce
human-task mismatches by formally incorporating human factors
considerations in the development of regulatory requirements and making
equipment "goof proof". These strategies are important because errors are
frequently a direct result of defective designs. |

Conﬁol strategies during implementation can do much to ensure
proper fabrication of equipment and effective training of personnel.
Control strategies should include thorough review and inspection before
casks and other critical equipment become operational. Similarly, human
factors considerations should assist in the implementation of effective and
reliable decision protocols.

Control strategies during the operations and maintenance phases
should emphasize effective human error data collection and analysis and
quality control inspections to evaluate actual performance. Similarly,
human eITors may be reduced by improving the quality of the work |
environment and by promoting a higher sense of professionalism. Control
options include greater employee participation in planning activities,
increased work incentives, and the establishment of a "culture of safety".

Control strategies for ensuring effective and reliable accident

recovery occur during design, implementation; and actual response
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activities. They may affect ultimate recovery performance by ensuring
proper maintenance of response equipment, training of response
personnel, and timely access to equipment. Interagency coordination and
well thought out decision protocols can also affect accident response
capabilities. |
Three additional strategies for transportation risk manaéement are

important because of the general perspective that they provide for the
identification and evaluation of potential human-task mismatches. They
are discussed in the following sections and include:

1) job and task analyses, -

2) a comprehensive risk assessment-risk management approach,

and

3) effective human error data collection and anaiysis programs.
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TABLE &

TRANSPORTATION RISK
- MANAGEMENT OPTIONS

SYSTEM HARDWARE
Choice of technology (e.g., mode)
Design of technology (e.g., automation, manual, maintainability)
Quality control
Testing (ongoing)
Inspection
Repair

PERSONNEL
Procedures and protocol development
Training
Staff qualifications, including management
Job analysis
Task analysis
Incentives/discipline (e.g., motivation)
Quality control
Testing (ongoing)
Inspection

ORGANIZATIONAL INFRASTRUCTURE
"Culture of safety”
Data collection and analysis
Error investigations
Accident investigations
Organizational structure (e.g., decision protocols, communication
channels) o
Safety committees, quality circles ,
Labor union/employee management relations
Enforcement

SOCIAL FACTORS
Enforcement
Coherent and comprehensive regulations
Economic and political incentives and constraints
Risk communication



4.1.1. Job aund Task Analyses
Job and_task analyses provide an important approach for pre-

identifying critical tasks and potentially critical errors in transportation
related activities. Moreover, such analyses may be used to support
evaluations and modifications of transportation risk management control

strategies. Jobs are collections of tasks assigned to a single person,

whereas tasks consist of specific activities that an individual must perform.

The characteristics of both tasks and jobs have important impacts on
human performance. Thus, their assessment and design should be on-
going activities in the transportation system. '

Many different methodological processes fall under the rubric of job
and task analyses [Pedersen 1985, Embry 1986, Gael 1988]. Discﬁssing
their qualities or selecting a "best” method is, however, beyond the scope
of this report. Each can provide different types of information relevant to
the design and operation of a spent fuel transportation system [Table 6].
In fact, specific approaches will vary, depending on the characteristics of
the job or task under analysis (e.g., well-structured, formalized, policy-
oriented, cognitive), who is performing the analﬁ‘ysis, and the availability of
empirical data, time, and resources. '

Human error research suggests that inadequacies exist in all
cognitive models and taxonomies of human error. 'Generally, they are not
adequate to support analysts in the comprehensive pre-identification of all
important error modes and evaluation of behavior at all cognitive
processing levels in all task situations. One important difficulty that
analysts have is in the use of models and taxonomies for predictive, rather
than descriptive, purposes. On the other hand, models are unquestionably

useful in suggesting the types of questions analysts should ask, error
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modes needing analysis, and psychological mechanisms that cause errors
[‘Embry and Reason 1986, Bellamy 1988, Kirwan 1988].

Whichever analytical process is employed, all potential factors
affecting human behavior need to be considered and the analyses need to
be based on the knowledge of cognitive and motor capabilities of humans.
One method that suggests the range of issues that need to be considered is
the Failure-Mode-Effect taxonomy [see Appendix A.9.3 for a review]. The
Failure-Mode-Effect taxonomy, is concerned with what and how error
events occur [Figure 6]. This method is based on the view that human
errors are a result of total human-task- system behavior rather than
specific characteristics of humans or tasks. Consequently, the taxonomy
reflects different factors influencing the interactions of humans and tasks:
task characteristics, performance-shaping factors, and human motor
control and cognitive mechanisms, cognitive error modes, and external
events. Although questions exist as to the underlying cognitive model of
this approach [see Appendix A.4.2], it provides a general framework for
determining the range of issues to consider and the relationships among
them. The failure-mode-effect approach has been used to evaluate well-
structured tasks (i.e., scheduled, familiar tasks with unchangeable

procedures) in process control plants [Pedersen 1985].
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TABLE 6

USES OF JOB AND TASK ANALYSIS INFORMATION

-t
.

Job and Task Description

- Job and Task Classification‘
Job Evaluation |
Job and Task Design/Restructuring
Personnel Requirements/Specifications
Performance Appraisal and Standards
Worker Training |

Worker Mobility

© ® N O O s @ P

* Efficiency

10. Safety and Error Reduction

11. Manpower/Workforce Planning

12. Legal/Quasi-Legal Requirements

13. Design/Evaluation of Procedures

14. Communication Requirements and Procedures

15. Human, Machine Task Allocations



FIGURE 6

FAILURE-MODE-EFFECT TAXONOMY FOR DESCRIPTION AND ANALYSIS

PERFORMANCE SHAPING FACTORS
Subjective goals and intentions
Mental load, resources
Affective factors
Task characteristics
Physical environment
Work time characteristics
Organizational structure

OF EVENTS INVOLVING HUMAN MALFUNCTION

CAUSES OF HUMAN MALFUNCTION
External events
(distraction, etc.)
Excessive task demand
(force, time, knowledge, etc.)
Operator incapaciated
(sickness, etc.)
Intrinsic human variability

SOURCE: RASMUSSEN 1982

MECHANISMS OF HUMAN MALFUNCTION
Discrimination
stereotype fixation
familiar short-cut
stereotype taka-over
familiar pattern not
recognized '
Input information processing
information not recelved
misinterpretation
assumption
Recall
forget isolated act
mistake alternative
other slip of memory
Inference
condition or side effect
not considered
Physical coordination
motor verability
spatial misoriantation

PERSONNEL TASK
Design
Manufacture
Inspection
Oparation
Test and calibration
Maintenance
Administration
Management
INTERNAL HUMAN MALFUNCTION
Detection
Identification
] p{ Declsion >
seloct goal
solact target
select task
Action
procedure
execution
communication

EXTERNAL MODE OF MALFUNCTION
Specified task not performed
omission of act
Inacurrate performance
wrong timing
Commission of erroneous act
Commission of extranaous act
Snoak-path, accidental timing
of several events or faults




The second general transportation risk management strategy is the

creation of an integrated, feedback driven process of risk assessment and

risk_management [Figure 4]. Here, analyses of system performance

identify the inevitable discrepancies between design assumptions in a risk
analysis and actual operational behavior. Transportation risk management
programs need to evaluate and correct these failures before they occur,

~ One approach is for detailed error or accident investigations to be
performed after all human-task mismatch events. It should be noted that
error investigations are distinct from accident investigations--errors may
not actually lead to accidents or incidents in all cases although their
potential impact may be great. Both types of investigations are important
because they can lead to more effective design and operating strategies
that could eliminate or mitigate the effects of other types of errors in the
future. The impact of knowledge gained by both types of investigations,
however, will only be gained if the results are incorporated into risk
assessments and if design, fabrication, or operating procedures are

modified.

4.1 Human Error D ollection

The third general strategy is the effective and timely collection and
evaluation of human_ error data to support job and task analyses and
accident investigations. This strategy drives the effectiveness and
efficiency of all other types of transportation risk management strategies
by providing vital evaluative information. To implement effective system

designs and modifications, an understanding of how events occurred, as
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well as knowledge about what occurred, is essential. This requirement also
applies to the use of quantitative data in human reliability assessments.

Consequently, detailed data must be collected during error and.
accident investigations to support human factors analyses. Structured
descriptions of events are needed, based on the sequence of cognitive
functions and human behavior prior to, during, and in response to events
[Bainbridge 1984]. For effective evaluation, investigators will need to
know both the causal flow of events and their underlying control
mechanisms. Various methodologies have been proposed for structuring
the types of data to be included in such investigations. The most
appropriate method needs to be evaluated, but could be based on prior
- approaches suggested for nuclear and chemical processing industries [e.g.,
Rasmussen 1980, Lucas 1987]. In addition, simulations and exercises can
be used to collect data on specific tasks [National Research Council 1985].
Table 7 lists specific methods for data collection. The data may either be
quantitative or qualitative, depending on the approach and the difficulty of
measurement. ~

The collection of experiential, human error data from personnel is
fraught with difficulties because current reporting sysiems typically are
often associated with the assignment of blame and responsibility. . The NRC
has recently proposed an "unobtrusive, voluntary, anonymous, third-party
managed, nonpunitive human factors data gathering system" for the
nuclear power industry [Nuclear Regulatory Commission 1985a, Nuclear
Régulatory Commission 1985b, Nuclear Regulatory Commission 1985c].
The system ‘is désigned to encourage the reporting of incidents, accidents,

and other unreported, but significant events related to human reliability
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and- the data are intended for use in identifying and quantifying factors
that can degrade safety and reliability. The approach developed by the
NRC closely resembles the successful Aviation Safety Repgrting System
[ASAR] system utilized by the FAA for the reporting of air-traffic errors
and failures. Although problematic policy issues exist concerning control
and access to information, such an approach provides a potentially
effective method for identifying human-task mismatches in the

transportation system and should be carefully assessed.

4.2. Human Error Databases

Because of the importance of human error data for both the
identification of human error types before they occur and modes of control
after they occur, the adequacy of existing transportation databases is
discussed in this section. Accordingly, we address questions relating to the
accuracy, completeness, and usefulness of transportation related human
error data in federal and state agencies and private institutions.

The main sources of information about human errors during non-
operations phases in the transportation system for spent fuel are
inspection and maintenance reports. Sources for such information include
the DOT, NRC, DOE, state inspection agencies, utilities, and carriers. For
example, NRC data has been used to summarize prior inspection activities
[Grella 1985]. Other data sources are provided by incident investigations
when some type of failure oécurs during non-transit operational activities.
Specific information available from these sources includes data on
manufacture, use, and maintenance of casks and transportation equipment

(e.g., vehicles, cranes) and personnel qualifications.
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TABLE?7

Data Collection Methods

» Observation

direct observation by trained personnel
error and accident investigations
simulations and exercises

work diaries

critical incident reports

work sampling
maintenance reports
inspection reports

indirect methods
audio-visual equipment
computer monitoring

 Interviews
individual

group _
technical conferences with supervisors, managerial staff, and experts

* Questionnaires
structured
activity checklists
open-ended
surveys
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A newly developing database system to support the Motor Carrier
Safety Assistance Program is the SAFETYNET Inspection System under the
auspices of the Federal Highway Administration. SAFETYNET is designed
to monitor the safety performance of interstate and intrastate commercial
motor carriers [Appendix E.3]. It is to be implemented by the states (it is
currently being demohsuated in Colorado, Michigan, North Carolina, and
Oregon) and will allow users to [Department of Transportation 1986]:

1) input truck driver-vehicle inspection data,
2) monitor carrier inspection histories,
3) identify carriers failing to certify correction of vehicle defects,
4) satisfy MCSAP reporting requirements, and |
5) profile inspector workloads.
Consequently, when implemented nationally, it will allow the identification
and evaluation of DOT inspection programs and carrier responses to

defective vehicles.

Illinois is a\unique state in that it has an extensive database of spent
fuel rail and truck shipment inspections. Since 1983 the Illinois
Department of Nuclear Safety has performed inspections on casks, vehicles,
and drivers of all shipments passing through the state [Appendix E.4]. In
addition, the Illinois Commerce Commissioﬁ has performed pre-departure
inspections of all rail shipments. Specific problems that have been |

identified for both rail and truck shipments through Illinois are listed in

Table 8.
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TABLE 8

ILLINOIS SPENT FUEL TRANSPORTATION
INSPECTION DATA BASE

RAIL SHIPMENTS -

« Rather common paper work and labelling deficiencies.
- Security problems at an lllinois rail yard, involving a bomb threat.

« Security problems caused by media coverage which included
following a TMI spent fuel shipment with a helicopter.

» Potential security problems at another lllinois rail yard due to |
negligence.

A rail/automobile collision (a 25 mph train-speed) in Missouri shortly
after the train crossed the lllmons/Mnssoun border. No damage to the

cask occurred.

« The buffer car between the casks in one shipment had a defective
flange; the train had to be delayed for repair.

. TRUCK SHIPMENTS
+ Common paper work and labelling deficiencies.

» Vehicle problems, including a lost wheel in Indiana, misadjusted
brakes, unoperable tail lights, several cases of air leaks in brakes,
unoperative emergency flashers, and unsafe rear tires. In one case
the trailer failed the safety mspectlon and the shipment was

cancelled.

« Driver related problems, including a case where the driver was found
sleeping in the cab, and expired training dates.

« Several cases of incorrect highway route plans.
« Security problems, including several failures to notify state authorities,

security guards leaving the truck unattended, and several cases of
inoperable mobile phones in trucks.



Previous reviews of federal, state, and private transportation
accident and incident databases suggest that there are major generic
inadequacies in the data they contain for supporting evaluation efforts
[Office of Technology Assessment 1986]. For example, reporting
compliance of transportation incidents is clearly not 100%, there is no
centralized authority for transportation related data collection and
analysis, and no uniformity exists in the types of data collected and
~definitions used.

Although one might suspect that the-problems would not be as
severe for the more heavily regulated spent fuel transportatioh system,
this is not necessarily the case because of the multiple agencies involved
and the ineffectiveness of existing insbection programs. For example,
spent fuel transportation related incidents are not complete in the DOT or
DOE databases and, when events do occur, they may not be entered
immediately. Similarly, access to data is not always easy--for example, the
NRC did not even start separating out data on transportation related issues
from on-site inspection reports until 1981.

Aside from the generic problems of data reporting and availability,
specific problems arise in the data relating to human error. In fact, such
data are less adequate for comprehensive analyses than other
transportation related daia (e.g., property damage, injury rates) because of
the ambiguity of human error itself, difficulty in its evaluation, and the
general disregard of causal information (i.e., only accident consequences
need to be reported in many cases). This suggests in part why data in the
Battelle and NRC reports on human error were substantially defective [see

section 2.3 and Appendix B]. Table 9 lists federal, state, and private
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databases that contain human error related information. The following
paragraphs briefly describe them. |

The Office of Hazardous Materials Transportation [OHMT]'of the the
DOT maintains the Hazardous Materials Information System. It requires
the reporting of all vehicular accidents and incidents (i.e., releases) during
transport related activities (e.g., during packaging, loading, temporary
storage, unloading) involving hazardous materials. This database is
concemed‘with the "actual, primary causes” of reléases in the
transportation of hazardous materials and uses four causal categories--
human - error, package failure, vehicular accident, and ';other".

The actual primary causes are extracted from information reported
by barriers on Form F5800.1 [Appendix E.1]. Although the form is
- accompanied by general guidelines for reporting information, there are no
examples related to human errors and no requirement for identifying
environmental conditions or contributory causes. In fact, the form does
not specifically identify human error as a primary cause of packaging
failure. If data entry personnel believe the "remarks” or "packaging |
failure" séctions suggest human error as the primary cause, they fnay
enter it as the causal factor even though the reported information does not
specify it. One problem created by the carrier repdrting requirements is
that the carriers are not involved or present for all transportation related
activities (e.g., packaging). Additional problems are specific to the
identification of the type of high-level radioactive material involved in
events--in particular, only the class of radioactive material needs to be

noted so that events involving spent nuclear fuel and other high-level

wastes are not necessarily separable.
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HUMAN .ERRORIINCIDENT/ACCIDENT DATA BASES

TABLE 9

DATABASES

KEPT BY YEARS MODES
Hazardous Materials DOT, Office of Hazardous Materials 1971 to present Al
Information System Transportation, Research and Spe-
cial Programs Administration
Radioactivie M'aterials Department of Energy, 1971 to present All
Incident Report Oak Ridge National Laboratory
National Transportation Safety | National Transportation - Al
Board File Safety Board
Monthly Accident/Incident DOT, Federal Railroad 1957 to present Rail
Reports Administration
Railroad Accident File Association of American Railroads 1973 to present Rail
SAFETYNET DOT, Federal Highway Administrator,| Demonstration only Highway
Motor Carrier Safety Assistance
Program '
Truck and Rail Hlinois, Department 1983 to present Rail, Highway
Inspections of Nuclear _Satety
Washingtoh State Accident Washington State Utility and 1978 - Highway
File Transporiation Commission
Hazardous Material North Carolina, 1978 1o present Highway

Spill Database

Department of Environmental
Management '

Inspection Reports

NRC, DOE, DOT

All




Recently an evaluation was compléted on the HMIS dafabase [Office
of Technology Assessment 1986, see Appendix B for a review]. It found
that "human error” was identified as the primary cause of 62% of accidents
and incidents contained in the database. The ﬁext most cited cause was
package failure, and the next, vehicular accidents. The specific reasons for
the occurrence of haza}'dous material transportation incidents indicate that
the dominant cause of failure varies considerably by mode, although loose
and defective fittings‘ and external puncture were frequently observed.
Other "primary céuse" categories included handling, corrosion and rust,
package failure, loading and unloading, and metal fatigue, suggesting that
human errors occurred during manufacture, maintenance, inspection, and
_operatidn. The category of "miscellaneous information” in the study is
defined to include events that also suggest certain types of human error
(although this is not possible to verify in all cases).

Two databases are maintained specifically for railroad-related
Ainformation. The Federal Railroad Administration [FRA]' publishes yearly
summaries based on monthly accident and incident reports. The FRA
reporting forms include "human error” in its list of "cause codes" although
there are no specific guidelines on how to identify human error as either a
primary or contributory cause of rail accidents or incidents [Appendix E.2].
On the other hand, the forms request both primary and contributory
causes of incidents and accidents and the environmental conditions when
they occurred. |

The Association of American Railroads [AAR] also maintains a
database on hazardous material railway accidents and incidents, the

Hazardous Materials Accident/Incident Database. It uses information filed
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on DOT form F5800.1, CHEMTREC reports, and by Hazardous Materials
Systeins Field Force Inspectors. Unlike the HMIS, no specific field is used
to designate human factors as the cause of an accident or incident.
Inferences can be drawn from the da;a, hoWever, that suggest human
error as the cause of an event. For example, "tank car leaking from the
manway due to loose bolts or no gasket" would suggest the occurrence of a
human error. |
The Department of Energy maintains two databases specifically

related to the transportation of radioactive materials. ‘The Radjoactive
Materials Incident Report (it was at SANDIA, but .has recently been moved
to Oaic Ridge National Laboratory) contains publicly available data on all
accidents, .incidents, and handling mishaps during radioactive materials
shipments from 1971 to the present. Because the data are derived
predominantly from -the HMIS, NRC, and state tadiological control offices,
there is attention is given to human errors as primary andhcontribu.tory
causes than in the DOT and NRC reports. |

- Another database maintained by thé DOE, .the_ Radioactive Material
Routing Report, also contains some information that may be useful for
human error analyses of the transportation system. It includes
descriptions of completed highway shipments by DOE, NRC, .and NRC
licensed shippers. If the data are accurate, the database may allow
analyses of routes taken during spent. fuel shipments. Prior analyses of
these databases have resulted in reports summarizing operating
- experiences [McClure and Emerson 1980, McClure and Tyron-Hopko 1985].
The National Transportation Saféfy Board [NTSB] is the only

government agency that performs detailed accident investigations
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including human factors experts. Although, tﬁe NTSB is only required to
investigate accidents which result in fatalities, more than $500,000 in
i)roperty damage, or occur in the commercial aviation system, one NTSB
analyét stated that accidents involving spent fuel and other high-level
radioactive waste would also be investigated. Other studies may also be
relevant to the transportation system for spent fuel; for example, previous
studies have been issued concerning hazardous material transportation '
through urban areas and interagency coordination during hazardous
material accidents [National Transportation Safety Board 1979, National
Transportation Safety Board 1983].

Other states currently have their own inspeétion or incident/accident
reporting systems (e.g., Illinois, Maryland, New York, Pennsylvania,
Washington). In these systems most investigations and reports are
completed by state police personnel and provide very limited data.
According to one state DOT agency employee interviewed, because
investigators usually have no human factors experience, they frequently
assume human error as the cause if mechanical failures cannot be
identified. ‘In addition, according to another interviewee, inspections of
shipments containing radioactive materials are not always performed by
state agencies, even-when required. He believes that inspectors tend to
shy away from such shipments because of fear about radiological exposure.

North Carolina is one State that maintains an accident and incident
réporting system that can support some level of human error analysis. A
study of the data showed that human error was specifically reported as
‘leading to 22.9% of hazardous material spills in the state. In the data

human error was defined as occurring from four causes: negligence (17%),
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accidental (60%), deliberate (14%), and vandalism (9%). Other spills
suggesting human error causes occurred from mechanical failure (36.5%)
and traffic accidents (26.2%), although there was usually insufficient

information about the causes of traffic accidents and maintenance histories

to assign cause.

4,2.1. Lessons From Prior Experience

Although the historical experience from spent fuel and other high-
level radioactive wastes is‘ limited, some specific lessoné related to human
reliability are apparent. In particular, significant problems in cask usage
and transportation activities have resulted from insufficient attention to
human factors issues in the design of equipment and procedures.

With respect to casks, design induced problems result from a number
of causes [Appendix C]:

» lack of a central cask certification authority,

» use of cask integrity standards as the only criteria for cask
design,

* lack of incorporation of maintainability engineering criteria,

. lack of attention to human-cask interface design,

+ incomplete verification of all design input data,

» lack of requirement fdr full-scale testing,

» lack of independent multi-disciplinary review.

Many other problems during the transportation of spent fuel and
other hazardous materials noted in this report result during non-design
phase activities. Specifically, many cases of improper shipping paper,
labeling, and placarding requirements, and hardware (e.g.‘, vehicles, casks)

maintenance, inspection, and mechanical failures have occurred.
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Unfortunately, available data on particular hazardous material
transportation incidents or accidents cannot support detailed error or
accident investigations. The frequency of such failures in gerieral
transportation systems, however, suggests that meticulous attention needs
to be focused on inspection and enforcement programs, operator training,

and quality control.

(3. H Reliability _Matri
The previous discussion of human error definitions, causes, and
identification suggests that their total elimination is not possible because of
human and system variability and the designers' inability to predict all

potential situations. Although attempts should be made to eliminate
human-task mismatches where possible, attention must also be focussed
"on making the effects of human-vtask mismatches more benign,
controllable, and reversible. ' |

The conceptualization of the transportation system as a socio-
technical system suggests that human-task and humah-machine
interactions may be controlled at many different levels. 'In particular,
speeific activities [Table 1] can be controlled by different risk management
strategies at diffel-'ent phases of the transportation system. Table 5 (see
above) suggests possible transportation risk management control
strategies, including:

» data collection and reporting,

+ employee training,

+ work procedure and regulatory framework development,

« quality control and quality assurance, and
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e accident analyses.
-Our approach to the identification of transportation risk management
c;ontrol strategies is to systematically relate transportation activities to risk
management options [Figure 7]. This approach specifically allows error
producing conditions for each transportation activity to be related to error
reduction and control methods at all socio-technical levels. The vertical
axis identifies the various phases of the transportation system (these are
the phases identified in Table 1]. The horizontal axis identifies the types of
transportation risk management options available; the figure shows major
categories from Table 5 and the specific control options discussed in
sections 5.1.1 - 5.1.3.

Because organizational failures are clearly an important source of
previous risk events in complex socio-technical systems (including the
transportation of spent nuclear fuel), a sound 'rhethod for identifying and
characterizing such failures is essential. Our method for doing this uses the
notion of the incubation period. When an incident is analyzed and
potential mismatches identified, their sources or causes in earlier system
phases (e.g., design, manufacture, maintenance, operations) need to be
identified. In many cases, the underlying factors will probably not extend
very far back in time (e.g., inspection, operation, calibration phases) or will
be obvious in hindsight. Where mismatch causes are based on more
fundamental design and manufacture features, useful suggestions on

system redesign may be possible.
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In this process, a "stop-rule” is required to identify how far back in
time and activity the incAubation period should stretch. One proposal,
described earlier [section 3.1], seeks that point in a causal sequence that
can be accepted as an explanation and where effective control
interventions can be implemented [Rasmussen 1982]. Another approach,
based on the conceptualization of human errors as mismatches between
perceptions and actuality, is to stretch the analysis back to that point at
which the mismatch occurs. Thén, if possible, the source of the mismatch
can be removed, while other intervention points may be identified which
can mitigate its consequences or reverse the process of divergence
between perceptions and actuality. This second approach is, in our view,
the preferable one because it always leads to the identification of the
source of a mismatch, so the analyst becomes aware of its existence even if
" it cannot be eliminated. Moreover, it may lead to the identification of
unexpected couplings and other potential effects not suggested by the first
approach.

The following sections describe the application of our approach to
both the pre-identification and post-incident analysis of human-task
mismatches in spent fuel transportation. Specific séenarios are used in

each case to highlight the methodology.

4,3.1. Mismatch Pre-identification

To pre-identify potential human-task mismatches and control
strategies, the following three steps should be performed. To highlight our
approach, an sample scenario is discussed. We ﬁse the pre-identification of
errors and control strategies for the reduction of human-task mismatch

potential in the loading of a cask with spent fuel. Spent fuel is loaded into
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potential in the loading of a cask with spent fuel. Spent fuel is loaded into
casks under water in a spent fuel pool. The handling of the fuel and cask
(e.g., lifting) is done with cranes and may be done remotely (i.e., operators
may use video cameras to monitor operations). Aftér spent fuel
assemblies are placed into the cask, the lid is sealed, the cask removed
from the pool, and water pumped out of the cask. |

The first, step is to perform a comprehensive analysis of all tasks.
Job and task analyses can assist in the identification of potential critical
errors in each task. Not all human-task mismatches, however, have the
potential for affecting performance of human-task systems. Thus, critical
errors refer to those errors that have the potential for initiating or
contributing to severe.accidents or incidents in the transportation system.
As described earlier [section 2] attention must be given to the potential for
human errors to: |

1) initiate risk events;

2) contribute to risk events;

3) affect the frequency of risk event sequences;

4) affect the structure of risk event trees by changing points of
reversibility or recoverability; and,

5) affect couplings and interactions between subsystems and
components.

When using the various approaches to identify error modes, the
number of behavior-affecting factors used will depend on the purpose of
the analysis. For reliability and risk analysis, only the external mode of
behavior need be identified in order to estimate failure rates. To create

designs and programs for training, the cognitive functions and error
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mechanisms of humans must be included in the analysis to understand the
dynamics of human-task interactions. And to evaluate the work |
environment, all factors should be assessed in order to understand the
complex interactions among tasks, humans, and the environment in the
performance of system activities.

The final result of these analyses should be the identification of
"task-error taxonomies" for each acﬁvity. In other words, the specific set
of critical errors that could affect human-task performance should be
classified. Frequently, they will fall into a generalized taxonomy ([see
Appendix A.9 for a review]A:

« errors of omission (i.e., not performing action correctly),
+ errors of commission (i.e., performing action incorrectly),
o extraneous acts (i.e., performing action that should not have been
performed),
o errors of sequence (i.e., performing action out of sequence), and
o errors of timing (i.e., too early, too late, or not within specified
time constraints),
o errors of communication (i.e., during sending, receiving, and
transmission of messages),
Usually, almost all task related errors will fall into one of these categories.
If this is not the case, however, additional categories could be added. The
error taxonomies are very important because they assist:
. the identification of clusters of human-task mismatches in
transportation activities,
« the analysis of system sensitivity to actual (as opposed to

designed) task characteristics and demands, and
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» the evaluation of the effectiveness of various tranéportation risk
management control options.

When performing such analyses, the impossibility of identifying all
possible problems and error modes in each task must be .recognized. In
fact, their identification is only limited by the imagination of the analyst.
Thus, the composition of the analytical team and the knowledge of the
assessors is of critical importance. Accordingly, the investigative team
" should be inter-disciplinary, including human factors specialists, cognitive
psychologists, technical speciaiists, management personnel, system
designers, and experienced workers. The importance of worker
participation in the analytical process should not be underestimated as
they are the ones who both know hbw'the task is actually performed and
the constraints under which they actually operate. Moreover, error modes
and conditions that occur in other systems with similar conditions (e.g.A,
heavy truck transportation) may suggest underlying causal factors behind
. failures in the transportation syétem for spent fuel.

'Second, after critical error forms are identified by a task-error-
taxonomy, control strategies for the elimination, reversibility, or mitigation
of adverse consequences need to be identified. The human reliability
matrix suggests the range of risk management control strategies that may
be used for each case, although only a subset will actually be relevant.

Specific control strategies will be suggested by the analyses of the
first step. In particular, questions related to the effects of performance-
shaping factors and the cognitive and motor requirements of workers will
suggest how to eliminate "bad" performance-shaping factors and to reduce

individual or group cognitive and physical workloads. Inferences as to the
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best control strategies to use should be based on experience and empirical
data where available. Where such information is not available, in spite of
the predictive problems associated with human information processing
models, they may be used (carefully) to identify error mechanisms in
relation to cognitive functions. For example, in the scenario under
consideration, control strategies could include:

« a deeper cooling pool,

cask redesign,

+ improved human-machine interface (e.g., monitors, controls),
« improve observability and reversibility of actions and effects,
+ improved operator training (e.g, use of simulators),

- improved activity procedures (e.g., checklists), and

improved cask-robotic equipment interface.

Third, before selected control strategies are implemented or
redesigned for the activity under analysis, the potential effects of proposed
modifications need to be determined for the entire system. In our
example, the potential effects of proposed control strategies need to be
assiduously assessed for the design process, maintenance and inspection
activities, and emergency response procedures. This step is important to
ensure the coherence between control strategies at all stages and phases of
the transportation system. Examples from our scenario include the effects
of greater demands on resources (e.g., simulators, training programs) and
trailer redesigns due to cask redesign. |

Finally, specific control strategies identified from the previous steps

should be implemented. Their final selection should depend on a variety
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of factors including perceived effectiveness, costs, resource constraints, and

difficulties of implementation.

4.3.2. Post-Incident Analysis

To ensure effective transportation risk management for spent fuel,
on-going evaluations of performance are essential. A necessary component
in the evaluation process is the analysis of human errors and incidents
during all stages of the transportation system. Such investigations will also
provide information about control strategy performance during particular
activities. Ideally, part of the transportation risk management strategy
should be to investigate all incidents, accidents, and errors because
important knowledge may be gained from even minor events. Practically,
however, such an approach is impossible due to resource and time
constraints. Thus, it is important to develop formal criteria for the types of
events to investigate.. For example, one approach might be to investigate
all errors or incidents identified in the task-error taxonomy or which
might contribute to the social amplification of risk.

The ‘steps in the process of post-incident evaluation are similar to
those of pre-identification; they are described in the following paragraphs.
To highlight the methodology, a hypothetical accident scenario is used: a
truck shipment of spent fuel in a remote area is involved in a vehicular
accident in which the driver is killed. During the accident, a cask valve
fails and radiation is released to the environment. Because of inspection
inadequacies, the shipment is allowed to leave the utility site with
incomplete shipping papers, incorrect placarding, and no pre-notification to

the state.
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The first step in post-incident evaluation involves an accident or
error investigation. Methodologies and issues relating to such
investigations were discussed previously in section 5.1.3. Questions that
should be asked in the investigation relate to what specific events occurred
"and how they happened. They directly depend upon the task-error
taxonomies developed during pre-identification analyses. In the above
example, answers might include driver fatigue, bad brakes, inadequately
maintained cask, faulty cask valves, defective quality control, and poor
cask design that made inspections difficuit.

We propose a detailed and multidimensional classification scheme for
the reporting and analysis of future events. ByA'identifying the information
that is needed for an in-depth analysis of an event, the information for
exteﬁsive human reliability analyses will slowly become more available
and useful. This step should support risk assessment and risk
management integration by providing useful feedbdck of actual system,
procedure, or task performance to the design and assessment process.

The second step is to identify the set of control strategies that
directly affect performance during 'the incident. The human reliability
matrix assists in this process by relating risk management control
strategies to the activities in the transportation system. Control strategies
may either affect the impact of performance-shaping factors, task
characteristics, or even cognitive performance. In this case, they might
include driver hours-of-service regulations, shipment scheduling, worker
training, and pre-departure cask, vehicle, and reporting inspection.

Third, because sources of mismatches may occur during activities

other than those where the actual failure occurred, previous activities that
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affect the design, implementation, and operation of the task should be
evaluated. In particular, relevant control strategies that could block a
causal chain leading to the incident should be identified. This process is
assisted by an accident investigation analyzing how the failure occurred
and the causal sequence of events (the causal "chain" of hazard) leading to
the actual failure. The focus at this stage should be on how to eliminate
the sources of mismatches and how to make system dynamics more
observable and reversible. Effective control strategies in our example
might include cask inspection and maintenance procedures, cask design for
maintainability, quality control during valve fabrication, scheduling
requirements, promulgation of regulatory standards (e.g., cask tests, driver
hours-of-service rules), and reporting mechanisms for employees to report
management abuses. This procéss suggests that effecti‘ve and reliable
communication processes among individuals at different socio-technical
levels and different phases of the transportation system are key.
ingredients- to effective risk management in the transportation system.

Similarly, activities that might have controlled the effects of the
incident should be identified, and control strategies that could improve
their effectiveness evaluated. In this way, methods to mitigate
consequences to recovér effectively from failures can be identified. In our
example, these might include escorts for shipments and- effective
emergency response systems. |

Fourth, the most appropriate control strategies for eliminating errors
during the activity should be assessed. The potential effectiveness of the
control option, as well as related political, economic, and social factors,

should be addressed. As the transportation system becomes more
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established, for example, modification and implementation of control
strategies at outer sbcio-technical levels (e.g., organizational infrast:uéture
and social factors) will be more difficult. T

Consequently, it may be intrinsically difficult to eliminate human-
task mismatches at their source. As a result, methods should be identified
for improving the effectiveness of potential transportation risk
management control strategies and developing new ones for event

prevention, exposure reduction, consequence mitigation, and recovery.

Major Findin nd__Recommendation

Humans are a central ingredient in a successful transportation
system for spent fuel. Their roles, if anything, will likely increase in
importance as the system progi'ess_ively takes form and becomes
operational. As shown by this report the interactions of humans with
complex high-risk technological systems, such as spent fuel transportation,
may both cause or contribute to risk events, and prevent or mitigate their
likelihood or consequences. Here we identify the major findings from our
work and state our specific recommendations to the state of Nevada for |
developing a comprehensive and effective approach to the prevention and
mitigation of effects from human-task mismatches. Recommendations

relevant to each major finding are listed after a brief summary of the

major finding.

Finding 1. The effects of human-task mismatches in the spent fuel
transportation system are separated -temporally, spatially, and

sectorally from their causes. This is a fundamental reality in
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designing the transportation system and managing jts risks..
Human-task mismatches may occur at any phase or activity. of
the transportation system although their consequences may not
be manifested until later times or distant places. Similarly,
because the transportation system is not location specific the
consequences of human errors may be manifested within
different organizational, political, and geographical contexts than
those within which the actual errors occur. - Constraints created
by such divisions pose significant challenges to the
implementation and coordination of emergency response
capabilities and may greatly affect the social amplification of
risk.

Recommendation 1: The state of Nevada should initiate
investigations and exercise oversight over reliability
and safety during all phases and stages of the
transportation system for spent fuel. ~ Events which occur
during "upstream" operational activities or during other systexh
phases, including design; implementation, and maintenance, will
substantially affect the occurrence of risk events within the
state's boundaries.

Recommendation 2: The state of Nevada should adopt a
comprehensive approach to assessing the causes and
patterns of human error in the transportation system
and develop the requisite capabilities to implement the
approach. An important aspect of this recommendation is the

use of multi-disciplinary teams to perform and evaluate
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transportation system designs and oversight. In particular,
human factors specialists, experienced workers, and public
representatives need to be incorporated into many

transportation design and implementation activities.

Finding 2. Human-task mismatches will be a major contributor to
transportation risk. Although previous transportation
experience with spent fuel has not resulted in major accidents
involving radioactive .releases, events involving human-task
mismatches that have affected the reliability and safety of the
system have occurred and will do so again. Previous analyses
suggesting that the contribution of human errors to risk is
negligible have failed to consider quality assurance programs
throughout all phases of the transportation system. Instead,
they have focussed primarily on the probability of severe
accidents. Human-task mismatches-may have a major impact on
both actual and perceived risk because they are important
contributors not only to severe accidents, but also to the social
amplification of risk.

Recommendation 3: The state of Nevada should initiate
studies to clarify the relationship between various risk
events in the transportation system and the social
amplification of risk. Publics in the state of Nevada and
elsewhere in the United States are highly concerned over the
hazards of nuclear materials transportation. Media coverage and

public perceptions have a large potential for amplifying risk
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"events and eroding confidence in the transportation' system. The
spent fuel transportation system both shares the network
system with members of the public and performs its activities
within or sufficiently near population centers so that mishaps
are readily observable. Since members of the public measure
safety and reliability largely through their perceptions of safety
and reliability, system performance must be as safe and failure-
‘free as possible and human error kept to a minimum.
Recommendation 4: The state of Nevada should insist
that judgments setting risk acceptability in the
transportation system be sensitive to the high levels of
public concern and the social inequities in waste
transportation. As we stated in the Transporiation Needs
Assessment, when establishing a risk manager‘nent system it
must be recognized that acceptable levels of risk cannot be
derived from an isolated and formal analytical process and that
the public often: views risks differently than technical experts.
To accommodate this divergence, a broad approach to standard
setting and widespread public partiéipation and consultation will

be necessary to determine which risks are or are not acceptable.

Finding 3. No comprehensive risk analyses have been performed that
thoroughly assess the potential human contribution to risks at all
phases and stages of the transportation system. The focus of
current transportation risk management programs in the spent

fuel transportation system is narrowly on the integrity of
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technical safeguards (i.e., spent fuel casks). The reliance on
technical safeguards, however, gives insufficient attention to the
possibility of human errors during the design, manufacture, or
use of the technology. »
Recommendation 5: The state of Nevada should insist
that responsible federal agencies conduct a
comprehensive and thorbugh risk assessment for the
national transportation system for spent fuel _ahd
should mount a searching independent review bf its
adequacy. In our work for the Transportation Needs
Assessment, we identified the components of a comprehensive
transportation risk assessment, including the evaluation of the
complete range of initiating events and likely consequences at
each stége of the transportation sequence. In addition, the range
of contributory causes of risk events and their likely
consequences must be assessed. Because they may enable
failures or cause unsuspected interactions, specific attention
should be focused on the potentiél impacts of human-task
mismatches on the transportation system.

Recommendation 6: The state of Nevada should conduct
its own comprehensive and detailed risk assessment of
the state-specific portion of the spent fuel
transportation system. As in recommendation 5 above, the
full range of initiating and contributory risks should be assessed.
This risk assessment vshould be as detailed as possible, including

specific routes, repository and inspection sites, and driver
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regulations. Similarly, specific attention should be focused on
the potential impacts of human-task mismatches on the
transportation system. Not only will this provide an important
baseline document for the state, but it will enlarge state
capabilities for monitoring and also help validate the
assessments conducted by federal agencies.

Recommendation 7: The state of Nevada should obtain
assurance that the comprehensive risk assessment
becomes a "living document", integrating new
information that becomes available as the
transportation system is implemented. Although
successful spent fuel shipment campaigns have been completed,-
the expected rapid growth in the transportation system after a
repository opens may significantly change current assumptions.
The magnitude of the system will likely impact cask fabrication,
maintenance, and driver training capabilities. Mistakes in the
design, implementation, and operation of the spent fuel
transportation system are inevitable. Thus, risk assessments
and risk ‘management programs need to form a "living",
integrated system where system modifications can be assessed

and implemented effectively and rapidly.

Finding 4. A large gap between state-of-the-art human reliability
assessment methodologies and the assessment of human
reliability in the transportation system for spent fuel currently

exists. Although currént methodologies are limited in their
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ability to predict comprehensiveliy types of human error and
effective methods for their reduction, they are much more
sophisticated than the current approaches that are applied to the
transportation system for spent fuel. In spite of the fact that a
federal repository will not open for at least ten years, basic
Adesign and operational decisionS are being made now about
fundamental technical, organizational, and regulatory issues.
Thus, a state-of the-art approach to human reliability in the
transportation system is of major importance.

Recommendation 8: The state of Nevada should require
that state-of-the-art methodologies for "human
reliability assessment be incorporated into the
structure of risk assessments and should use such
methodologies in its own independent reviews and
studies. A comprehensive approach for the identification of
critical errors at all pnases of the transportation system and
methods for error reduction should be implemented. One
possible approach (albeit not the 6nly one) to incorporating
issues nf human reliability into all phases of the transportation
system is the "human reliability matrix" developed in this

report.

Finding 5. Current monitoring programs and databases for the spent fuel
transportation system are inadequate to support well-founded
risk assessment or risk management needs. Monitoring systems

(e.g., inspections) do not perform effective oversight on all
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critical system components (e.g., driver performance). Neither
monitoring or other data collection systems treat information of
all critical system aspects, including human error, for
comprehensive risk assessments and risk management program
evaluations.

Recommendation 9: The state of Nevadé should
recommend that the DOE establish a national real-time
shipment monitoring and iracking system and should
participate in its design. This issue is discussed in some
detail in the Transportation Needs Assessment. Such a system
should be capable of providing real-time information about the
locations, amounts, and attributes of all shipments and the state
of preparedness of key 'emergency respornise capabilities.
Recommendation 10: The stafe.of Nevada should
recommend that DOE and DOT develop substantially
improved and integrated databases needed for the
design, evaluation, and monitofing of a safe and reliable
spent fuel transportation system. Currently accident and
incident databases are fragmented and distributed among
federal agencies. To ensure comprehensiveness and accuracy in
databases, a centralized data storaige and collection system needs
to be implemented specifically for the spent fuel transportation
system.

Recommendation 11: The state of Nevada should
recommend that the DOT and NRC initiate a new

institutional mechanism for timely and ongoing
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assessments, to include on-site field investigations of
accidents and notable human errors.. Much useful
information about the relationships between actual and expected
system performance can be learned from detailed investigations.
In particular, the impact of human participation in the
transportation system can be more effectively evaluated. Such
investigations can- also provide detailed and reliable data which
can be incorporated into the design and evaluation of effective
risk management control strategies (see recommendation 7).
While the responéibility for funding and implementing such an
accident -and error investigation system should be at the national
level, it should include active state participation. Moreover, the
investigation system should be managed independently from
federal regulatory authorities.

Recommendation 12: The state of Nevada should
recommend the implementation of an effective
unobtrusive, voluntary, anonymous, third-party
managed, and nonpunitive human factors data gathering
system at the national level. The system should be
designed to encourage the reporting of incidents, accidents, and |
other unreported, but significant events related to human
reliability by system personnel. Data developed from such
sources have prox)ed to be very useful for identifying and
quantifying factors which can degrade safety and reliability in
other complex, high-risk technological systems. In a manner

similar to recommendation 11, the implementation of such an
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accident and error investigation system should be at the national

level, include state oversight, and be independent of federal

regulatory authorities.

Finding 6. Federal regulatory and transportation risk management
programs, as currexitly configured, are obviously flawed and
inadequate. Regulatory authority for the transportation of spent
fuel is divided primarily among three federal agencies--the DOT,
DOE, and NRC--with additional responsibilities scattered among
other federal and state agencies. Such a fragmented approach
has led to many ‘administrative problems and regulatory
ambiguities. In addition, the management programs specific to
"particular agencies are deficient in a number of respects. In
particular, NRC and DOT inspection capabilities are inadequate to
ensure the reliability of spent fuel casks, transport vehicles, and
personnel. State roles in the system are limited and inadequate
to ensure safety within their borders.

Recommendation 13: The state of Nevada should call
fdr’&( a seai‘ching congressional review of the gaps and
fragmentation in the regulatory structure pertaining to
the transportation of spent fuel. Although there are severe
inadequacies in individual agency risk management programs,
some blame for regulatory .gaps and ambiguity rests with the
enabling legislation and resulting regulatory structure. A more
comprehensive and integrated socio-technical systems approach

should be used in amending or developing new regulations for
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spent fuel transportation. In addition, any new regulations
should consider human factors issues in regulatory statutes,
technical design standards, and task and procedure design
requirements. | |
Recommendation 14: The state of Nevﬁd_a should
develop an effective and reliable state inspection
progfam for all spent fuel shipments at state borders
and subsequent random inspections within the state.
Because -"upstream" events are critical to safety within the state
(see recommendation 1), inspection programs should be
instituted 'at the state border to consider cask integrity, vehicle
repair, and driver perforfnance. If shipments should fail
inspections, the state of Nevada should have the option of
prohibiting thé shipment from crossing its borders until all
problems are rectified. Similarly, the state of Nevada should
initiate random inspections of shipments within its tefritory to
ensure regulatory compliance by drivers and vehicles (e.g.,
adhering to hours-of-service regulations, following preplanned
and accepted routes). The state should develop' effective
emergency response capabilities to respond rapidly should

accidents occur.

Finding 7. The regulatory system for quality assurance of spent fuel
transportation is currently narrow and piecemeal. The existing
approach toward quality assurance implemented by the NRC has

focussed inordinately on casks althougil many problems have
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occurred in other components of the transportation system. The
NRC has given little attention to quality assurance at other levels
or phases of the transportation socio-technical system.
Recommendation 15: The .state of Nevada should insist
that the NRC, DOT, and DOE quality assurance programs
are substantially upgraded and improved. In particular,
inspection programs and capabilities should be substantially
upgraded and less reliance placed on the "self-policing” aspects
of the system. A particularly major deficiency at this time is} the
size and frequency of enforcement penalties. | To address this we
recommend that fines should be increased to create effective
incenvtives for safety and reliability..

Recommendation 16: The state of Nevada should
recommend that a comprehensive approach be
developed for relating the occurrence of eri‘ors and
system failures to effective transportation risk ‘
management and error reduction strategies. This issue
was discussed prgviously in recommendation 8.
Recommendation 17:  Industry should develop effective
model training programs and requirements. Personnel at
all levels and phases of the transportation system need to be
trained effectively to respond to both normal and accident
conditions. Moreover, training programs should be on-going and
actual personnel perfofmance closely monitored and evaluated.

Training programs are particularly important .in the
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transportation system because of the hazardous nature of spent

fuel and because of the many different organizations involved.
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A.l Introduction
In the context of complex technological systems, such as the
transpo'rtation of spent nuclear fuel and other high level wastes,
ambiguities exist that create difficulties in the definition and identification
of "human errors". Definitions of "human error”, "human reliability", or
"unacceptable performance” of human-machine or human-task systems
are very complex and depend on the purpose of an analysis. In particular,
purposes of analyses determine whether direét and indirect causes are
incorporated into failure analysis and how far back one goes in an accident
evolution to assign cause. Definitions also depend on disciplinary
perspectives and the extent to which a system includes only individual or
organizational and social objectives. The identification of failure and
success in human behavior is further complicated because they are closely
related and actions cannot be identified as errofs until after they are
performed.
This paper reviews research on "human error" and assesses the
factors that contribute to their occurrence. It has three main parts: |
« First, various definitions of "human error” are discussed. Human
cognitive models help explain how both human motor control and
decision failures occur in technological systems. They also suggest
how they are related to successful performance.

» Second, the effects of group. organizational, and social processes

on_ human behavior are discussed. Such factors may influence both

the causes and types of errors that can occur in a spent fuel

transportation system.

-A2 -



o The third part of the paper reviews taxonomies that treat human

error types. The differences in classificatory frameworks are seen
to reflect both the desired uses of the taxonomies and their

underlying cognitive models.

A.2. Definitions of Human Error

The web of interactions in complex human-task systems makes
defining "human error” a difficult task. Attempts at a unifying definition
have often lead to ambiguities and improper characterizations. The
definition of "human error” is important, however, because of the
underlying basis it provides for any approach to human reliability
assessment. Several definitions have been attempted, each providing
insight _into the complexity of the problem, and each becoming more
sophisticated in their attempts to include the multiple relationships of
“human capabilities and task characteristics.

An early definition derives from human reliability engineering, a

field that analyzes the performance of the human component of

technological systems and human-machine interfaces. A fundamental
éssumption of this perspective is that the human component of a system
can be analyzed in much the same way as its technical components. This
early and restrictive approach defines "human error” as the "failure to
carry out a specified task or performance of a forbidden action that could
leéd to disruption or damage" [Dhillon 1986]. This is similar to the
definition used for the description of a failure of a technical component

with the exception that human intention is also included.
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This approach to human reliability analysis bases much of its theory
on the assumption that error characteristics and frequencies are
transferable among situations. It concentrates, therefore, on modeling the
task rather than the total human-task system and the performance of
tasks by humans is viewed as the aggregation of procedufalized actions.
Thus, error frequencies and types are quantified with respect to features
of the task and external human behavior. .Consequently, this mechanistic
view, exemplary of early human reliability assessment methods, employed
little psychological theory [Embry 1984].

Such a restrictive definition may not be sufficient in complex
situations because it fails to incorporate the fact that individuals and
organizations may have variable intentions and goals. Moreover, it is
questionable whether data from one context can be effectively used in the
analysis of another human-task- work environment. Consequently, such an
approach offers little predictive power. |

From the perspective of cognitive psychology, a definition has been
proposed that directly incorporates the variability of intentions and goals:
"human error" or failure refers to an action that is counter-productive
relative to the subjective intentions or goals of a perSon [Reason 1987c]. In
human-machine systems analysis, variable goals or intentions are
incorporated by the conceptualization of "human error" as the behavior of
a person transgressing the multidimensional bounds of acceptable |
performance [Sheridan 19831. This approach, which broadens the
conceptualization of human error, is important because subjective or
externally defined intentions or goals may change as conditions change;

for example, the immediate goals of transport personnel will be very
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different as the environment moves from one of normal to émergency
conditions. ~Similarly, "acceptable” performance is related to a variety of
criteﬁa, including technical and economic efficiency, system reliability, and
public safety.

In another definition, devéloped in systems and reliability
engineering, a fault is defined with reference to four criteria [Rasmussen
1982]:

1) it is a cause of deviations from a standard;

2) it appears on the causal path to the effect;

3) it is acceptable as a reasonable explanation; and
4) it is such that a cure is known.

These latter definitions suggest four important factors absent from

earlier definitions: |
1) mulfiple externally defined objectives may be relevant to a
particular action, |
2) the assessment of an error depends on being able to identify it,
3) multiple causes may exist, and

4) the source of analysis influences the identification of an error.

These factors are important bécause the identification of a specific
cause of failure frequently depends on how far back analyses of incident
evolution look for root causes; in other words, identification of cauées
depends on the "stop rule" applied to identify root cauSes of an incident
[Rasmussen 1982, Svenson 1986]. For example, in a 'hypothetical
transportation incident involving spent nuclear fuel, the root cause may be
identified as the truck going off the road, the incorrect closure of the cask,

or the inadequacy of inspection and quality assurance .personnel
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performance prior to shipment departure, after cask mainten‘ance, or
duriﬁg cask fabrication. The DOT HMIS database would only identify the
incorrect closure of the cask because -its stop rule is the "actual primary
cause of package failure”. The other human errors may be relevant,

however, for identifying the most effective intervention strategy.

Decision and ment_Failur

Failures in decisions or judgments are covered by the above
definitions, but are considerably more difficult to characterize than action
errors. Although the definitions may suffice for highly proceduralized
-tasks (e.g., assembly lines) in which human goals and required act_ions are
externally defined and readily observable, decision making and problem
solving behavior are more ambiguous and not necessarily decomposable.
In particular, there are several difficulties in attempting to observe and
understand the cognitive processes and reasons, or subjective rationale, of
individuals making decisions, inferences, or judgments. Some attempts
have been made to define verbal protocols and to elicit reasbns from
decision makers although there is much debate over whether elicited
informétion accurately represents the reasons why people make certain
choices [Nisbett and Wilson 1977, Svenson 1979].

Part of the ambiguity arises because individuals may use multiple
decision making strategies and they may not be aware of switching among
them. In addition, decisions are not necessarily discrete events in time or
place, nor are they distinct from other individual and group activities
[Poole and Hirokawa 1986]. Still another ambiguity arises because
“effectiveness” is not necessarily the only desired outcome. Additional

"non-decision” functions include justifying procedures, distributing blame
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or success, and fulfilling role expectations. "Effective" choices may actually
be of secondary importance relative to other goals.

Empirical observations of -human problem-solving and decision
making have shown that people do not generally use prescriptive decision
analysis techniques. In fact, novices are the only ones who generally use
such techniques. Moreover, in complex technological systems, such as that
of spent fuel transportation, many decisions are "dynamic." "Dynamic
decision" environments refer to-problem~situations where a series of
interdependent decisions are required, task specifications and the
environment are dynamic, available information may be dependent on
prior decision outcomes, and decisions modify the environment [Slovic etA
al. 1977, Brehmer 1987]. Unlike "static decision” environments (i.e.,
decision pfoblems are sequential, do not depend on prior outcomes, and
the environment is stable), there is no normative theory of problem
solving. 4

Thus, to simplify a complex world and guide their judgments,
humans develop biﬁses and heuristics in their information processing and
decision making [Tversky and Kahneman 1974, Svenson 1979, Svenson
1981, Fischhoff 1986, Rasmussen 1987b]. In general these processes work
to people’s advantage, but in certain situations they can cause the selection
of inappropriate choices or actions and lead to predictable biases. As Niels
Bohr once said to Einstein, "just.because you are using logic, does not mean
you are thinking." Many different biases and heuristics have been
identified; some important examples are listed in Table A.1l.

Because biases and heuristics usually serve the important function of

allowing people to operate in complex environments, they cannot .be
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dismissed as dangerous or useless. However, these biases and heuristics
call into question the whole concept of "rational” decision making that is
often assumed in planning, judgmental, and inferential situations. These
problems have been confronted with the notion of "bounded rationality”
that refers to informational and time constraints that force people to make
choices based on limited information [Simon 1955j. Similarly, unconscious
heuristics learned over time may create problems in novel situations
where they suddenly becomé irrelevant or even detrimental [Svenson
1979]. In many cases, decisions may be "rational” but made in incorrect
contexts [Perrow 1984]. The selection of contexts, in which an individual
acts, is made prior‘td_a decision episodé and depends upon social and

' organizational constraints and previous experiences. = In addition, during
laboratory experiments, decision outcomes have been shown to depend on
"the order in. which information is présented to decision makers [Slovic and

Lichtenstein 1971].
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TABLE A.1

Individual Cognitive Biases and Heuristics

overconfidence in estimation, inferences, predictions, and
hindsight v :
underestimation of time constraints

attempt to verify previously held beliefs by searching for and
accepting confirmatory evidence and ignoring or forgetting
contradictory evidence

exaggeration of personal immunity from threats
oversimplification of others’ behavior

use of limited examples to make statistical inferences

use of representative samples to make statistical inferences
difficulty of assessing probabilities and exponential processes
ignorance of subtleties

over use of labor saving heuristics

tendencies toward conservatism

thinking in causal series, not causal nets, thus ignoring side
effects and considering only primary linkages

previous experiences often used as basis for future choices
options not readily apparent may not be considered
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A.4. Human Cognitive Models

Various attempts have been made to develop models that can
describe the complexities of individual cognitive processes. They are used
both as descriptors and predictors of human behavior and decision.
processes. Predictive power is especially important in the design of new
tasks in which humans are an integral part: cognitive models should be
used where possible to design a task or machine around human
capabilities, instead of forcing péople to adapt to "unnatural” task demands
that can contribute to the 6ccurrence of "human errors”.

A behavioristic model of human behavior suggests that errors
frequently remain unnoticed because there is no feedback from which to
learn [Sheridan 1983]. In many systems the consequences may not be
noticeably severe and a trial and error approach suffices. Unfortuhately,
this method of decision making can be very dangerous when a correct
decision is necessary the first time, as in responding to incidents in the
transportation of spent fuel. Within this framework, therefore, it is
important to provide information to decision makers in a timely fashion
and in a form that can be understood. The behavioristic model, however,
pfovides little understanding of how decisions are made.

An additional approach to describing problem solving behavior and
human-task interactions is thrdugh the concept of "mental models”
[Gentner and Stevens 1986, Sheridan et al. 1986, Rasmussen 1987c]. In
many technological systems, information about system structure and
behavior is indirect and abstract. Information may be limited for two
reasons: 1) some data may not be directly measurable or obsefvable, and

2) designs are based on system models that may explicitly or implicitly
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assume the range of decisions likely to be made and the range of potential
system behavior [Brehmer 1987]. Because of these constraints on direct
knowledge of a system, personnel must develop "models” of how the
system works. These mental representations, or models, are based on
previous experiences and information and derived from various
representations of the system (e.g., means-end, part-whole). They are
analogs of a real system, support problem solving activities, and offer
predictive capabilities in unfamiliar situations.

Although there is no one accepted definition, the concept of "mental
model" has been used to refer to the knowledge base used by humans to
represent properties of a task and its relationship to the environment.
Depending on the rhental models brought to bear on a particular Iﬁroblem,
different questions énd actions may result because of framing effects.
Failures are thought to result when inappropriate or incorrect models are
used. Moreover, errors may result from interactions of different
representations being applied simultaneously to a particular task and
incompatible representations applied by people with different levels of
training and specializations.

From the above discussion of human cognitive processing, decision
making be_havior, and cognitive models, it is clear that analyses of human-
task systems cannot be based solely on task characteristics. The
occurrence of failure is closely associated with human variability resulting
from stochastic behavioral properties, learning, and adaptability. It is now
believed that most types of successful and unsuccessful human
performance can be explained by a common, limited set of underlying

cognitive mechanisms and their interaction with task characteristics and
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situational factors [Rasmussen 1987b, Reason 1987a]. This section reviews
two models that attempt to describe human cognition and behavior and

have been used to describe human errors [see below, sections A.9.2., A.9.3].

A.4.1. The attentional-schematic model

This model is based on theoretical research in cognitive psychology.

This approach assumes that all internal and external human actions are
controlled by the interaction of two modes of control--attentional and
schematic [Reason 1987a, Reason 1987c].* The information processing
capabilities of the attentional mode of control are powerful and feedback-
driven. It is required for performance in novel situations, but is slow,
sequential, limited, and difficult to sustain. The schema'tic mode of control
can rapidly process large amounts of familiar information in parallel. This
particular model relates three components of cognition and their complex
interactions:

o working (attentional) database includes information used for a

particular planning process. This database has limited capacity, its

content is highly variable, and it is difficult to apply for long

periods of time.

« mental operations (e.g., selection, judgment, and decision making)

that control the working database.

« schemata are the memory structures that form the long term

| knowledgebase. Schemata contribute sele;:ted and uncalled for
information to the working database. The schemata available to the
working database appear as a result’ of association with plan

elements, environmental triggers, or affective factors.
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This cognitive model allows an expanded understanding of the
relationships between limited rationality described by Simon [1955] and
planning failures [Reason 1987a}: |

+ Bounded rationality refers to the attention that can be brought to
bear on a problem--it is limited and consequently the information
used to plan will be limited. The result may be the
oversimplification of a problem and is similar to Simon's [1955] use
of the term.

* Imperfect rationality refers to limitations of the schematic
knowledge base (i.e., the collection of theories j)ossessed by humans
to deal with the world through different cognitive domains).
"Mistakes" may arise from imperfect rationality by the application
of often used but inappropriate judgmental and inferential
heuristics. Errors in low level control, refeired to as "slips", occur in
a similar fashion in human actions [Reason and Mycielska 1982].
They result from the inappropriate application of low level control
processes in similar but different situations. The result is ‘that
actions and planning can be too rigid and conservative.

* Reluctant rationality results from the interaction of the

attentional and schematic modes of control. In the past, mistakes in
this category have been blamed on "cognitive strain”. This
limitation in rationality can lead to the excessive use of cues and

previous experiences.
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A.4.2. The skill-, rule.. and knowledge-based model

This model was developed to describe operator behavior in process
- plants and industrial accidents [Rasmussen 1982, Rasmussen 1987b]. It is
based on the relationships of human cognitive control and decision making
behavior and actions to internal psychological processes. Three modes of
control were identified that are related to the norms used for error
judgment and attribution: skill, rule, and knowledge based domains of
behavior [Figure A.1]: |
« skill-based _behavior includes automated or routine activities.
Performance is controlled by stored patterns of behavior and errors
are related to variability in time or space coordination and of force.
o rule-based behavior includes behavior in familiar situations with
specified stored rules of action. Rule-based behavior is goal
oriented rather than goal controlled. The identification of errors
depends on whether correct rules were recalled and used. Errors:
are related to incorrect classification or recognition, forgetting
procedures, and erroneous association of tasks.
nowledge-based behavior includes behavior related to the
performance of new and unfamiliar tasks. At this level, decisions
are made and planned on the basis of functional and physical
system properties as well as goals. The information processing
characteristics are very person- and situation-dependent. Errors

must be defined relative to subjective goals.
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~ FIGURE A.1 | |
SKILL-, RULE-, KNOWLEDGE-BASED COGNITIVE MODEL

_ GOALS
KNOWLEDGE - BASED l
BEHAVIOR SYMBOLS
CHOICE
—»| IDENTIFICATION |—]  SELECTION ———#1  PLANNING
BULE - BASED
BEHAVIOR
SIGNS -
- : ASSOCIATION STORED RULES
— RECOGNITION |——] STATE/TASK ——1 FOR TASKS
RS e R D
BEHAVIOR
Y
FEATURE FORMATION SIGNS ' AUTOMATED SENSORI-
#  MOTORPATTERNS
L
SENSORY  INPUT SIGNALS ACTIONS
(STIMULI) (RESPONSE)

SOURCE: RASMUSSEN 1982




According to this model, minor deviations from. standard procedures
and known rules support, intehtionally or subconsciously, learning
processes and the refinement of skills [Rasmussen 1987c]. The
development of skill-based behavior, for example, requires the continuous
updating of sensory-motor schemata to time-space features of a task
environment. For rule-based behavior, by contrast, the development of
heuristics depends on the application of potential short cuts and the
identification of signs to aid in the recognition of conditions without
analytical diagnostics. At the knowledge-based level, the testing of
hypotheses is important in problem-solving tasks.

The development of skills through the replacement of knowledge-
based behavior by rule-based, and then ﬁkill-based behavior, creates the
conditions whereby errors may occur. Automated responses and
~ behavioral patterns develop while tasks are co.ntrol‘led and supervised by
higher lew}els. As lower levels of automatic control develop, errors may
result from the interference of deteriorated higher level controls and
undeveloped lower level control [Rasmussen 1987c¢, Rasmussen 1987d].

Although this conceptualization has proven useful to some
researchers, others believe it is inadequate to account for the nature of
cognitive behavior and support design decisions by specialists [Bainbridge
1984]. In particular, Bainbridge questions the validity of the assumption
that to test hypotheses individuals either proceed automatically (skill-
based behavior) or by thinking causally (knowledge-based behavior).
While she believes the model may be useful for providing basic
information about cognitive processing to non-specialists, she makes two

specific criticisms of the model.
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First, there may be more than three distinct types of pfocessing
levels in human cognition. Instead of using a taxonomy of cognitive
brocessing based on cognitive mechanisms, it may be more appropriate to
classify cognitive functions (e.g., attention, memory, selection, recall,
compare, explain). Cognitive functions may be more appropriate for design
considerations because they suggest specific capabilities and limitations in
memory functions, while the identification of skill-, rule-, or knowledge-
based behavior does not necessarily provide the same information.

Second, in Rasmussen's cognitive model all information processing
routes are from stimuli to response. This may be misleading, however, as
the complexity and flexibility of human cogniti'onvis not necessarily "
accouhted for [Bainbridge 1984]. ‘For example, human cognition includes
feedback, recursion, mental stimulation and anticipation, working memory

and multiple goals.

A,5. Group Decision Making

Thus far the discussion has focused on interactions or failures
involving a single person. However, in many technological systems groups
of people must interact to perform a task and failures can result from their
interactions. These may have especially important implications in |
planning and decision making situations. For example, in the spent nuclear
fuel transportation system, groups may plan routes, two drivers may
operate a truck, and a number of individuals may be involved in deciding
how to respond to an incident or accident. ConSequgntly, faulty group

decision making needs to be incorporated into our definition of human

error.
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Groﬁp decision making anci problem solving is often characterized as
the aggregation of individual behavior and interactive processes [Davis and
Hinsz 1982]. Consequemly,'group behavior can be viewed as a social
process centered around a problem and involving the collective perception
of a choice making situation. |

Although some group processes resemble those of individuals, this is
not totally correct. Human error characteristics and frequencies differ for
individuals and groups. Formal and informal modes of communication
within a group and with others outside of it create additional problems
relating to attention, activity, values, conflict resolution, and information
flows. On the other hand, they help to reduce some problems, such as
workload. |

Faulty group decision making can often be traced directly or
indirectly to communicative and social influences of individuals. They can
enable faulty decisions by facilitating the occurrence of errors such as
misinterpretations and incorrect conclusions during different stages of the
decision making process. Five factors that have been suggested as leading
to faulty decisions are [Hirokawé. and Scheerhorn 1986]:

« improper assessment of situation,

« establishment of inappropriate goals and procedures,
- improper assessment of attributes of alternatives,

. establishment of faulty information base, and

+ faulty reasoning.

The model on which these concepts are based suggests that
individuals can prevent decision errors by counteracting the negative

influences otherwise leading to faulty decisions (e.g., convince others to
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reject flawed beliefs, perceptions, and inferences) and by influencing a
group to accept correct conclusions before negative influences occur.

Just as biases affect the information processing of individuals, there
also exist biases that may affect group behavior and lead to faulty
decisions. They result from the dynamics of interindividual interactions
and include:

» the "risky shift" phenomena in which a group chooses more risky

alternatives than its individual members;

L]

group polarization, whereby the choice of a group is more

extreme than the individual choices;

» groupthink, where a group arrives at a consensus decision
without adequately evaluating all alternatives; |

 false consensus, where individuals of a group falsely believe that

a consensus has been reached; and,-

pluralistic ignorance, where group members believe they are
alone in their beliefs.

The strength of the effects from these biases depend on the
characteristics of a group and the environment in which they interact. The
important group characteristics affecting behavior may be divided into
four categories [Swap 1984]:

1) composition (e.g., size, personalities),

2) leadership (e.g., emérgence, bentrality, style),

3) task (e.g., structure, timing, interdependencies), and

4) decision rules and processes (e.g., reversibility, criteria, social

context).
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In the transportation system the form of consensus geherated by
groupthink is of particular concern because it may also contribute to more
ﬁsky decisions (e.g., "risky shift") and may lead to especially severe
consequences in hazardous situations such as may result from spent
nuclear fuel transportation accidents. The major factors contributing to
such behavior are the uniformity of members, the size and isolation of a
group, norms, cohesiveness, and personalities [Reason, 1987b]. In groups
experiencing groupthink, “"the -powerful forces of perceived 'togetherness’
act in concert to render the possibility of failure unthinkable--and if not
unthinkable, then certainly unspeakable” [Reason 1987b: 124]. This
. behavior, characteristic of "mindsets”, is frequently seen in risk research
and hazard and accident response planning by the belief that catastrophic
accidents are not credible events and that response organizations are well
prepared [Gray and Quarantelli 1984].

An additional important consequence of interindividual interaction is
conflict in a decision process [Putnam 1986]. Conflicts may arise in regard
to substantive issues in a group task, procedural methods, and affective
issues between members. Althoﬁgh often viewed as a negative factor in
group decision making, if managed prdperly, conflict can actually be a
positive function by promoting effective decision making and avoiding
premature consensus. For example, conflict may expand the range of
alternatives considered, increase the scrutiny of considerations and
assumptions, or enhance group cohesivéness. However, if not managed
effectively, conflict can result in dysfunctional behavior and weak
performance. For example, decision makers frequently explain time delays

in communication in hierarchical organizations by attitudes or
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incompetence instead of their actual functional causes [Rasmussen 1987c].
The result may be affective conflict and the reluctance to delegate
authority and control over tasks. |
Putnam [1986] has identified three types of conflict:
» Substantive conflict is the result of disagreements or differences
of opinion concerning the ideas or content of a group task. When
members in a group experience substantive conflict they may
revert to using old work. habits that may not be appropriate to the
situation. This behavior is avoidable if members are responsive to
suggestions and ideas of others.
« Affective conflict results from personality differences, self-
oriented needs, personalization of differences of opinion, and
emotional aspects of interaction. Affective conflict may increase
 anxiety and decrease openness to alternative perspectives. The
detrimental effects of affective conflict may be reduced by the
realization that conflicts are a result of differences in positions, not
the sentiments of a person.
» Procedural conflict emerges from differences concerning a
group's procedural rules. These may include disagreements over
decision rules, the running of meetings, and work and task routines.
Procedures provide a means of withdrawing from conflict and may
be used in constructive ways to manage substantive and affective
conflicts--they may help to reduce uncertainty and equalize
member power differences. On the other hand, "the use of

powerful people to prevent conflict from surfacing stifles the free
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expression of ideas, a fundamental condition for effective decision

making"” (Putnam, 1986, 185).

rganizational and Social Factor _

The field of human factors has rarely focused on errors connected to
social or organizational characteristics in high-ri;k technological  systems
although these aspects of socio-technical systems have been identified as
contributory causes to many accidents [Turner 1978, Bellamy 1983,
Perrow 1984]. Moreover, organizational design is frequently ignored in
safety analyses 'in contrast to the areas of construction and personnel
[Nordic Liaison Committee for Atomic Energy 1985, Bjordal 1987].

The dynamics of interindividual interaction Are partly a result of the
. understanding of system behavior by personnel that arise through the
framing effects of affective, cultural, and social forces by which people
understand, interpret, and infer things about the world around them. In
addition, dynamics depend partly on the work environment (e.g.,
management-employee relations, job requirements) and organizational
structure (e.g., hierarchy, communication system). Thus, organizational
and social factors affect the ‘conceptualization of human errors in two
primary ways:

1) group and individual perceptions and actions can be influenced
by organizational, social, and cultural factors. These may lead to
"operational errors” where incorrect actions were performed or
correct actions not performed because of "framing effects” or

other constraints on behavior.
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2) Organizational and social factors may diminish effective decision

| making capacity of individuals and groups within an
organization. This efféct may Ieadk to making decision and
planning failures ("policy errors”) within organizations. The
hazards of spent fuel transportation, however, demand "féilure-
free" management and planriing.

The reliability of organizational behavior is measured with respect to
the efficiency and effectiveness of prevention, detection, and recovery of
threats on system safety. OrganiZational and. policy errors can result from
both the dynamics of interindividual interaction and organizational
structure. These factors not only affect the reliability and effectiveness of
actions and decisions, but also provide the context in which "rational"
reasons that in hindsight are determined to be faulty. Table A.2 lists
potential organizational and social factors contributing to failures.

Organizations often experience conflict and ambiguous preferences;
ignore information they possess, request more information, and then
ignore it; and, buffer processes of thought from processes of action [March
1981]. Adaptation_ and learning process are frequently slow and
incremental. Group as well as individual misperceptions and bad choice
'selections may result from pressures in high stress environments,
interindividual conflicts, rigid organizational beliefs and practices,
restrictions of the social and cultural environment, political and economic
interests, institutional  constraints, and communication problems [Tuf_ner
1978]. Unreliable behavior may be exacerbated during industrial disputes

(i.e., strikes, slowdowns) and if the system is considered unreliable or

untrustworthy by personnel.
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Frequently, issues of influence and power play important roles in
decision making behavior in organiiatioﬂs. For example, the role of
managers is crucial to safe and reliable system operation because they can
affect safety both directly and indirectly. They are responsible for
creating and maintaining an organizational culture that reinforces safety
and reliability considerations‘(i.e., "culture of safety"), implementing
effective decision making protocols, and shaping the impact of regulations
and social constraints on operational activities [National Research Council
1988]. In the spent fuel transportation system, management must be
adept at working within a .complex system of federal and state regulations
that can affect system flexibility in operations. Similarly, if the public is
very skeptical of the DOE's ability to operate the transportation system or
repository, the operations must be as safe and failure-free as possible and
the response to incidents must be immediate and effective--the only way
members of the public can measure safety and reliability is through their
perceptions of safety and reliability [LaPorte 1988].

On the other hand, the actual behavior of managers can exacerbate
problems inherent in organizational behavior. In particular, managers
often spend considerable time in activities that have few consequences
beyond acknowledging the importance of others and themselves, perform
with self-serving biases, have little interest in the implementation phase
relative to the poligy making phase, and attempt to show the legitimacy of
outcomes and processes [Crecine 1986]. In public organizations,
management frequently attempts to shape employee behavior and
operations to externally-, constraint-oriented managerial strategies or they

ignore task performance in organizational design [Cook 1988].
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Organizational structure is often created and maintained to ensure an
organizational culture that promotes economy and ease of management
and ensures organizational survival. Similarly, technological designs and
choices are frequently a result of attempts to reinforce or reproduce
existing structures [Perrow 1983, Noble 1986, Cook 1988].

Many of the social and organizational factors that lead to system
failures can be understood by the behavior that organizations generate in
groups and individuals. In prior research, organizational decision making
has been viewed as coordinated sets of linked individual and. group
‘decision processes; decision making behavior is viewed as a social process.
Much research also assumes that organizational decision making is rational
in that [March 1981]:

» alternatives are known unambiguously,

» consequences of alternatives are known at least up to a
probability distribution,

e a consistent prefefence ordering of consequences exists, and

+ a decision rule is available.

However, just as individuals are described as having "bounded
rationality” so are organizations [Simon 1957, March 1981]. ‘In the
organizational context, bounded rationality is a function of informational

and computational constraints in institutional decision making.
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TABLE A.2

Social and organizational factors contributing to system failures

Pressure =~
group, social, authority, heavy responsibility
Job requirements
ill-defined job requirements
multiple personnel use same equipment _
multiple tasks--work overload leads to selective attention by
decision-makers and workers ‘
lack of resources--inadequate access or distribution
Conflict
substantive
procedural
affective
Assumptions related to tasks or roles conflict
management vs. designer
management vs. operating personnel
Rigid organizational beliefs and - assumptions
Rules and procedures not maintained
Communication system
assumed reliable when it is not
delayed
noisy
informal
blocked
hierarchical--information distorted, not passed, or reinterpreted
reporting of messages not completed or incorrect
Organizational authority
overlapping responsibilities
hierarchical structure
slow learning and adaptation to new or changing environment
inconsistent and conflicting objectives
Quality of work environment '
Framing effects . '
Industrial actions
strikes
slowdowns
System considered unreliable or untrustworthy by personnel
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Consequently, the variability and richness of informati.on internalized
by an organization is frequently reduced and simplified. Social
perspectives of organizational decision making suggest that social and |
cultural values are important factors in behavior and error generation.
Debision making as a social process also implies that personnel in
organizations need to have shared understandings of information,
objectives, and procedures in order to coordinate effectively [Turner 1978,
March 1981, Crecine 1986]. In addition, it is often assumed that they |
develop shared values, assumptions, and expectations and operate with
similar notions of .rationality. Organizations form intentional systems and
members are frequently subject to framing effects in the ways that .they
perceive events internal and external to the organization. Individual
mental models are created and modified by "group"” and “organizational"
mental models [Tuler 1987]. ‘

Consequently, organizational characteristics result in important
dynamics and constraints that differ from those in individual decision
making; in organizations [Crecine 1986]:

. information is more important in choice processes and is more
formalized and less varied;

« alternatives are discarded from the possible choice set at an
earlier stage in the decision process;

 decisions are less likely to be given up once chosen;

. _simpler coordination structures are used and hierarchical
structures are prevalent because they reduce coordination and

communication costs;
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» pre-existing routines and processes are more domihant and
inappropriate routines are less likely to be given up;
* decisions and problem solving take longer;
«a greafer tendency exists to deal with partial definitions of
problems, especially those that can be dealt with by subunits;
+ multiple justifications for decisions are typical;
* simpler strategies are employed for dealing with uncertainty;
and,
e in thé short run, actions are constrained by activities previouély
encountered, previously rehearsed by subunits, or for which
- standard operating procedures can be easily modified.
in spite of framing effects, subunit goals, perceptions, and values of
large and complex ofganizations may be very differentiated. In fact,
organizations tend not to be coherent wholes, but resemble collections of
subunits and specialists with their own objectives and choice making -
technologies that often conﬂict. Subgroups may develop informally and
provide information bases other than those derived from formal authority
structures. These subgroups may contribute to the occurrence of failures
or adverse consequences because of barriers to information gathering and
sharing from social habit and established routine patterns of interaction.
On the other hand, individual and subgroup diversity is an’ important
mechanism for coping with the complexities of the real world.
One of the reasons organizations develop centralized control and
authority structures and develop rigid procedures and rules is to ensure

that individual behavior is true to organizational "desires". In particular,
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lack of central control has been observed to lead to confusion, delays,
competition for power, and a management void [Sorensen and Vogt 1987].

The central control provided by authority and decision hierarchies
are assumed to ensure continuity of knowledge and processes, to. direct
actions, to create shared perceptions, assumptions, and methods, and to
allow the smooth functioning of the organization. Such organizational
constraints, however, may also contribute to the occurrence of failures.
Organizations may create or amplify unintended sequences in surprisingly
ordered ways by virtue of these common understandings and normal
administrative processes [Turner 1978].

In hierarchical organizations most downward flow of information is
in the form of orders, instrucﬁions, and information. The information that
flows upward is generally in the form of requests for assistance and
resources, descriptions of system state, and suggestions for action.
Information that flows up through an 'organizational structure is likely to
be distorted, delayed, or lost so that decision makers at the top levels are
distanced and not in control of information concerning system states. In
addition, role status differences can create flow barriers aqd
differentiation may be exacerbated by time stress [Bellamy, 1985].
Consequently, formal hierarchies exacerbate already existing tensions
between an organizations responsiveness and adaptability to new
situations and knowledge and the accountability for actions and decisions
within an organization.

Another method of dealing with the tensions of subgroup behavior
and organizational "desires" is the implementation of standard operating

procedures [SOP] developed and implemented to match personnel with
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both work requirements and the environment and reduce the variability
and "richness” of information internally. The behavior that such
proceduralization promotes has been referred to as "functional rationality”,
in which a sequeﬁce of actions is designed that leads to a selected objective
[Turner 1978]. SOP's, hbwever, do not usually provide adequate guidelines
for actions necessary for safe and reliable performance in all situations.
Gaps in such procedures are filled by organizational culture and
.motivational incentives. The absence of SOP's in many situations suggest
the need for knowledgeable decision making and flexibility derived from
insights not only at the managerial and policy levels of an organization.

In particular, flexibility derived from insights into the
interrelationships between events, or "substantial rationality", is of critical
importance. In fact, to improve safety and reliability and make effective
decisions when needed, employees should be ehcouraged to question (and
therefore accept) the logic behind technical, managerial, operational, and
policy aspects of system operation- and control [Turner 1978, Nordic
Liaison Committee for Atomic Energy 1985, National Research Council
1988]. Unfortunately, most individuals and subgroups in complex
technological systems are not trained, encouraged, or necessarily capable
of utilizing substantial rationality in decision situations.

This view corresponds to that of Résmussen discussed above. He
suggests that to improve skills and knowledge people cénstantly deviate
from rules and procedures to identify short-cuts, develop heuristics, and
test hypotheses. "Substantial rationality” is just one factor needed to assist
this behavior and increase the likelihood that intentional and subconscious

"experiments” do not lead to failures. This is an especially important
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feature in complex or hazardous technological systems, such as spent fuel
transportation, where potential consequences of failure are great. An
éxample where substantial rationality is needed in the spent fuel
transportation system is the routing of shipments: procedures are
developed for this process and personnel are not supposed to deviate from
them. However, because of their experiences or substantial rationality
they may identify procedural ‘modifications for task improvement (e.g., in
safety or efficiency). An additional example of the need for substantial
rationality is for the identification, diagnosis, and response to emergency

or novel situations.

A.7. A Model of Organizational Failures

Most disasters within organizational settings do not ‘occur as the

result of single actions by single individuals, but rather from complex
interactions of contributory behavior of a number of individuals or groups
shaped by the institutions and organizations within which they . operate.
One approach to modeling the dynamics of failures in organizational
environments, which recognizes the special characteristics of organizational
decision making, is based on a "sociological definition of disaster as a-
challenge to existing cultural assumptions” [Turner 1978: 84]. It is a time
phase approach to organizational awareness of divergences b.etween its
perception of the world and the actual dynamics and state of the world.
The six stages from the initiation of divergence to reconvergence are:
Stage 1) accepted, "normal”, starting points of initial cultural beliefs
about the world and hazards, and associated precautionary norms

delineated in laws, regulations, mores, and social constraints.
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Stage 2) "incubation period" of an accumulated, unnoticed set of
events that are at odds with the accepted beliefs about hazards and
the norms for their avoidance.

Stage 3) precipitatiﬁg event that forces itself to attention and
transforms general perceptions of stage 2.

Stage 4) onset of the immediate consequences where the collapse of
cultural precautions become apparent.

Stage 5) rescue and salvage: the first stage adjustment in which the
immediate post-collapse situation is recognized in ad hoc changes
that permit the work of rescue and salvage to begin.

Stage 6) full cultural readjustment of beliefs and precautionary
norms to fit the newly gained understanding of the world.

In this view, it is the events during the incubation period that enable
failures at a later time by setting the stage whereby a single event can
precipitate a major disaster. These events may not be observed because of
erroneous assumptions, poor and delayed communication, cultural lag in
existing precautions, as well as other individual, group, and organizational
factors described above. In particular, when norms of correct and.
incorrect behavior are related to the performancev of standardized
procedures, negative interactions or errors may not be readily observable
when the "correct” procedures are followed. Moreover, the knowledge and
understanding of events may be limited by the distribution of power,
control of resources, and social constraints. Thus, even though the
informa_tion exists, knowledge may be limited with respect to the
consequences of potential choice alternatives and the events that occur as

a result of choices.
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These ideas cori’espond to the notions of observability énd
reversibility described earlier. Observability of events and failures are
limited by the nature of group and organizational behavior, barriers in the
flow of information, and the distribution and control of authority. In
addition, design strategies of multiple defenses create situations where
many errors may appear in the system but remain unnoticed.  Their
| identification may only occur when independent events cause a failure or
change in system behavior [Perrow 1984, Rasmussen 1987d]. The
reversibility of failures (single or accumulated) are further limited by
these constraints, by normal group and administrative processes that can
actually amplify their consequences, and the characteristics of dynamic
decision environments in which environmental constraints are affected by
decision processes and prior decision outcomes.

The process of reversibility .is héavily influenced by organizational
adaptability and learning. In organizations, the role of information, and
hencé communication processes, is crucial.. In particular, the availability,
form, and timing of information in the possession of decision makers
frequently affects their ability_ to use information about potential failures
and in emergencies. Thus, a complicated tension resulté between the need
for flexibility and adaptation and the need for control and an
organizational culture to constrain employee behavior.

Prior organizational research suggests that new alternatives are
sought in the neighborhood of those previously known or attempted.
Hence processes of adaptation to environmental (i.e., social and regulatory)
change is slower than routine adaptation to changing conditions within the

~ context of current rules (e.g., new operating procedures and technologies)
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[March 1981]. In fact, "most organizational adaptation consisis in
monitoring the environment and the organization for familiar messages
about the state of the world, and doing what is appropriate (according to
the rules) given the situation" [March 1981: 222].

As in the case of individuals, the removal of all sources of erTorS is
neither desirable or possible. The relationships between institutions and
the external world constitute a continuous cycle through the development
and modification of assumptions and the identification of their limits
[Turner 1978]. Large scale technological failures can be the result of
"organizational experiments” in unkind environments. Such "experiments”
may result from a need to perform in competitive environments or the
need to increase the efficiency of production and performance [Rasmussen
1987d]. Rasmussen has also recently suggested that an "analogy can be
drawn between the adaptive mechanisms involved in the skill attainment

of the individual...and the role of management decisions...in the adaptation

to the requirements of functional effectiveness” [Rasmussen 1987d: 135].

A.8. The Identification of Human_ Error

Frequently, human errors are only identified as such because they |
occur in work environments that do not allow for recovery from
inappropriate or variable human actions. On the other hand, errors that
are identified and rectified before they result in unacceptable system
behavior are not usually identified as -"human errors”. Thus, the
characteristics of human behavior in technological systems and methods of

error attribution can result in severe biases in the identification of causal

factors as "human errors".
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The identification of an error often occurs after the fact and with the
use of hindsight. Those analyzing an action are typically not the ones who
performed it and analysts and operators may not have access to specific
intentions or goals. Because the source of actions and goals are partly
subjective criteria, the identification of an error frequently becomes
contradictory and closelby associated with assignment of m&nu_gg
responsibility. In addition, the assignment of blame and responsibility is
often related to the power structures within institutions so that identified
‘"causes" may actually have little to do with the deeper reasons behind
failures.

Consequently, it is critical that reference norms of behavior be
understood by both those conducting the analysis and those performing
the activity. Norms for human actions in technological systems may be
defined in tWo ways, depending on the familiarity of the system
[Rasmussen 1982]. When the results of human actions are readily
apparent, the definition of error is related to the outcome of an acti\;ity
relative to 2 norm. On the other hand,vwhen the effects of human actions
are not readily or immediately apparent, error is related to the

performance of standardized procedures, which provide the only reference

for judging actions.

A.9. Human Error Taxonomies

Many different taxonomies of human error have been proposed and
used. Their differences are a result of the questions being asked of them
and their underlying models of human behavior. In particular, there are

different ways of looking at failures depending on the ultimate objective:
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behavioral, contextual, and conceptual [Reason 1987c]. These taxonomies
refer to what hapbened, how it happened, and why it happened,
respectively. For the assessment of human reliability causes and effects in
the transportation sy.stem for spent fuel it is important to understand what
errors occurred and how they came about.

The state-of-the-art in human error research is such that
inadequacies exist in all cognitive models and taxonomies of human error.
In particular, they are not adequéte to support analysts in the
comprehensive pre-identification of all important error types “and
evaluation of behavior at all cognitive processing levels. One important
difficulty that analysts have is in the use of models and taxonomies for
predictive, rather than descriptive, purpos'es. On the other hand, they are
very useful in that they suggest the types of questions analysts should ask,
error modes for analysis, and psychological ‘mechanisms that caﬁse_ eITors
[Bellamy 1988, Kirwan 1988]. Thus, the identification and evaluation of
human errors is as much art as science--although a very useful and much
neglected art.

The following sections review some example taxonomies. It should
be noted that.they are primarily concerned with the behavior of ”

individuals and not with group or organizational tasks.

A.9.1. Taxonomies of What

| Many classifications of failures at the behavioral level have been
developed that refer to the external characteristics of the failure: what
happened? They are based on the mechanistic assumptions of human

reliability engineering and do not specifically incorporate the notion of
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"mismatch", although their associated analytical models may. incorporate
environmental factors. One widely used taxonomy has its origins in human
reliability assessment of nuclear power plant ﬂoperations [Nuclear
Regulatory Commission 1980]. Its five categories are:
 errors of omission (i.e., not performing action correctly),
. 'efrors of commission (i.e., performing action incorrectly),
‘e extraneous acts (i.e., performing action that should not have been
performed),
o errors of sequence (i.e., performing action out of sequence), and
* errors of timing (e.g., too early, too late, or not within specified
time constraints). '

In systems where individuals must interact and plan, an additional
important category is errors of communication. Such errors include
failures by individuals and groups in the sénding of messages, receiving of
messages, and the transmission of messages.

When analyzirig specific systems, external characteristics of failures
may also be defined in the context of system requirements and activities.
Examples in the transportation of spent nuclear fuel may include:

» casks improperly sealed,
e driver accident,

+ improper labeling,

e vehicular accident, and
+ improper notification.

The requirements of reporting failures in technological systems can
promote such classification schemes. For example, the ease of defining

human errors and of developing reporting formats for such classificatory
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schemes can be key ihgredients. Unfortunately, by themselves they
provide little information about the underlying causes of failures and thus
little predictive power for the pre-identification of error sources.
Theoretical and empirical research suggests that many similar
behavioral effects are caused by very different underlying cognitive
mechanisms, whereas many different behavioral effecté are caused by the
same underlying causal factors. "Human errors" ffequently occur because
of desired qualities of human variability, learniﬂg, and adaptabiiity in a
technical system. For example, failures may occur as a result of too much
human variability during normal system operations, too little humén
adaptability during abnormal or unfamiliar operations, or general
constraints of human cognitive and motor capabilities. "To explain man-
system mismatch we must therefore look at the control of human
behavior, to find mechanisms behind variability during normal, familiar
situations and mechanisms limiting adaptability in unfamiliar situations
when the system changes” [Rasmussen 1987a: 25]. Accomplishing this goal
requires the modeling of human behavior during normal and familiar
situations. The following taxonomies exemplify different attempts to
incorporate these needs and ideas by using cognitive models of human

information processing.

A.9.2. A Taxonomy of How and Why

One classification scheme is based on the attentional-schematic
model of human cognition [section A.4.1]. This model and the resulting
taxonomy rests on the belief that "predictable error and correct

performance are two sides of the same coin, and hence demand common
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explanatory principles” [Reason 1987c: 14]. This rhodel of human behavior
is based on the interactions of the working (attentional) database, mental_
operations, and schemata.

The interactions of these components may -result in two basic types
of errors--1) slips (action failures) and 2) mistakes (planning failures).
The interaction of incorrect or unwanted schemata and limited attention
may result in failures of action from absent-mindedness [Reason and
Mycielska 1982]. The interaction of heuristics, information processing
limitation, and schemata characteristics contribute to the forrhation of
detrimental biases that can result in plannihg failures [Reason 1987a].

The taxonomy based on this cbgnitive model -is represented by a
matrix whose axes are "basic error tendencies” and "cognitive domains”
and whose elements are "primary ‘error groupings" [Figure A.2]. Basic
error tendencies are assumed to be the underlying mechanisms of most
systematic varieties of human error. Although each mechanism is
required for normal psychological functioning, they are capable of inducing
certain types of errors. The mechanisms are: ecological constraints,
change enhancing biases, resource limitations, schema properties,
strategies and heuristics. The cognitive domains form the second matrix
axis and represent different stages of human cognition: sensory
registration, input selection, temporary memory (including prospective
~memory), long-term memory, recognition processes, judgrhental processes,
inferential processes, and action control.

The interactions that produce primary error groupings are classified
as Primary and Secondary Nodes. Primary nodels represent points' in the

information processing sequence where basic error tendencies are known
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to exert a strong influence. On the other hand, secondary no.des are points
of less certain interaction or where basic error tendencies exert an
influence that depends on a primary effect at an earlier stage of
information proceSsing. Eight primary error groupings have been
identified and are influenced in different ways depending on task
characteristics:
- false sensations are discrepancies between subjective perceptions
of the world and objective characteristics where features of the
physical world are distorted or misrepresented by sensory
apparatus. Some of the ways they occur are: during and
immediétely after exposure to steady state inputs; conditions of
simultaneous and successive contrast; viewing two-dimensional
representations of three-dimensional objects; during and
immediately 'following exposure to inertial rearrangement; and
when viewing large-scale moving visual scenes.
e attentional failures are failures in a ﬁniversal although limited
control resource fundamental to the initiation and guidance of
mental activities. Attentional failures are divided into the following
contextual groups: coping with distraction; processing simultaneous
inputs; focusing attention® of one of two concurrent messages;
dividing attention between the performance of two concurrent
tasks; tasks providing limited opportunity for the appropriate
combination of object features; and monitoring, custodial, and
verification tasks.
+ memory lapses result from volatile memory, the cognitive domain

associated with this type of failure, and refer to short-term
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memory, working memory, and prospective memo.ry- (remembering
things to do). Based on different contextual factors, these error
groupingé are characterized as: forgetting list items; forgetting
intentions; and loosing track of previous actions.

- inaccurate recall is a feature of recollection processes. Categories
include misremembering sentences, stories, places, faces, and
events and blocked recall.

» misperceptions occur when incorrect interpretations are placed
on sensory inputs. They often occur when sensory input is |
incomplete or ambiguous. They are divided into the categories of:
gxpérimental manipulations; mishearing speech; misreading text;
misreading signals and instruments; misperceptions in routine
actions; and miSperceptions of people.

e errors of judgement are divided as follows: psychological
misjudgments; temporal misjudgments; misconceptions of chance;
misconceptions of covariation; misjudgments of risk; incorrect
diagnoses; fallacies in probability judgements; and erroneous social
assessments. ,_

- inferential errors are divided into the following categories: errors
in deductive reasoning; errors in propositional reasoning; reasoning
with positive and negative instances; reasoning with concrete and
abstract instances; errors in coﬁcept formatiori; and errors in
hypothesis verification.

. unintended actions refer to slips (absent minded deviations of
actions, words,. and signs from their intended path) in the failure of

execution of plans rather than from faulty or inadequate plans.
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They are divided contextually as: slips of thé tongue; slips of the
pen; slips of the hand (in sign language or body language); slips of
actions; and Freudian slips.

Different error forms result from localized interactions of primary
error groups with situational factors. "Predictable error forms" result from
the interaction of primary error groups and situational factors that may
initiate or enable their occurrence. "A predictable error form is one for
which it is possible to specify (in a probabilistié rather than a deterministic
fashion) both the circumstances that will promote its occurrence and the
likely form it will take" [Reason 1987c: 6]. Individual factors such as age
and pathological dispositions to commit certain errers are assumed not to
produce unique error forms. Performance shaping . factors only enhance
the likelihood of the occurrence of already identified forms--they do not

cause them.
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FIGURE A..
MATRIX FOR CLASSIFYING PRIMARY ERROR GROUPINGS

Basic Error Tendencies
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A.9.3. A Taxonomy of What and How

An alternative approach to classifying human errors, the Failure-
Mode-Effect taxonomy, is based on the behavioral and contextual levels of
analysis [Rasmussen 1982, Rasmussen 1987a]. This method is based on
the view that human errors are a result of total human-task system
behavior rather than specific characteristics of .hurnans or tasks.
Consequently, the taxonomy reflects different factors influencing the
interactions of humans and tasks: task characteristics, performance
shaping factors, and human motor control and cognitive mechanisms.
Therefore, this approach suggests that error data collected during routine
task situations are not necessarily applicable to novel situations that the
approach of human reliability engineering may not be appropriate in
complex technological systems.

Because the taxonomy has its roots in the analysis and prevention of
industrial process plant accidents, it is intended to provide a method for
describing and analyzing the causal path of events leading to an accident.
The multi-faceted failure-mode-effect taxonomy has six dimensions
[Figure A.3]: .

1) task_of personnel: the specific types of tasks in which the human
is involved. Knowledge of the task is important for determining the
circumstances of a failure. _

2) ex_ternal mode of malfunction: the external characteristics of
human failure. These cbrrespond to immediate and observable
consequences of human failure in the performance of a task. The

purpose of this category is to identify system sensitivity to the
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failure of a limited number of subtasks. This information can be

useful for reliability and risk analyses.

3) internal human malfunction: the internal mental function of a

person's decision making that was not performed, or performed
inadequately, during a-task. This category is based on the
assumption that human decision making is a rational sequence of
events.

4) mechanisms of human malfunction: the levél and mechanisms of
cognitive control that help explain a human-task mismatch. This
taxonomy is based 6n the three level cognitive model incorporating
skill-, rule-, '?md knowledge-based behavior described in section
A.4.2. Errors are considered in terms of hierarchical cognitive
control domains.

5) causes of human malfunction: the identification of possible

external causes of human failure. They are events recognizable as
distinct in time and space unlike performance shaping and
situational factors. These causes may be due to spontaneous
internal human variability or a change in the external task.

| 6) performance shaping factors: general persistent features of the
human-task environment that may influence error probabilities,
but which do not directly cause errors. Performance shaping, or
situational factors, do not appear explicitly in the causal chain of
events leading to an accident, but they influence them by affecting
human capabilities and subjective preferences and strategies. Such
factors include affective, motivating, and environmental influences,

different types of stress, and ergonomic designs.
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FIGURE A3

FAILURE-MODE- EFFECT TAXONOMY FOR DESCRIPTION AND ANALYSIS
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SOURCE: RASMUSSEN 1982

MECHANISMS OF HUMAN' MAI.FUNCTION
Discrimination
stereotype fixation
familiar short-cut
stereotype take-over
famitiar pattern not
recognized
Input information processing
informaton not received
misinterpretation
assumption
Recal
forget Isolated act
mistake alternative
other slip of memory
Interence
condition or side effect
not considered
Physical coordination
motor varability
spatial misorientation

PERSONNEL TASK
Daslgn
Manufacture
Inspaction
Operation
Testand calibration
" Maintenance
Administration
Management
INTERNAL HUMAN MALFUNCTION EXTERNAL MODE OF MALFUNCTION
Detection Specified task not performed
Identification omission of act
p{ Decision > . Inacurrate performance
select goal wrong timing
selact target Commission of arroneous act
select task Commission of extraneous act
Action Sneak-path, accidental iming
procedure of several events or faults
execution
communication




Table A.3 lists some error types identifiable from this .taxonomy and
the skill-, rule-, and knowledge-based model of human cognition. This
approach is based on the belief that errors are intimately connected to the
cognitive control of behavior. During attempts to design safer systems
using the failure-mode-effect taxonomy, errors were found to be clustered

in four categories related to cognitive processing mechanisms [Rasmussen

1987d]:
1) Inadequate resources: inadequate knbwledge or cognitive

capacity exists to reason about complex systems. Errors in this
category result when causal conditions and complex interactions are
not considered properly. ,

2) Control structure interferences: often more than one task must
.be performed simultaneously. Congsequently, internal control
structures, such as skill controlled béhavior; attention, and mental
models, may interfere with each other, thus creating errors such as
forgetting, incorrect recall, .stereotype takeover, and false analogies.
3) Learning processes: learning and adaptation processes by
individuals are complex and continuous. Errors in this category
result from attempts to test hypotheses and develop shortcuts.

45 Human variability: unlike the others that describe systemic
errors, this group is related to variability in human motor and
cognitive control. Alth‘ough‘it is not always possible to eliminate
such errors, their consequences can often be mitigated through
proper design.
The taxonomy described in the previous section and the failure-

mode-effect taxonomy share similar structures. In particular, the
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dimension of "basic error tendencies” is similar to the categbry of "internal
error mode” in the failure-mode-effect taxonomy. In addition, "predictable
error forms" are similar to the category of "error mechanisms" at all levels
of cognitive processing. Finally, the "predictable error forms" and analyses
utilizing the failure-mode-effect taxonomy. help to identify the errors that
result from the interactions of an operator, the environment, and the task.
The similarity of research results from systems and reliability analyses of
empirical data and theoretical cognitive psych.olbgy is suggestive that

errors defined as mismatches and deriving from the total human-task

system is appropriate for the the analysis of cdmplex human-task systems,

such as the transportation of spent nuclear fuel.

TABLE A.3
Error Types in_ Failure-Mode-Effect Taxonomy

Knowledge-based behavior
causal conditions not considered
interactions not considered
- false analogies

Rule-based behavior
improper shortcut
fixation ("tunnel vision")
forget isolated item
mistake among alternatives
incorrect recall

Skill-based behavior
stereotype takeover
motor control variability
topographic misorientation
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APPENDIX B

B Prior R rch

Four studies that have evaluated human errors in spent fuel

transportation are reviewed in the following sections.

B.1.1. PNI.-2588. An_Assessment of the Risk of Transporting
Spent Nuclear Fuel by Truck, Chapter 7: "Conditions of Spent

Fuel Casks During Transportation" [Battelle Northwest
Laboratories 1978]. In this study a survey of industry cask handlers
was used to determine the conditions of the casks .during spent fuel
transportation. This information was ultimately to be used in risk
analyses. The report attempts to estimate error types and rates in loading,
packaging, and normal transport of spent fuel in both truck and rail casks
during the period of 1970-1977. Five companies (both commercial and
non-commercial) participated in the study; none, however, were
commercial power plants that are regulated by strict Nuclear Regulatory
‘Commission [NRC] rggulations of oversight and reporting. Three of the
4companies wel:e regulated by the DOE that requires fewer oversight and
reporting activities than does the NRC. Thege more lenient reporting
requirements could lead to the underestimation or misidentification of
errors. In addition, the survey was only concerned with normal, "incident-

free”, transportation, although unexpected and accident situations may
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create additional sources and types of failures that, therefore, would not be
not identified in the report.

Another limitation of this study resulted from the assumption that
the quality control and quality assurance requirements that were
strengthened by the NRC after 1971 resulted in "a significant reduction in
package errors." However, they offer no proof for this claim. In fact, since
1978 the frequency of exterior cask contamination has been observed to
be much higher than assumed in this study [Nebraska Energy Office 1987].

The survey approach was to collect anecdotal information concerning
human errors in the use of casks. Because observations were from
pei'sonal recollections, the time period of observations is uncertain. This
anecdotal approach was a major weakness of the study, because it did not
include all the incident types that had been reportéd in other databases.
In addition, the range of potential consequences of the errors identified in
the survey does not cover the range of more recently observed
consequénces from human errors. Significantly, errors that were assigned
a very low probability in their risk analysié have already occurred in the

transportation of spent fuel and other high level radioactive waste.

B.1.2. Transportation of Radionuclides in Urban Environs
(NUREG/CR-0743), Chapter 4: "Environmental Impacts from
Human Errors and Deviations from Accepted Quality ~Assurance
Practices" [Nuclgar Regulatory Commission 1980]. This report
concludes that the potential contribution of human error to severe

accidents is negligible. This conclusion results from the assumption that a

circumferential crack in a cask is the mode of radioactivity release in an
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accident, and that "human error...would not create the kinds of forces
necessary to cause a circumferential crack in the cask wall”. This is not the
only route,. however, by which radioactivity can be released from a cask
[Resnikoff 1983]. Moreover, the analysis is based on an assessment that
did not incorporate sophisticated approaches to human reliability
assessment and on a faulty database; .

In this study the transportation related activities within which
human error was assumed to be a potential contributor to accident
probabilities were: packaging, labeling, temporary stowage, handling,
securing, routing operations prior to movement, in-transit transfers, and
movement by receiver to final destination. Traffic accidents were
considered separately and human error as a causal factor was not
specifically analyzed (i.e., accident rates were assuﬁled to include human
error rates). Although human error was defined to occur "when there is a
reduction or potential reduction in system reliability or safety", the
increased vulnerﬁbility of an incorrectly designed, manufactured, or
-maintained cask was not considered. ’ |

A major problem of the report concerns the data on which its results
are based. The primary source of data was from PNL-2588 and DOT and |
NRC incident reports. However, this data cannot support the claim of a
"detailed error analysis" because the PNL-2588 survey lacked rigor and its
results were incomplete. Moreover, for unspecified reasons, not all of the
available human error data from the survey was used. Similarly, other
known cases of human errors in cask inspection, maintenance, and

handling were not included in the analysis [Resnikoff 1983].
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The data from PNL-2588 was also used inappropriately. In fact, if
used properly, more‘ than twice the number of errors'would have been
identified [Nebraska Energy Office 1987]. These deficiencies of. the survey
data affect parameters that were crucial to the attempt to show that the
contribution of human error to accidents is statistically negligible. The full
range of human error types are not ~identified and, therefore, accident
probability estimates are too low. Consequently, the report's conclusions
are seriously flawed.

This is a significant problem because the report forms the basis of
the evaluation of human error in spent fuel transportation for the worst
case transportation accident- and transportation risk-analys'is in the
Nuclear Waste Policy Act [NWPA] Yucca Mountain, Nevada Environmental

Assessment [DOE 1986]. When it was suggested that human error w:is not

treated adequately in the Environmental Assessment transportation
analysis, the DOE response stated that: "The DOE has considered the

potential for human error in the assessment of transportation risks...The
results [of NUREG/CR 0743] indicate that the risks from human errors or
~deviations form accepted QA practices are extremely small (i.e., 0.00012
latent-cancer fatality per shipment year for packages tested to accident
conditions), and thus.it is not meaningful to include these risks in the

radiological risk analysis for transportation” [Department of Energy 1986:

Appendix C.2.4.1.23].

B.1.3. A Review of the Effects of Human Error on the Risks

Involved in Spent Fuel Transportation [Nebraska Energy Office

1987]. In this study the emphasis was on human error in spent fuel cask
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design, construction, use, and maintenance. This study examines problems
caused by a variety of human error types, including errors of judgment. It
also addresses the issue of imperfectly fabricated casks and errors in cask
use due to human error, which had received little attention in the past
relative to the efforts made to assess the effects of impacts and fires on
casks. An important part of this study is an extensive review of PNL-2588
and NUREG/CR-0743 that identifies many of the problems listed above.
This study takes an important step toward a more sophisticated evaluation
of human errors related to spent fuel casks.

The primary effect of a human error may be associated with a single
shipment, a single cask, or a specific cﬁsk design. Previous analyses
examined only the first category, and consequently they assume 1) that
errors are randomly distributed among all shipmenté, and 2) there is a low
probability of human error and severe accidents events occurring
simultaneously. On the other hand, if an error effects a cask design or a
particular cask, errors are not randomly distributed across all shipments
and, therefore, they may affect multiple shipments.

To show the potential effects and occurrence of human errors, the
report includes example lists of design, manufa_cture, maintenance,
inspection, and normal and accident handling errors with casks. Both
actual and hypothetical problems are included. Although, the list of errors
is admittedly incomplete, as the real record is unknown, it does provide a
broad range of human error types related to cask fabrication, use,
maintenance, and repair. Other types of human errors, however, are not

emphasized (e.g., driver caused incidents, such as unauthorized deviations

from preplanned routes).
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This study was not intended to determine the frequency of human
error events, or to de{'elop an approach for their prevention or for the
mitigation of consequences. The final section, however, offers some
illustrative examples for factoring human error effects into accident
probability estimates. For example, it suggests the use of safety factors in
probability estimates to take into account human error effects. This
approach is relatively ‘unsophisticated and is not based on proven

methodologies developed in human reliability analysis.

B.1.4. Transportation of Hazardous Materials, Chapter 2: "Data

and Information Systems for Hazardous Materials
Transportation” [Office of Technology Assessment,. 1986]. This
study is not specific to spent nuclear ‘fuel, but reviews hazardous materials
transportation in general. It aids in the identification of the possible range
of error types in the transportation of spent fuel. Based on a review of the
DOT Hazardous Materials Incident System [HMIS] database, this study
identified human error as a major cause of hazardous materials
transportation accidents. Risk management programs that were
considered to be of prime importance were training of emergency response
and enforcement per§onne1, improving the coordination and
comprehensiveness of federal and state regulations, increasing the
availability of public information about hazardous material transportatioh,
and improving the regulation of containers. |

The approach of this analysis was to count all incidents reported to
the DOT that had "human error” identified as the primary caugse, a factor

reported as the cause of 62% of the accidents and incidents reviewed. The
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next most cited cause was package failure, and the next, vehicular
accidents. The specific reasons for the occurrence of hazardous material
transportation incident indicate that the predominant cause of failure
>varies-considerab1y by mode although loose and .defective fittings and
external puncture were frequently observed. Other "primary cause"
categories included handling, corrosion and rust, package failure, loading
and unloading, and metal fatigue which suggest that human errors
occurred during manufacture, maintenance, inspection, and operation. The
category of "miscellaneous information" in the study is defined to include
events that also suggest certain types of human error although this is not
possible to verify in all cases.

‘The HMIS database, maintained by the DOT, provides one source of
information about transportation accidents and incidcnts although it is not
completely reliable. The OTA study found that compliance rates of
reporting were not 100% (i.e., when a reportable incident or accident
occurred it was not always reported to DOT). The estimates of human
error rates are probably underestimated for this reason and because
human error is only identified when.it was a primary cause of failure and

not when it was a contributory cause.
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Human reliability ig of significant fmportance in spent fuye]}
transportation. . Small errors at various stages can create
vulnerabilities assumed non-existent in anélyeee of accident
consequences.

Opportunities for human errors. stretch far beyond the driver of the

transport vehicle, from the system designer to the maintenance staff,
\ .

and“from the fuel handler at the reactor to the cask handler at the

repository. All partiee perform functions that could initiate and/or

complicate serijious incidents. There is a need to examine auch
opportunities and eliminate them by better design, testing,
S—— ——

igsgectlgn. maintenance and enforcement.
—\%

Previous failures fall into two general categories: conceptual add

mochanical.

Conceptual errors arise from:

- confusing, seemingly contradictory and incomplete réaulaniona by
agencies with different approaches to the same problems

- underestimathn of human error potential by immature riék analysis
mechods; making serious accidentsAappeér to behnearly impossible

~ ®8P8 in knowledge and communication of the potential consequences

of human error, both between and among regulators and their staff.

Mechanical errore are more specific in nature:

- fallures in cask design due to incomplete verification data and a
lack of both rigor in analysis, and independent confirmation of the
design . : ~,

~ Creating opportunities for errors in fabrication and handling by
failing to anticipate and avoid them -

~ defliciencies in procedures for fuel and cask handling, and the

absence of electronic detection of internal cask conditions resulting

from such errors.



Human reliability can be heightened without major alteration to the
present atructure. Improvemente fall inte four general areags:

- better fuel and cask management and tracking, preferably by 4
computerized détaSase V

— fall-safe designing that assumes human erfor at ewvery turn, and
seeks to avoid it

- more precise cask/vehicle design criterié énd rigorous testing

- better oversight  and inspection . methods, both human and

electronic, to detect errors as they occur, instead of vyears later.

\ . '

N
To implement these criteria. several general initiatives are needeod:

= a funding mechanism to support an office dedicated to improving
spent fuel handlinz and transportation

~ development of resources, both human and electronic, to collect,
digest and act on data related to spent fuel, transport equipment and
their interactions

- adoption of an approach of T"constructive initiation and

intervention" in the regulatory and technical processes covering

design, handling, maintenance, etc.

By adopting an aggressive, informed and positive perspectivq - and
maintaining the courage to pursue it -~ Nevada will be in an excellent
position to significantly influence this aspect of the confrontation

with federal policies on nuclear waste disposal.



EXISTING MANAGEMENT SYSTEMS INVQLVED IN SPENT FUEL TRANSPORTATION

The movement of spent nuclear fuel utilizes a number of syntems, all
of them 1nvol§1ng human interaction. To fully understand their

interplay, it is necessary to understand the spent fuel transport

process.

THE FUEL
\ .. .

Spent fuel consists of small cylindrical pellets of uranium oxide, a
portlos of which has been eonvarted.vduring the nuclear reaction, into
potentially hazafdous radicactive sgubstances. These pellets are
housed inside zirconium alloy tubes (called “cladding") which are, in
turn, held in frames to form assomblies. A typical assembly for a
pressurized water reactor (PWR) will hold about 200 tub;e (called

“fuel rods" when filled with pellets) and weighs about half a ton,

most of it being uranium oxide. The rode are sealed and pressurized

with an inert gas (usually helium). Coaﬁlng the surface of the rods = -

is a fine powder (called “crud") conalatlng of irradiated materials
released into the reactor by corrosion of the inside of the reactor

core vessel.

When the fuei is removed from the Eeact&}. it is s8till highly
radioactive and hof for many years (due to conversion of some uranium
into fission products) and is usually kept under water in a separate
pool while it cools off. Water acts as both coolant and radiation
shield, while allowing continucus removal (via filtration) of
bartiélon’and gases that Qay leave the fuél during storage. When
ready for shipment, the fuel lis typically loaded into a cask that has
been submerged in the spent fuel pool. Ramote countrol cransse,

'handllng tools and TV cameras allow operators to load fuel without

approaching it. ' .

Most spent fuel is not damaged when placed into the spent fuel pool,

but a small percentage does leak due to cracks and holes in the
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cladding. Such fuel is usually packaged in a sealed steel cylinder to
reduce the chance of leakage into the cask during transit, op upon
arrival and unloading. This process is referred to as "canning. »

Movement of suéh fuel may involve special "baskets" (which hold spent
—_—

fuel in the cask) and perhaps (as in the case of fuel from the damaged
Three Mile Island reactor) ewven Bpeclially designed casks.

Commercial power reactors uar; initially designed to hold only a few
years of fuel discharges; It was assumed (up to 1978) that fuel would
b;\repﬁoceaaed to harvest the rémaining enriched uranium, and possibly
the piutonium. for re-use in new fuel. When commercial reprocessing
was abandoned in. this country, reactor operators were forced to hoid
onto their fuel until other storage facilities become available. In
somo caseé, utilities with multiple power plants “transshipped® apent
fueldfrom & full pool to an empty one, but most have instead installed
new racks to hold assemblies closer together in existing pools. There
is a 1limit to the packing ' density of recently diecharged (i.e., 3
years or less out of the reactor) fuel ;saenbliee, however: loss of
pool water surrounding high density rackse for an extended period
(about 12 hours) such as during a plant accident éould cause the fuel
to self-heat and ignite. The zirconium cladding will burn in air when
it reaches a temperature above 1600°F. giving off seufficient heat to
raise the temperature of nearby assemblies. ‘fhe rods would burst, the
pellets re-oxidize (i.e., form a fine powder) and a very difficult

situation would arise as the debris began to settle to the bottom of

the dry pool (ref 1).

Re-rackins typically “bought“ another tén years of storage for older
reactors and more time for later reactors erected with larger pools.
That time is now running out at an increasing number of plants,
however, so utilities have beguq installation of special storage casks
or other above;ground facilities that contain spent fuel in a dry,
air-filled environment. Such dry storage does not require any
mechanical cooling and is modular, thereby allowing continuous

expansion until a final repository is aviilable to receive the fuel.
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Depending on the age of the fuel, it may reach temperatures exceeding
B00°F in a dry cask. While this temperature ia ﬁot high enough tgo
damag; the fuel, it is high enough to loosen. the crud on the fuel
rods, (ref. 2)- gradually oxidizing the cladding (long term effects
are not well known) and re-oxidize any fuel pellets exposed to air
through damaged cladding. Re-oxidized fuel contains the dangerous

fission products in a aerosable (i.e., breathable) form (ref. 3).

After dry storage for prﬁbably at least ten years, the fuel will be
tr;nafe;}ed (again by remote éontrol) into transport casks. Some
storage casks have also been designed for transport, but it is unclear
if many will be used for this - purpose due to their extreme weight and
the variety of non-transportable 8torage systems becoming available.

Such dual use casks would -‘require careful inapection prior to

transport after being is constant use for a decade or more.

In addition to re-racking and dry storage., wutilities have begun to
exiloro an additional option to store nére fﬁel in available space.
Consoclidation of speh: fuel assemblies involves disassembly (removing
the rods from their framework) and packing them into a space roughly .
half the volume of a typical asgembly, usually in a sealed can. Such a
technique also roughly doubles the capacity of a spent fuel cask. .The
same concerns (e.g., crud and fission prod&bc release) would exist
during canning at the power plant: the cans would requlre thorough
"inspection prior to packing into a transport or storage cask. The age
of consolidated fuel is also a concern: s8till in the pilot testing
stage., this procedure assumes that fuel has cooled suffiglently to

avoid raialnz the temperature of the rods closest to the center to a

point where they could be damaged.

"To summarize, the transport process actually starcs with the
characteristics of the sapent fuel: ite time out of the reactor, the
condition of the cladding, the type and duration of its storage, its
surface cleanliness, and the consolidation of its rods. Other

factors, such as reactor type (pressurized or boiling water), burn-up
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rate, enrichment lewel, and cladding type (steel or Zircalloy) could
also influence (to a generally lesser degree) the integrity of the
fuel wunder stress. Finally, it must be recalled that a final
repository will likely receive a variety of fuels from older or
non-commercial reactors as they are decommiaalonéd. While involving a
much gmaller quantity of fuel, the variations in fuel types (i.e.,
composition, shape, cladding, etc.) present some unique challenges to
handling, inspection and emergency preparedness personnel.

\ .
THE \CASKS

Spent fuel casks vary in design and construction but are similar inp
nature. A typicel design (ref. 4) consists of two concentric
cylinders with a dense gamma ray shielding material (lead or depleted
uranium) sandwiched - between them. The outside of the cask may be
coataed with an organlc material (auch.aa a resin) fo'reduce the escape
of neutron radiation. Older- casks utlllz;d a water Jjacket for this
purpose. One end of the cask is welded to the main body while the
other end is removable to allow loading and unloading. The fuel is
held in an adapter (the "basket*) that conforms to the cylindrical
interior of the cask uwhile securol§ holding the square aspemb]lies.
Older truck casks could hold only one or two assemblies (depending
upon reactor type)_due to the héavy ehleldihg required for “young"
fuel (leas than one year out of the reactor), but new models will
likely hold double this amount due to the reduction in radiation

ocutput when the fuel is 5 or more years out of the reactor.

When loaded in the spent fuel pPool, the cask fille with water which
must be drained and replaced (in casks presently licensed by NRC) with
an inert gas such as helium or nlgrogen. To perform this function,
‘casks may have drain, £ill and vent valves: the fill wvalve allows
air to enter the cask to force wuater out through the drain valwve, and
the vent valve allowus the cask to be dried by creating a vacuum (any
remalning water vaporizes and is withdrawn with the air). The fill

valve then allows the cask to be filled with the required inert gas.
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Depending on the design, only two wvalves may be needed since the
filling and venting fugctions may be accomplished at one valuve port.
It is also possible to replace the drain wvalve with a Pire plug.
Older casks alsé had preasure'relief valves that could open during a
fire to avoid overpressurizing a: uater—filied cask (uafer wvag

previously used to help cool young fuel while still in the cask).

Such relief valves may not be needed on newer gﬁs—Fllled casks.

The cask 1id ie mated to the cask :2dy at a metal or teflon-like seal.
Such, aeéls are crucial to mainténance of an airtight environment and
are oféen inspected prior to each shipment. They must be capable of
maintalning a seal even after the cask has been involwed .- in a severe

impact and fire.

The ends of the cask are covered and protected by shock absorbers
(called “impact limiters®) often consisting of a thin aluminum shell
fllled with crushable wood. When bolted to the cylindrical cask, the
impact limiters give the unit a'dunbboll—ilke appearance. At the ends
-of the cask, large pins extend perpendicular to the main body to allow
the cask to be 1lifted by a separate _harness and crane. Callead
“trunnions", these pins ‘also serwve to restrain the cask when mounted.
on a traller and attache& to the trailer's "tiedowns" (brackets or
chains connected to the trailer beds. »

The trailer iteelf may also be required to be equipped with devices to
disable its movﬁn-nt (e.g., by bursting ite tires), deponding upon
resoclution of a proposed 1984 rulonaklﬁs on physical security.

LOADING AND HANDLING PROCEDURES

~
.

‘Various procedures exist to facilitate proper loading and handling of
spent fuel and casks. The first effort involves determining which
fuel is appropriate for shipment. Fuel recondg .are examined and a
calculation is performed to determine that the heat and radiological

outputs do not exceed the K cask specifications. . The fuel is then
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back to the reactor official who chooses which fuel to ship, and

removed from the maip pool and placed into a separate clean water bath
for &a short period, during which tests (called “sipping") are
performed on the water tp determine if the fuel rode are leasking. 1
found acceptable, the fuel is then available for placement into the

cask.

The cask may be inaspected upon arr;val to determine the condition of
its valves, seal, basket, impact limiters, etc. Surface wvipe tests
(called "swipes") may bhe done prior to acceptance intc the pool area
to determine if any lﬁooe or excess surface contamination exists. I1fF -
all ia found acceptable, the cask is immersed in the pool and openéd,
and assemblles are inserted. As mentioned previously, the casek is
then closed, drﬁlnad. evacuated, Sackflllod with an inert g;a and
pressure—~tested for leakage. It is washed, swipe-tested and loéded
onto a trailer. The impact limiters and tied&una are attached, and a

final inapection is made, usually by an agent of the shipper.

Upon afrivnl. checks are made on the césk similar to those made prior
to acceptance, whereupon it is admitted and may be filled with
distilled water for a check of interior contamination, or may be
directly immersed into the po#l. The 1lid is removed, the fuel
withdrawn, and the cask drained, washed and swipe—-tested. Valves and
seals may be checked prior to loading onto the trailer and any regular
maintenance performed, ae datail;d in the cask license (called the
“certificate of compliance"). .

fs can be seen from the above, human reliabililty coﬁcerns in spent
fuel transport extend far beyond the driver ?f the wehicle, rea;hing
»
forward to the repository maintenance staff that must test, inspect
and maintain the container's replaceable parte. In the next section,

~

it will become obwvious that human reliablility concerns extend even

further beyond the actual transportation process: into the realms of

regulation, design, manufacturing and routing.

Po—



BEFICIENCIES IN CURRENT METHODS FOR ASSURING HQEQE_BELL&QLLLIX

BACKGROUND

Recent changes  to the Nuclear Waste Policy Aact (NuWPa) (ref. 5) have
clouded the role of the U.S. Department of Enérzy (DCE) in handling
the movement of gpent Fﬁol between nuclear facilities and a final
repository. The NWPa amendments mandate use of caske certified by the
Nuclear Regulatory Commission (NRC) and require prenotlfica#ion of
states prior to ehipments, as Per existing NRC rules. The amendmentg
do\qot.‘houever. address the pPhysical security, inspection or routing
requirements for the shipmenta. While a u.s. Department of
Traqaportatlon (DOT) rule requires that DOE utilize a Physical
security plan "equivalent” to that of the NRC, this hae not alwuays
been the case 1ip the past and the two agencies Presently allow
different levels of security when traversing urban areas, and
different security-related equipment of the £ranepor= vehicles.
Similarly, it ig not clear when NRC ia empowered (or required) to
examine containers and procedures to aacértain if DOE, as a shlpper.v
is complying with the NRC cask license. There is also a potaential
conflict owver routing regulation: NRC requires advance approval of
routes, but DOE shipments are presently governed by pDOT rules, - which

require no advance approval.

A recent (April, 1988) interwview with DOE and NRC officials (ref. g)
by this uricorlindlcacos that the 0ffice of Civilian Radioactive Wante
Hgnagemonc (OCRWM), DOE's branch -dedicated to handling commercial
spent fuel, will act and be treated as “Just another licensee; like
Duke Power, for 1nstanceﬂ“ If this interpretation is maintained, the
present NRC practices (vhich are generally better than those of DOE).
will cover all OCRWM transport activities. In the past, however, DOE
haé strongly resisted NRC control of any of its actions and may again
seek to-do 80 if' not bound by specific law. Similarly, NRC hase
avoided holding DOE to account for ite technical andq regulatory

failures even when NRC was aware that DOE was using deficient

containers (ref. 8).
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DOE VS. NRC VS. DOT: THE REGULATORY MAZE

The first major gap in overseeing human reliabilib&lis the division of
Apouer in this area among three large ~!“adoral agencies, each with o
differing outlook on regulatory interpretation and enforcemant. While
some clarifications have been made on the final authority in some -
areas, there are atill major gaps aﬁd uncertainties. The general
framework of transportation regulation involves chapter 49 of the Code
of Federal Regulations (CFR) but also chapter 10, parts 19 and 7?1 (and
océasio&&lly other chapters). These regulations often appear ag a
changiga patchwork to shippers, carriers and enforcers (which includes
most states that have adopted parts of the CFR into their own bodies
of law). While an occasional attempt has been made to translate them
from “technicalese"” into useable English, such a translation has not
been issued recently and (in the past) has aleo contained serious saps

(such as exactly where to take radiation measurements to ascertain

compliance of a loaded cask).

The interface of regulations between one agency and another has also
led to problems. éor example, NRC presently approves each route used
by its licensees prior éo shipment (ref. 9). But DOE is governed by
DOT's routing rules that only raqulre dolipeatlon of routes after
completion of a shipment (ref. 10). While NR& has disapproved routes
because of security deficiencies in the past, DOT hae done very little
to police DOE's shipments, as evidenced by DOE's use of nbn—lntorotato
highways when lnterstqto- were available and required (ref 11). at
present, NRC cannot halt a DOE shipment on aﬁ improper route aince

DOE need not inform it of the route in adv&nce.

A second area of conflict is In radiation safety policy. NRC
‘recently (1987) codified the ALARA principle ("As Low As Reasonably
.Qchievable") into ite radiation protection regulations (ref. 12).
This means that handlers of radicactive mater}alg must, whenever more
than one optlon exists, choose the one that reduces expoeyre to a

minimum, deepite slight extra cost. DOE and DOT have, in the past, —_



ailowed a different standard to apply: certain levels are considered
“"gsafe enough" and nothing more need be done even if the increase in
cost is minor (ref. 13). When faced with such variations, different
‘handlers and enforcers m&y decide to opt for different methods to

perform the same task, opening the door to misunderstanding and error.

A problem of ewven more specific nature involves the cask restraints.
NRC regulations require that the tleéouns be able to hold onto the
cask ageainst a force of'lo g's gten times the weight of the cask)
al?ng 1%5 length, 5 g's up or doyn. and 2 g's from a side impact (ref.
14)? But other federal rules require that the restraint be able to ™ .
hold onto the trajiler againat a force» of only 1.8 g's in any
direction (ref. 15). It is‘thua possible to generate a cask restraint
system that will hold securely onto the cask but break easily awvay
from the wehicle, and still comply with all relevant rules, due eo the

division of control between NRC and DOT at the wehicle boundary.
RISK ANALYSIS VS. REALITY: ERRING IN THE ASSESSMENT OF HUMAN ERROR

Probability Risk Aseessment (PRA) is a young science used to determine
which of several options may present the least risk. When used in an
absolute way, 1t.allous comparison between the probability of very
different hazards, such as being hit by a car or falline.off a ladder.
When used in a relative way, it hay compare the hazard of one shipping
route with another. When used in.the area of spent fuel iranapors. it

is still nn: imprecise tool that may lead to questionable conclusions

and questionable policies.

PRA _has.bcon used to calculate the risk (i.9., the mathematical
product of probability and consequences of an undesired action, such
as routine exposure or a serious aééldent) of reactor operations. As
.nhese analyses have been fine-tuned, the calculated probability of a
serious accident has increased dramatically. Yet ;ugh events as Three

Mile Island and Chernobyl were still consldered extremely unlikely (if

not nearly impossible) due to the near absence in the analysis of




~-10-
realistic assessments of human error. PRA for spent fuel transport ig
atil]l many years behind wvhere it is for reactor qperanions and, once
again, human error has been all but ignored as a significant source of
risk. But routine decisions are atili based on PRA, regulations
depend on its findings, and courts accept it as a viable means upon
which to render a judgment.
Only one effort has been made to incorporate human error into a .PRA,
that being a study (NUREG/CR-0743) (;ef. 16) which depended on a brief
survey by another study (PNL-2588) (ref. 17). The Environmental
Aasessment (EA) for the NWPA relied on these studies to assess the
impact of human error and, to the degree that these studies fail the
task, so does the NWPR EA. A detailed analysis of the human errors
listed (and missing) in the survey and how they were utilized by
NUREG/CR~0743 was done by this author in 1986 under contract with the
State of Nebraska (ref. 18).. That anélysia ffound:

- the NUREG analysis greatly underestimated the worst possible
impact of human error, poésibly by several orders of magnitude

= the PNL survey statistically misused data on some errors, was
miseing many others, and depended on very limited, wvariable and
possibly unreliable data sources .

- Both astudies were grossly outdated due -to human errors of a much
more serious nature that happened subsequent to either of them (and
therefore were not considered by them). .

The State of Nebraska study concluded: “The probabilities derived by
0743 are incorrect, the consequences are incorrect and thus the risk

analysis is incorrect.*“ . . .

There is a strong need both to agvance this analytical method, and to
limit its application uwhere great'uncortaintles exist concerning its
accuracy. The present unreliability of such a dagieion tool allows it
to be used by differing parties to come to whatever conclusions they
desire. The lack of any equally powerful a5a1&£ical resources leaves
such a fallible procedure unchallenged until reality proves it to be

erroneous, possibly via a disaster.



GENERALISM VS. EXPERTISE: GAPS IN THE KNOWLEDGE OF THE REGULATORS

It is bh;s writer's perception, gained over 14 years of experience in
this 'area; thai the level of knowledge of officials and decision
makers on somo technical matters is often sufficiently spotty (or non—
existent) as to present opportunity for serious gaps in human
reliability. Sewveral incidents have occurred tﬁat show how variations
in knowledge between upper and ‘1ouer ‘staff have increased (or

maintained) avcidable haz&rds.
‘c

N
In 1886. an incident occurred (detailed later in this chapter) that
brought into- ﬁuestion the wuse of air (rather than inert gases) in
casks holding spent fuel cool enought not to require water in the
cask. An assembly containing damaged rods self-heated in transit
sufficiently to re-oxidize fuel pellets into a fine powder that was
released when the cask was opened. A private spent fuel pool, a
wvorker and the cask were contaminated, resulting in nulti;nilion
dollar lawsuits (ref. 19). When confront;d by this information three
vears later, the hegd of NRC's cask certification department, plus two
of his experts, demonstrated marked ignorance of the re—~oxidation
phenom§non at a private meeting with this writer (ref. 20). All three
believed the rate of re—oxidation to be 8o slow as to be irrelevant
dﬁring the brief time of' a shipment. Despiié provision to them of
official past studies on the subject, these officials took no action
until formerly petitioned under NRC rules to examine the situation.
Eight months ~after the meeting (and four years aftar the incident), a
study by lower-lewvel . technical astaff showed the matter to be
sufficlonily serious to require use of only inert gases in all epent
‘fuel casks (ref. 22). The problem continued to exist due to technical
ignorance by the people in charge and the lack of any routine
‘requirement to assess the potential risk of an actual incident.
There may be similar problems today. For example, the potential

exists for a serious crush environment during a train derailment,
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accordinz.to 2 1880 NRC-sponsored study, and the forces involwed coulgd
exceed those experienced in the existing hypothetical teste (ref. 23).
NRC conaldered the 1likelihood of such forces to be low, however, and
took no action. The advent of trains carrying numerous caska
increaseas the chances for a4 collision between two casks during o
derailment, but this scehario has never been examined in a Publicly
available study. Once again, policy is being ;ade at one end of the
-authsrity spectrum (the MRS plan.involvée' numerous rail shipments,
each involving multiple r;il casks) while a void exists on the impacts

\ . ' -
of auch policies from a technical standpoint.

There also appears to be a missing 1link between the reportage of
problems by licensees and the perception of a trend Sy thosa-receiving
such data. Investigations of human errors in cask maintenance (ref.
18) found that valve problems and excessive surface contamination were
routinely reported by users of the 8ame caoks but no action was taken
to discern the problems. Nhile the 1ndiy1dua1 incidents presented ﬁo
immediate .problema or hazards, each had the potential for greatly
complicating a minor accident. In one case, valves had been installed
backwarde (due to confusing instructions) (ref. 24) and came open in
transit. In a separate séries of incidents, the surface contamination
resulted in “"hot spots® on the ocutside of the cask and trajler (ref.
25). In a minor accident, police or emerzenc; pPersonnel could easily
interpret either type of event as a leaking container, leading to an
unnecessary (and likely hazardous) evacuation, and possible panic.
Only after sewven incidents of .excoss surface contamination with the
same cask did NRC auchorltles take any action (ref. 26) (the valve
sltuatlon was solved after several occurreﬁcoa by a utility emploves;

no action was taken by NRC officials).

Such failure to appreciate possible hazards stems from at least three

sources:
— a complacent litany, preached for so long that is eaay to believe
that there really are no problems

- unlees one assumes that there could be multiple simultaneocus
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errors, it is not hard to conclude that an isolated failing is of no
concern

- the lack of a syatematic collection and presentation of data on

minor incidente precludes perception of any patter of failure..

It is this uriterfs experience that the often repeated statement that
"a cask has never leaked" is believed " by ﬁany in high circles despite
the fact that such incidents hawe occurred (though they are both
poorly: documented and did not occur near populated areasg). Such
et;nemeﬁﬁs were heard numerous times before Three Mile Island and are
still heard aftef Chernobyl. Belief in such absolute etatements is a
convenient form of denial. Similarly, common daily experience does
not support the notion that “everything that can go wrong Qill g0
wrong" very often, so there is 1little impetus for aluays assuming
the woret case scenario unless there is a ‘requirement to do so.
Finally, NRC . did not even start soparating out data on
traneport-rqlated problems from {ts on-site inpsection reporte until
1981. It also has no staff or: sys‘em dedicated to "tracking*
problems with particular .contalners. . Insteaaq, responsibility is
divided between a4 central certification starf concentrating on design
and a diffuse inspection ataff with quality assurance duties for all

‘huclear equipment, most of which has little to do with transportation.

RCCURATE DESIGN VS. DEFECTIVE DESIGN: FAILURES AT "SQUARE ONE*®

Cask design is a relatively straightforward task involving generally
accept.d'mathematlcal mothods, esasily verified by certification st;ff.
Unfortunately, the design process can becoms complicated by faulty
input data not easily. verified bty federal licensing authorities.
Simplifying assumptions can also mask Becondary interactions between
container materials or potential vulnerabilities of fabrication
techniques (e.g., assuming all wolde are perfect). The end result can

be a ‘"perfect" cask design that will not react properly once
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manufactured in the real worlid. Conservatism is often built into o
design to handle possible deficiencies in materials, fabrication or

design methods, but it is no guarantee of pafety.

One area that requires extreme care is the controi of "criticaliny,"
In order for uranium to yield its energy, it is nhecessary to shape it
into a configuration fhat results ‘in a ceétaln concentration of
escaping neutrons, When that taek is achiewved, the fuel pute out
radiation that, upon e:ﬁiking 4 medium such as water, isg useable ag
he;t té’creabe steam. Controlling criticality ig the essence of
harnessing atomic power, Forcing uncontrolled criticality in a‘very
small space is the essence of detonating a nuclear weapon.
Accidental criticality is the essence of something in between. There‘

are several cases uwhere criticality controltcould have been lost due

to design errors.

NRC checks the numbers lﬁ all design calculations that are part of the
application for 4o cask license. The 'design study demonstrating
regulatory compliance, called the Safety Analysis Report for Packaging
(SARP), includes data on stress, temperature, materials
speclifications, etc. and ° is often several inches thick. Review time
is measured ipn months and is. ap iterative process often involwving
additions to documentation and sémoclnos chagées to design. Rarely,:
however, does it involve any verification of projected - weights for
cask parts. In one episode involving a rail cask, thé weight of the
fuel basket (several tons) was’ incorrectly estimated by the
manufacturer (ref. 2?7).  The casks were in use for seven years before
the error was uncovered, not by NRC, but by the designers themselves.
They concluded that (in the hypothetical drop test), the basket would
buckle; pPossibly Fforcing the assembl ies togother.in a configuration
‘conducive co~uncontfolled criticality. The net result could have been
rapid overheating, B8evere disruption of the cladding, mixing of the
now damaged fuel with the cask water, overpressurization, and opening

of the relief valve (diepersing the wvater as steam, carrying some of

the fuel and released gases). Fortunately, the original analysis wase
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so grossly oversimplified that this error was not large enough to
ovarcome the limits of those calculations. A more sophisticated
method, not used in early cask dealana; shoued‘thab. while the fuel
basket would be @amaged. it would gtlll maintain its shape
sufficiently bd avoid criciéality. The casks in question were used

for nearly 400 shipments before the error was found.

DOE is also empowered to ;icense concalneré for radioactive materials
and must follow certifying procedures ‘“equiwvalent" to those of NRC.
It}’&OO.OaIlPued design problems £o occur, some involving criticality,
and (;guin) years passed before the problems were found. DOE
certified a dozen spent fuel container designs for its licensees
(ﬁainly federal labs and weapona faclilities) between 1275 (when DOE's
pafent. ERDA, was created) and 1982. All were offered to NRC
licensees for thelr use if NRC co-certified the containers. Instead,
NRC technical staff found numerous open technical itema, analytical
errors, documentation deflciéncies and other problems. -NRC declined
to certify any of DOE‘'s casks (ref. 28). A plutonium container wae
also refused when actual drop tests indlcated that its structure could
collapee, allowing several inner containers to eome into contact
during an accident involving a multiple container shipment (typical in
plutonium transit).(ref 29). A criticality }n such a container could

have been catastrophic since the plutonium was often in powder form,

ideal for dispersal.

When confronted by these problems, the two agencies agreed to drop the
issue; ﬂgc would no longer criticize DOE's containers if DOE simply
withdrew its requests for co—certlficatlén (ref. 30). NRC did pnot
report these deflciencies to DOT,  'which has overall responsibility in
container regulation. Two years later, DOE again tried to obtain NRC
approval for a cask, slated to move speng fuel through New York City.
NRC agaln' declined, citing technical 1ssues which DOE attempted to
address through design changes to the cask. DOE then initiated use of
the container without walting for NRC to comment on the changes. Gnly

an uproar raised by environmentalists acting through their
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Congressional and City officials brought the isasue before the DpoT,
which also has final authority over NRC and DOE in transportation
matters. DOT prdered DOE to suspend the container. until NRC'sg prior
questions were énsueréd (ref. 31). Not only was DOE unable to do 8o,
but two of .its own labs later confirmed that the cask would not
maintain its seal under hypothetical . accident conditions (ref. 32).
Thirteen shipments were made with the.modlfied'caek through the City
and across the country to Idaho. Even more had been made Previously
in the South, prior to any alterations. Any one of them could have
pléqu ‘the cask under stresses: exceeding its capabilities, due to
Faulty‘deeign. bOE eventually withdrew all of its remaining spent

fuel casks from use (as of September, 1987).

The root causes of these various design failures stem from at least
five concerns:

1. A lack of a central certification authority - DOE (as of January;
1988) has now withdrawn certification powers from its nine reglional
offices and centralized it in one UWashington office. NRC has its own -
certification office, and DOT is also empowered to certify (and has
done so, though not for spent fuel casks).

2. Use of cask standards as the sole driver of cask design - As long
as the regulatory aeandarda are met (i.e., drop, fire and other
tests), the deaisﬁer is free to approach the.broblens as he sees fit,
without any other regulatory specification to meet.

3. Incomplete verification of all design input date - Much of the
data submitted in the SARP is accepted as correct (though material
specifications, such as yield streado.. may be checked against
standard -values)‘ since ‘1t may be difficult to wverify prior to
fabrication. Emphasis after fabrication, however, is on completeness
of documentation, adherence to‘des{qn drawvings and the integrity of
fabrication techniques.

4. Lack of any requirement for full scale testing of an actual cask
to the point of failure ~ Tests are done on scale models (usually

checked for perfection in fabrication prior to testing) or by computer

models.



5. Lack of any independent multi-disciplinary review group whoae
pUrpose is to find flaws and deficlences - Such a group is Usually

convened only to investigate an accident.
EXPEDIENT DESIGN VS. SAFE DESIGN: ELIMINATING dPPORTUNITIES FOR ERROR

Cask deelgn‘ over the years has appeared to Foilou two basic teneta:
meet the regulatory standard, and make the caak functional for the
reactor operators. At no time has there been an effort to make the
co;nainéks “g00f proof. * Instead, when Problems in handling‘ have
. arisen, an "administrative control” (i.e., a document detailing g
Procedure) hae been Put forth asa the answer, In cases where the
problem is Perceived aas Potentially widespread, a "regulatory zuidg"
may be issued. Such a guide attempts to translate a rule into an
acceptable practice (such as use of 4 given mathematical formula) but

has been somet imes criticized by DOE.officials as little 'more than a

“technical band-~aid, often compounding the original confusion.

To accommodate the need to drain, fi11, vvent and relieve a cask,

valves on the cask body were introduced despite the fact that each

hole drilled ¢for a valve, and each weld for its attendant internal

Piping, could compromise containment in an accident (if not done
perfectly). Similarly, casks were designed uﬁing steel and lead (or

depleted uranium) - sandwiches instead of heavier solid steel op iron
walls that would hot be heir to the problems of lead (and uranium)

casting, but could require special overweight wehicles and permits.

An examination of the p;opoaed cask designs in the Yucca Mountain Ef
indicates this Pattern. may be continuing. Inetead gf utilizing
European experience on cast iron casks, DOE again Proposes a steel and
cast uranium sandwich (ref. 33). This is especially noteworthy since
the only firm éexperienced with large uranlﬁm casding left the caek
manufacturlns business over 5 years ago (ref. 34). Bidders on aﬁch a
cask design will thus be inexﬁeriénced in this area, at least for the

early caske they»produce. Lead castings have caused problems as wall,
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but still appear likely to be used if no uranium casting isa available.

No actention appears to have been paid to the difficulty in inspecting
the cask durlné or after manufacture. A careful reading of all of
NRC's manufacturing reports and related documentation by this writer
reveals the following:

- very few casks were ever inspected; usuallQ only the “ﬁaper trailn

of welder's certificates, materialse specifications and drawings was
followed

:umos£ casks were on the réad prior to any detailed inspection of -
the manufacturing facilities or paperwork

- a complete breakdown in one fabricator's quality assurance progrem
occurred, but the casks he produced were allowed to remain on the road
(until their defects were discovered years later)

- important welds ' could not be worified becauag it is difficult to
examine interior welds once a lead or uranium casting is in placo;.lt

shlelds the weld from the inspector's scrutiny, ewven with electronic

equipment.

Other problems also occurred uhlcﬁ are related to the design and to
resultant fabrication techniques needed to match the cask to the
design. For example, in 1979 two caske were found to have bowed inner
cavities (the interior layer of the steel and.iead sandwich) (ref. 3%5)
but this was only dlscovered during a routine measurement taken by a
utility considering purchase of one five Qear old container from
another user. NRC felt ;ho problem seriocus enough to Permanently
vithdraw the containers :from use. Other fabricating errors have
occurred that should have been found in the paperwork. 2]
lead-shielded cask was found (again by a purchaser, not the NRC) to
have copper plates welded to.ic. exterior to correct shielding
‘deficiences in the lead casting (ref. 36). Such copper plating was
not only not allowed in the cask license, but could have compromised
the outer shell‘s integrity in a fire (due'to a reaction bétueen
copper and steel at high temperatures). It is wunclear how this

obvious surface repair also escaped on-site inspections of the cask.
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Even when an inspector-in-residence was maintained during recent
(1885) production of the caska used to ship damaged fuel from Three
Mile Island, numerous cases of non-compliance were later uncovered in
the paperuérk. A potentially faulty weld was also found on a
radiograph and required a epecial team of experts to analyze it (ref.
37). Their conclusion did not come until the casks were already being
loaded for their maiden shipment, which occurfed only five days after
‘the weld problem was resoclwved. NRC had already licensed the

container, with the defect, and a major controwversy would have

A .
erunted if it had been necessary to withdraw certification.

Other defects hawve been found in the various valve; on casks. Some
were occasional, but one instance involved a generic failure of an
entire production run of epecial pressure relief valves for a group of
rail casks. It appears that defective valves, already replaced once,
were replaced again by gther defective valves which had never been
tested (ref. 38). To settle ﬁhe problem._the caske were restricted to
dry shipments, but only after néarly 400 shipments had been made with
defective valwves. The valves had been certified operational by the

manufacturer but never verified by a third party, such as NRC.

NRC maintains only a small vendor inspect}on staff (in its Texas
office) which is responsible fo} inspecting all parts and materials
for all nuclear operations in the country. Emphasis is given to
reactor operations because of the problems and immense safety-related
systems ;t such facilities, so it is not surprising that so many
cask-related problems escaped attention. In essence, the nuclear
traneportatlbn industry is self-policing ;nd uncovers many  errors on
its own. It is therefore 1likely that many go unreported to NRC,
leading one to the conclusion that such errors are probably more
‘Prevalent than indicated by the available doeumpntation.

Designers assumed that anything that could be designed could also be

made perfectly (every time), and convenience and flexibility were at
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least as important ae safety. If any difficulty in handling occurred,

it was simply the problem of the cask user and was not a concern for

the cask designer.
SLIPS IN THE PROCEDURES

Loading and handling of spent fuel hnd'cask; involves a number of
steps where human reliability is crucial. ‘As previously indicated,
these include choosing the fuel to be shipped, fuel testing, cask
in;pectlzn and maintenance, and éask loading and testing; vehicle
inspections and possible testing are also important. Failures have
occurred in all thqeé areas, with varylné_ implications for transport
safety. While it is difficult to generalize about these deficiencies,
it is safe to say that few haQs resulted in any effort to eliminate
their causes. When a problem appears in the field, an eéniniecrabiva
pProcedure is implemented to handle it; there is wery little evidence

that any authority has attempted to “chase down" the problem to its

source and end it.

One case where some effort was made ls the “cask weeping" situation.
Weeping is a troublesome phenomenon for cask handlers but rarely
affects the public. It involves the release of spent fuel
contaminants from the cask surface gfter i£ has been.uaahed and
inspected. British studies found that a film of traffic-dire ;dheres
to the cask body and absorbs radionuclides from the pool water (ref.
39). During transit, the wvibration and exposure to the eleménts
gradually loosens some. of this material to the point that it may
settle ‘onto the vehlclé or collect 1n. cask crewvices or surface
defects.. Swipe tests at the cask receiving facility then show
inordinately high contamination loevels (sometimes over 100 times

‘greater than the regulatory limit).

This probleﬁ-can result in a misinterpretation - that the cask is
leaking (especially when the weeping occurs at the crevices near the

cask 1lid seal or near a valve) and, in one extreme case, caused a



release of radiation to the environment, In that instance, ap
ill-conceived attempt to affix the contaminants to the cask surface by
painting it went awry. During a rainetorm, the Paint on the moving
cask began to diesolwve (it was not waterproof) and it removed the
contaminants, resulting in dispersal of contaminated paint on a major
interstate highuay (ref. 40). While the Arivara were aware of the
dripping paint, it meant little to them and they continued on to their
destination, dispersing the radiation over sewveral hundred miles of
roadua&. where it washed.across the highuay shoulder as runoff. No
fo;qal action was taken and no fines Qere levied on this incident, but
several meetings between NRC, DOT and cask officiale attempted to
define the problem. The primary results were suggestions to better
clean the cask and, especially, to réflne the uay‘in which swipe testsg
were handled to avoid ‘“"owverestimation" of removable surface
contamination. In Europe, on the other hand, the problem was handled
by research into stronger cleansing agents And mothods. and the use of
a disposable watertight cask ‘“condom" that protects the cask's outer

surface while it's immersed in the pool.

Weeping may become more pronounced with future casks since the
proposed - DOE design shows the organic neutron shield (probably a
slightly porous rubber-based compoundj residing on the surface of the
cask, thereby opening the door to even “greater (and possibly
cumulative) surface contamination. Neither the DOE Transportation
Busineea. Plan (which includes a vague specification for new éask
designs) nor any other publicly available document addresses this

pPotential problem.

-

a different federal ~ approach was seen after pPressurs by
environmentalists, however, when th? "near miss" occurred with the
1880 shipment of damaged fuel. Qa p;evioualy discussed, an assembly
with cracks in its cladding self-heated in an air environment, causing
the fuel pellets to re-oxidize into a fine powder. The problem was a
direct result of an error in the choice of fupl to be shipped (ref.

41). . The cask 1license specifies the allowable heat output of an
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assembly and the inwvolwed plant officials used an accep;ed NRC formula
for calculating the assembly's output. The formula was outdated,
however, and the.updubed version was not known to the plant operators.
Had it been available, the operators would have found that the damaged
fuel. could nbt be shipped dry. Instead, a seribua inc;dent arose

which, if accompanied by a failed valve (one was Eemoved from the cask

Just prior. to this shipment), could hawve vielded a release of

radiation without a wehicular accident,

A .
NRC'diad nothing about this problem until pressed by the author and the

Sierra Club. Foug years after itas occurrence, the pProblem was
diminished considerably by elimlnatlng the air atmosphere from all
commercial spent fuel casks And requiring seriocusly damaged fuel io be
sealed in welded cans (fuel with only pinholes can still be shipped

uncanned) (ref. 42).

A problem that did not fare as well as either of the above involves
proper draining of pool water from caakc. At least two cases are
detalled in NRC correspondence and inspection reports that involwved
incomplete or total failure to drain casks, one empty and one loaded.
The Iimportance of thisa procedure arises when one considers the
potential for léakaao during an accident, especially due to a failed
valve or seal. While spent fuel pool water i; continuously filtered,
it always contains radiocactive contamination that could -be dispersed
as a liquid or as aerosable particles if vaporized during an
accompanying fire. While in the cask, the water can aiso pick up
surface crud from the }uel. wvhich can be loosened at relatively low
temperatures (above 2120F). The interior 5? a well-used cagk may also
contaln “hot‘spots“ where past contamination has settled and could be
released by water sloshing in the céntainer during tranait.

In the first case. contrary to the cask's license (which called for
dry shipment), fuel was shipped wet due to accidental reversal of the
drain and vent lines duriﬁg the draining procedure (ref. 43). This

error was ascribed to the lack of color—coded labelling on the valves
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(the paint had worn off). To avoid this problem in the future, the
reactor operator (not the cask owner) inscribed valve numbers onto the
cask surface and keyed them to the written procedure for hooking up
the lines. Since no verification teating is required, however, the
Problem could stil] recur. The particular caak involved was designed
to always be shipped dry and the presence of water with a "young" fuel
assembly could have resulted (during a Ffire) in Pressurization of the ™
cask, opening the relief valve and venting of the contaninated water
as asteamn.

A .

The éase concerning an empty cask involved the same cdntainer
previously seen in the re-oxidation incident. Having been extensively
decontaminated after that problem, the empty cask was shipped to
another reactor. Upon opening a valve, a cask handler wae
contaminated by the excess water left in the container. Later
analysis found that a small sample of the cask water gawve off véry
high radiation readings (over 100 r/hr). Note that the cask waes
empty, 80 it was wunder no travel or réporting regulations. Recall
that this cask had recently had a defective valve replaced, so again
there was potential for a release without a wehicular accident (had
the valve not been changed prior to this incident). The cask water
proved to be a further problem'due to the inexperience of the handler
(an employese of the cask owner) who, }n violation of normal
procedures, drained the fluid into a plastic bag. Unable to fit the
bag into a shielded waste ﬁoldor. he punctured the bag with a
acreudfivor. allowing release of contamination into the air the “wore
no breathing Spparatus) and spilling the fluid (ref. 44). One wonders
hou this’action would have been perceived if the cask fluid were found
to be leaking in transic. In this case, fines werse levied, not
against the cask owner, but against the utility since it did not

'properly supervise the situation. But the problem can s8till recur.

Another problem related to handling 1s the potential for damaging fuel
in loading and/or 1ip transit. At least seven such incidentas (two in

the U.S.) (ref. 45) have occurred and the damage was only discerned
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upon arrival of the fuel. None of the fuel was damaged prior to
loading, so there was no need for it to be canned. As Previously
mentioned, the release of loose or powdered fuel to the cask interiop
can create - the potaential for a release to the environment ir
accompanied by a falled valve or seal, or a var? serious accident that
could open a valve or damage a seal.. While all present commercial
casks require non-aip atmoespheres, this rule h;a not been codified (it
exists only in the individual licensés of ° six casks, two of which are
no longer avaiiable for spent fuel shipments). Unless required by NRC
in.éll .heu licensea, the potential exists for re-oxidation of fuel

that overheats in a future air-filled cask.

Other possible loading 8cenarios exist that have not occurred . (at
least to the knowledge of this author). For example, one could
imagine a mislabeled gas canister, containing pure oxygen instead of
helluq. Filling & cask with such .a fas could greatly acceler;to
re-oxidation (and possibly other problems) instead of eliminating that
hazard. There is a need - prior to cﬁak licensing - for a full
examination of a cask'e loading procedures to ascertain all possible
efrors and design fail-safe Procedures or equipment to avoid, or at
least detect, the problems before they create a serious potential for

risk.

The same need pertains to addressing problems during incidents 1in
traneit. Situations have occurred (somes not involving spent fuel)
that resulted in the mistaken belief that a leak had occ;rred. In one
case, a fire_u@s aliowed to contact a container of radioactive gas for
over two ‘hours because firefighters had been unnecessarily ovacu;ted
from the area (ref. 46); This action calle into question the
assumption of ‘a 30-minute fire (one of the cask standards), which is
'basod on an active effort to extinguish (not eﬁoid) a blaze.

Vehicles hawve also ﬁeen subject to poor inspection aﬁd/or maintenance.
Despite design effortas to make a cask trailer strong enough to handle

its heavy load, a trailer bed buckled 1in transit only several days
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after an inspection (ref. 47). Trailers are also expected to remain
upright during normal transport. In March, 13988, a trailer with an
empty cask overturned ;hile making a right angle turn at only 10 mph.

Shipments with that cask-wehicle combination have been suspended

rpending lnvestigation (ref. 48).

Many of the abowve problems can be ascribed ‘to poor training, poor
documentation, poor inspection, -poor maintenance, etc. but such
answers beg the question: most (if not all) are really the result of
a chk of effort to anticipate possible human error and seek wavs to
elimin&te. through planning and equipment design, the ability to cause
those errors. While no system can eliminate all human error (some
systems even add new opportunities for error), there are ways to
reduce the variety of errors and detect others before they are allougd

to combine in the manner of a Three Mile Island or a Chernobyl.

To ovarcome all of the deficiencies covered above may not be possible
within an acceptable budgetary framework. The following is, howsver,
an unconstrained 1list of ways that many seuch deficlencies could be

reduced or eliminated, without regard to a specific funding limit. -
CRITERIA FOR A SYSTEM TO IMPROVE HUMAN RELIABILITY

1. fuel handling must be overseen and assemblies tracked more closely
over.their lifetime to ascertain any wvulnerabilities, and to verify

the apprepriateness of their shipment date and containment

2. fuel should be managed to reduce potential leakage and crud

‘dispersal in transit

3. cask designe should assume human failures ugll occur in fabrication

and seek to minimize and s8implify human involvement in manufacturing

.
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4. cask design should iﬁcorporate ease of  use, minimization of

mainternance, and limitations on the ability to err during cask

handling

5. design criteria in the form of testing standards mugt be

supplemented by more precise requirements to enforce the best design

8. an independent oversight body should have access to all
transportation-related facilities and documentation to foster wery

\ . .
vigarous enforcement of regulations and specifications

?. computer and scale model teasting should be supplemented by actual
testing (to failure) of & cask directly off the assembly line
8. manufacturing inspections must be expanded to include closer

oversight of fabrication uwhile in progress

8. each cask must be "tracked" from fabrication through use to verify

and oversee regular maintenance and Problem handling

10. certification authority must be centralized in an agency not

responsible for maintaining shipping schedules or budgets

~

11. eimplified and expedited procedures for chaliengina regulatory

actions must be easily accessible to concerned parties

12. cask contents and .conditiona should be renotely‘ monitorable by

cask handlers, drivers and emergency preparedness pPersonnel

13. conflicting regulations and areas of authority or coverage should

be eliminated and the highest attainable level of asafety be sought as

an ongoing goal

14. vehicle standards and quality assurance (QA) must be incorporated

under the same QA procedureas as the casks 80 the container and
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transporter are dealt wvith as an integrated unit
PROPOSALS TO IMPLEMENT THE ABOVE CRITERIA

A. create a self- -funding mechanism (such as reposltory and/or ahxpmsn:

fees) dedlicated to minimizing riske of both traneportation ang

stationary operations

B. establish an independent “watchdog" panel to maintain an ongoing
. . :
investigatory presence around - all federal agencies and private

contractors in thig area

C. et up a database and “"tracking" system to monitor fuel and casks

through thelr life cycles

D. utilizing 1ndependent contractors. develop and press for lnprovad
cask testing and design standards and a cask specification that pays

attention to avoiding probleme in design, manufacturing, maintenance

and operation

E. seek adoption of highest radiation protectlon standards (i.e.,

ALARA) and seek wavs to implement them

F. press to incorporate Qn standards for wvehicles in the cgsk license

G. call for development of a transponder Lngxdg__ghg_ggg; to radio

information on cask contents and condltiona Prior and during shipment

H. urge that standards for cask and fuel cleanliness be part of the

cask llcense R

I. press for an improved cask fire standard’ and inclusion of an
on—-board automatic fire suppression system for transport vehicles

(especially for rail transport)
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J. lobby for & realistic crush test that simulates collision of tuwo

rail casks

K. supplemen; some of NRC's inspectioan functione with state pPersonne]

to expand container oversight at all stages

L. if OCRWM will not mandate full—scale cask téate. Purchase a typical

cask and trailer and test them to failure

\ .
M. .create a transportation “'cookbook " covering cask inspection.

maintenance, and ali other aspects of traneportation. for atate
enforcement and emergency personnel to utilize as an independent,

simplified resource for aggressively maintaining compliance

N. devolqp state laws and regulations that “Fill jinpw any gaps or gsray

areas in federal regulations

Q. obtain and utilize a moblle enforcement van/lab for hazardous
materials handling - and shipping; use it to perform random, very

detailed checks on containers and vehicles as wel] as emergency

response .

P. set up an impoundment facility to hold containers and vehicles that

do not comply ‘with regulations, and utilize it to document

infractions.

- RECOMMENDATI ONS TO fHE STATE OF NEvVADAQ

All of the above Proposals can be considered as suggeations fdr
actions by the State of Nevada over the long term. Most, however,
‘require an approach by the State to begin preparation for ‘“aggressiwve
compliance enforcement. * Such & stance does not .in any way connote
acceptance of Yucca Hountain as a home for a Plngl repository.
Rather, it creates a set of goals for hand11$g 'hazardous materials

transportation simply Passing through the state.
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Once a decision has been ma&e to take this approach, the firat B8tep jg
to esptablieh § ny r L3

in the appropriate state agency to focus and collect the technical

resources necessary to deal with transportation issues specific to

this area.

A legal approach must also be taken to ggggngxng_glL__nggg__gg
n9xu1a&Lgn_gzan_£g_&na_§Lg§a.boyond the usual minimum often stated by

u.s.p.o.rT.
\ .

N
5ngggjgnng__g_ghigmgngg__ggx is essential to fund these activities

and has already ‘been upheld by DOT in the case of Illinois, despite

challenges by DOE.

The aggressive approach and these three suggestions are essential to
implementing any of the more detailed Proposals in thig reporg.
Nevada is in an excellent position to ‘aalze the initiative in this
arena, especially in light of the shift .ln control from DOE to NRC;
While NRC is far from perfect, it ig more sensitive to well developed
technical and political pressures than DOE and has rules and a history

of vulnerability open to ‘public intervention.

Newvada should begin tc marshal an& expand Alt;.forcaa on this issue so
it will be in a leadership position when the cask design process
begine in earnest over the next few yoars. By takkng a positive
approach to spent fuel transport now, the State will find numerous

avenues for legal intervention open to it in the future.

.
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Appendix D

Summary of regulatory and private institution
responsibilities in the transportation of
spent fuel and other high level radioactive wastes.

D.1. Acronyms .

AAR - Association of American Railroads

BMCS - Bureau of Motor Carrier Safety (DOT)

CERCLA - Comprehensive Environmental Responsibility, Compensation, and
- Liability Act (1980)

DOD - Department of Defense

DOE - Department of Energy

DOT - Department of Transportation

EIS - Environmental Impact Statement

EPA - Environmental Protection Agency

ERDA - Energy Research and Development Admnustratlon ‘

FAA - Federal Aviation Administration (DOT)

FEMA - Federal Emergency Management Agency

FHA - Federal Highway Administration (DOT)

FIA - Freedom of Information Act

FRA - Federal Railway Administration (DOT)

GAO - Government Accounting Office

HMIS - Hazardous Material Information System (DOT)

HMTA - Hazardous Materials Transportation Act (1972)

JIAEA - International Atomic Energy Association

ICC - Interstate Commerce Commission

IMO - UN International Maritime Organization

INPO - Institute for Nuclear Power Operations

MCASP - Motor Carrier Safety Assistance Program

MTB - Materials Transportation Bureau (DOT)

NRC - Nuclear Regulatory Commission

NRT - National Response Team

NWPA - Nuclear Waste Policy Act (1982)
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OCRWM - Office of Civilian Radioactive Waste Management (DOE)
OSHA - Occupational Safety and Health Administration

OTA - Office of Technology Assessment :

RAMRT - Radioactive Materials Routing Report

RSPA - Research and Special Programs Administration (DOT)

D.,2, Design Phase
D.2.1. institutional structure

» Federal - radioactive shipments treated in much the same manner as
other hazardous wastes. Reliance on technical safeguards - containers.
Using this rationale, regulators need not impose any significant treatment
on handling and transportation of radioactive materials.

* CERCLA - 1980 - provides the authority for Federal emergency response
assistance when major hazardous materials disasters occur.

» DOT - international regulations and standards often used instead of DOT
regulations or when no DOT regulations exist. Especially water and air -
also because of potential crossing of international boundaries. .

- DOT - HMTA, 1975 - "intent to improve regulatory and enforcement
activities by providing secretary of DOT with broad authority to set
regulations applicablé to all modes of transport". DOT has primary
responsibility for radioactive materials transport. HMTA authorized both
interstate and intrastate regulation but hazardous matenals transport
intrastate not governed by most regulations.

* RSPA - Materials Transportation Bureau [MTB] is the lead DOT hazardous
material agency - except bulk transport by water. This is done by coast .
guard. RSPA regulations for water transport apply to nonbulk shlpments
only {49 CFR 176.5]. DOT modal administrations regulate their areas of
concern - FRA, FHA, Coast Guard. Since 1976 most regulations have not
been changed by MTB. It is responsible for enforcing regulations
governing irradiated fuel shipments.

* DOT - reliance on industry and technical input for development and
implementation of regulations. _

* Federal Railroad Safety Act of 1970 - to promote safety in railroad
operations. Includes issues related to nuclear materials safety.
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» Coast guard regulates ‘bulk transport by water.

* NRC - three offices concerned with the transportation of radioactive
materials: 1) Office of Nuclear Materials Safety and Safeguards,
Transportation Certification Branch, evaluates the design of packages for
high level radioactive waste and spent fuel; 2) Office of Inspection and
Enforcement has responsibility for the inspection program and procedures
for the transportation activities of NRC licensees, including fabrication and
use of casks. The office also provides training to the inspectors from the
regional offices; 3) Office of Nuclear Regulatory Research, Transportation
Research Branch, contracts for research and is responsible for writing
regulations.

« DOE - NWPA 1982 - will be respons1ble for movement, storage, and
disposal of all commercial high level radioactive waste beginning in 1998.
Responsible for moving waste from utility site to repository or MRS
facility.

* DOE - Although DOE is required to use standards and procedures
equivalent to those of NRC in the container certification process, when DOE
has chosen to exercise its own authority to use casks and procedures other
than NRC approved, substantial conflict between DOE, states, and concerned
citizens has occurred. DOE uses equivalent but not identical procedures for -
shipments as the NRC's. DOE says that future NWPA shlpments will comply
with both NRC and DOT regulations.

* DOD - has authority similar to those of DOE to use equipment and
procedures equivalent to NRC's. DOD materials transported by government
or commercial contractors must be in accordance with DOT and NRC
regulatlons DOD shipments are subject to DOD rules which are similar to
DOT and NRC rules. The RSPA recognizes DOD regulations - 49 CFR 173.7,
177.806 '

* OSHA - prohibited from exercising authority where other Federal
agencies exercise regulatory authority [OSHAct, 29 USC 653 (b)(1)].

+ state and local - regulations over transportation and transshipment
system mostly preempted by DOT [HMTA] and NRC regulations.

D.2.2. interagencv coordination ,
* DOT modal administrations - FRA, FHA, FAA - Little coordination despite
monthly meetings. Appropriate agencies deal with specific modal issues;
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and interagency coordination (multi-modal) not effectively coordinated.
RSPA is the DOT office responsible for liaison with other federal agencies.
o« DOT-- NRT [National Response Team] - Memoranda of Understanding
provides only formal mechanisms for interagency coordination of
regulatory matters.

« NRC-DOT 1973 Memorandum of Understandmg - enforcement of cask
standards and shipping rules.

« DOT - DOE - The DOT has granted authority to the DOE to approve the
packaging and certain operational aspects of its research, defense, and
contractor-related transportation of fissile and highly radioactive
materials. .

* DOT-DOE - memorandum of understanding, 18 Nov., 1985 concerning the
- transportation of radioactive material under NWPA. It delineates
responsibilities and establishes common planning assumptions between
RSPA and OCRWM for the implementation of NWPA. The four main points
are: transport management under NWPA resides with OCRWM and
transportation of nuclear materials will be in compliance with DOT
regulations. OCRWM will also comply with state and local laws and
regulations not inconsistent with HMTA; the transportation of spent fuel
from DOE related activities to any NWPA site will be subject to applicable
DOT regulations; RSPA and OCRWM will exchange information and support
within areas of interest; and common area of interest is the development
of effective transportation safety , regulatory compliance, and inspection
policy. Should address preshipment, enroute, postshipment phases and
allow utilization of Federal and State resources.

« NRC - DOE - memorandum of understanding concerning spent fuel and
high level waste transportation packaging, 14 Nov. 1983. DOE will use
packaging approved by NRC for NWPA shipments from NRC facilities to
NWPA facilities. Includes procedures for consultation and information
exchange to resolve issues on packaging design, testing, and certification.
+ DOT-NRC 1979 memorandum of understanding - 44 FR 38690, July 2,
1979. The DOT is responsible for regulating safety in the transportation of
all hazardous materials. The DOT is concerned with carriers and the
conditions of transport of radioactive materials. The NRC is responsible for
regulating safety and the receipt, possessidn, and transfer of radioactive
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materials. In particular, the NRC is concerned with who uses and possess
radioactive materials (Type B), and establishment of national safety
standards, regulating, reviewing, and certifying designs and manufactured
packages used in transportation, and also security. The NRC is the lead
agency for investigating the cause of leakage in accidents or incidents and
preparing a report of the investigation.

« FEMA / NRT - coordinate emergency response.

D.2.3. federal - state - local consistency procedures

« DOT - HM164 appendix: policy guidance for state and local authorities for
establishing requirements consistent with Federal law and regulations
(also 49 CFR 107 subpart C). |

D.2.4,__public_participation

* NRC - public provided with access to NRC information (FIA) and
opportunities -to know about NRC decisions and policies [10 CFR 9].
Réquirements for EIS's, environmental reports and administrative
procedures for materials licensing, and administrative procedures for
public communication [10 CFR 51].

* DOE - requirements under NWPA.

D.2 route planning criteri

* RSPA - established national highway routing rule for radioactive
material [49 CFR 177.825] Appendix A of 49 CFR 177 provides a DOT
policy statement on the relationships between Federal, State, and local
routing requirements. Routing rule: DOT Docket HM-164, 19 Jan. 1981, 46
FR 5316. Promulgated to preempt large number of state and local
proposed or actual legislation to ban or restrict transport of radioactive
material through their jurisdictions. "After much public comment DOT
decided that "the public risk in transporting these materials by highway
are too low to justify the unilateral imposition by local governments of
bans and other severe restrictions” [Office of Technology Assessment 1986:
| 165]. When DOT - HM-164 was issued [49 CFR .177.810] was amended to
exclude shipments of radioactive materials so that states could "evaluate
the site-specific risks involved over various routes without being-
hampered by locally imposed constraints which may be
counterproductive” [46 FR 5308, 19 Jan. 1981] [Office of Technology
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Assessment 1986: 164]. But DOT realized need for minimizing risks from
shipments by requiring carriers of all placarded radioactive materials to:
operate on routes that minimize radiological risk [49 CFR 177.825(a)]; and
carriers of high level radioactive waste must operate over a "preferred”
route selected to reduce transit time. Either on interstate highway systems
(including interstate bypass if available) or an alternative selected by a
state designated routing agency in accordance with DOT guidelines. FHA -
states and municipalities are preempted from restricting radioactive waste
transport through tunnels used for mass transport despite safety concerns.
BMCS requires radioactive materials be exempt from avoiding populated
areas, tunnels, etc. [49 CFR 397]. DOT rules governing routing of all
radioactive materials replicates NRC general routing requirements and also
preempts non-federal regulations/laws which require additional security
or safety features: additional guards, prior notification, time constraints,
different modes of transportation, extra safety features. Replaced earlier
rule [49 CFR 397.9] for all hazardous materials which required avoidance
of populated areas whenever possible. Hm-164 exempts radioactive
materials. "As a result, all hazardous materials except radioactive
shipments must avoid urban areas if possible” [Resnikoff 1983: 150]. © HM-
164 challenged in court by New York City and other ways of preempting 1t
have been tried by Michigan.

+ FRA - carriers must forward shipments of hazardous materials within 48
hours after acceptance at originating point, receipt in any yard, transfer
station, or interchange point. Also issue of special trains would affect
routing (see section D.2.6). -

- FHA - general requirement - transport without unnecessary delay from
loading at origin to -arrival at destination.

o Coast Guard - regulations affecting navigational requirements for inland
waters, navigational aids [33 CFR Chapter 1].

« NRC - NUREG-0561 July 1979. Rule concerning routing of rad waste
shipments. Avoid certain high population areas, extra security under
certain conditions needed, contact with local authorities be established.
Rules introduced to decrease likelihood of sabotage. Also safety rationale

used.
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» US Army Corps of Engineers - regulations concerning navigational
activities in waterways [33 CFR part 209].

D.2.6. transport mode selection criteria

« ICC - intervened on special train issue because of illegal constraints on
interstate shipping. ICC rules desired by ERDA and nuclear industry. Court
decisions (ICC, ERDA, and utilities against railroad companies) affirm
common carrier status for spent fuel transportation and eliminate AAR and
railroad recommendations and requirements for special trains.

« Association of American Railroads, AAR - recommended special trains.
Railroads and rules governing their use have been suggested. Companies
are planning to use them and issuing special regulations. Court decisions -
(ICC, ERDA, and utilities against railroad companies) affirm common carrier
status for spent fuel transportation.

D.2.7. hazard communication
* DOE - requirements under NWPA.

* DOT hazard classification assumptions: most accidents involve fire, only
acute health effects need to be considered, only people nearby accident
affected. Hazard classifications provide essential information about cargo
to emergency response personnel. The agency has rules for designs,
provision, and affixing placards, requirement to specify UN/NA
identification number on some placards. '

e UN International Maritime Organization (IMO) - establish requirements
for classification. International Maritime Dangerous Goods [IMDG] Code.
Used for marking, labeling, and placarding.

D.2.8. repository and temporary_storage site design and §e1ec_tion

» DOE. - requirements under NWPA.
D.2.9. emergency response system planning

+ Federal government offers no guidance about who offers what kind of
training for emergency response or how much it will cost.

 DOE - maintain authority for planning and program development for
emergency response, notification, technical assistance and advice, and
involvement in response activities for radiological spills. DOE has 30
regional response teams for responding to radiological incidents.
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« NRC has no rules governing local emergency response preparedness for
transportation of spent fuel. _

« NRT (National Response Team) - Federal coordinating group with
primary concern for emergency response. Composed of representatives
from 12 federal agencies with environmental and health responsibilities.
NRT is chaired by EPA and Coast Guard is vice-chair. 13 regional response
teams formed by NRT regional representatives of NRT agencies and states -
provide the regional mechanism for emergency response planning and
coordination of technical assistance during response activities.

« FEMA - In 1979 FEMA published a guide on local emergency response
plans for a transportation accident. Compliance is voluntary. Other than
publishing guides and handbooks the role of the federal government has
been small (some training). Federal Radiological Preparedness
Coordination Committee - formed by FEMA in 1982 . 10 Regional
Assistance Committees to help state and local authorities develop
emergency plans. Federal Emergency Response Plan [FRERP - 49 Federal
Register 35896, 12 Sept., 1984]. ,

« FEMA - responsible for establishing Federal policies for, and
coordinating, all civil emergency planning, management, mitigation, and
assistance mechanisms of Federal executive agencies. Coordination of
Federal and State participation in emergency response procedure
 development [Executive Order 12148, 20 July, 1979]. Responsibility for
development of interim Federal Radiological Emergency Response Plan [49
FR 35896]. FEMA established the Federal Radiological Preparedness
Coordinating Committee [FRPCC] to assist State and local agencies in
developing emergency response plans. The subcommittee on
Transportation Accidents (DOE, NRC, FEMA, other Federal and State agency

representatives) issued the guidance document Guidance for Developing

State _and Iocal Radiological Emergency Response Plans and_ Preparedness

for Transportation Accidents in 1982. It provides a basis for state and
local governments to develop emergency plans and improve preparedness

for transportation accidents involving radioactive materials.
+ State and local governments have primary responsibilities under FEMA's
response plan. Federal assistance to be made available only if specifically

requested.
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"« DOE - OCRWM Bulletin, Sept. 1987 has info on transportation emergency
response capabilities. |

. state and local - focus mostly on accident prevention , emergency
response, and public safety. Focus on routing, permits, and licenses and on -

highway and railroad.

D.2.10.  research - standard development
« DOE

« NRC

« DOT

 national laboratories
 contractors

D211, cask design

« DOT - hazard classification assumptions affect design standards.

s DOT - regulations allow DOE or NRC certified casks for commerce. 49 CFR
173.398 - performance criteria for accident conditions for Type B
containers - drop test, puncture test, thermal exposure, water immersion.
Spent fuel Type B package designs require prior approval by the NRC [49
CFR.393(a)]. Regulations recently revised [10 CFR 71, 5 August, 1983] so
Type B standards to be consistent with IAEA 1973 guidelines. Following

_ international guidelines, Type B containers are used for spent fuel
transportation. Based on performance standards. Type B containers are
required to withstand severe accident conditions - provide safety largely .
independent of procedural and. other controls on the shipment. Properties
for packages considered include leak resistance, corrosion resistance,
absorption rate, cushioning, and resistance to explosives [49 CFR 173].

+ FRA - administrative law judge ruled that DOT has jurisdiction over
safety requirements in packaging - in case concerning use of special trains.
e NRC - approve and certify cask designs. Standards for Type B containers,
and certify designs used in construction [10 CFR 71]. The Office of Nuclear
Material Safety and Safeguard, Transportation Certification Branch
evaluates designs. (Performance standards are specified by NRC and used
by cask designer for design requirements for the container. They specify
how a cask must perform under special conditions, tests, and
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environments. Performance criteria for containers - not specific design
requirements - to remove need to predict specific accident scenarios and to
provide engineering test specifications for impact, puncture, temperature,
immersion, and seal that encompass types of conditions that occur in an
accident. Requires detailed structural, thermal, and nuclear safety
analyses, computer modeling, and scale model or full scale tests.
Engineering Test Conditions - encompass real accident conditions. Are
supposed to exceed actual accident conditions.).

+ DOE must comply with NRC standards.

+ JAEA - package design guidelines.

D.2.12. criteria for maintenance and quality assurance

« NRC - is primarily concerned with inspection and enforcement in areas
defined by DOT-NRC memorandum of Understanding. Standards for the
inspection of cask licensees. Other quality assurance instructions and
inspection requirements [10 CFR 71].

D.2.13. design of support and transportation equipment

« DOT modal administrations - general safety requirements.

« coast guard - bulk transport, rules governing design of commercial
vessels [46 CFR parts D, I, N, O].

« NRC - standards for licensees

« AAR - among other things publish equipment standards and
specifications.

D.3. Implementation Phase

D.3.1. registration program licenses / certification

« RSPA - authority to create registration program for hazardous material
shippers, carriers, and container manufacturers but has not done it - no
complete record of firms regulated or their locations.

« BMCS - provide safety ratings of carriers.

o ICC - motor carriers must have ICC operating authority. ICC regulations
vary with type of transportation but generally include certification of
rates, adequacy of service, purchases, and mergers. Grants operating
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authority (certification and licenses) to freight forwarders, trucking
companies, and water carriers. [Relevant regulation CFR Title 49, Chapter
10, Subchapter D].

+ NRC - requires carriers, shippers, and other nuclear facilities to hold
licenses as temporary possessors of spent fuel. This provides a modicum
of control/responsibility allocation during emergencies. Requirements for’
license applications (package description, package evaluation, quality
assurance) [10 CFR 71]. Regulates licensees and certification of shipping
casks. Certification of container standard compliance [for performance
criteria]. Office of Inspection and Enforcement licenses cask manufacturers
and users. _

« DOE must comply with NRC procedures for cask certification.

« UN International Maritime Organization (IMO) - establish requirements
for certification and description of materials. International Maritime

Dangerous Goods [IMDG] Code.
« AAR - certifies construction and repair shops for rail industry.

D.3.2. data collection

» Enforcement agencies - use reported release experience to determine

- which shippers and carriers to inspect. Validity of criteria depends on
reporting compliance. .

« DOT - by law annual report on the safety of hazardous material
transportation. Includes: statistical compilation of any accidents and
casualties involving the transportation of hazardous materials; and an
evaluation of the effectiveness of enforcement activities and the degree of
voluntary compliance with applicable regulations.  Compiles data on
completed highway shipments. In addition, DOT maintains the Radioactive
Materials Routing Report [RAMRT]. Data may not be recorded as long as
one year after shipments because in some cases regulations do not allow
release of routing information until after entire shipment completed.

o DOE - maintains list of all high level waste shipments.

« other Federal agencies, modal administrations and state agencies - collect
data on flows, vehicular accidents, inspection reports, and hazardous
-material transport releases and incidents. ‘
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D.3,3. rates and tariffs

« ICC - Railroads should offer common carrier service under published
rates and subject to the same transportation conditions as any other
commodity - such as transport in regular trains with other cargo.

« ICC - regulates economic a‘spects'of interstate surface transportation
including trains, trucks, inland waterway and costal shipping, freight
forwarders. Must ensure that rates and services are equitable and
reasonable. [Relevant regulation CFR Title 49, Chapter 10, Subchapter D].
» ICC - Railroads should offer common carrier service under published
rates and subject to the same transportation conditions as any other
commodity - such as transport in regular trains with other cargo.

D.3.4. cask fabrication

« DOT - requirements concerning the manufacture and fabrication of
packages in radioactive material transportation [49 CFR 171].

* NRC - Most effort of NRC so far has been on cask construction. Make sure
quality assurance procedures implemented for manufacturing of casks.

+ Private companies - manufacture casks.

D.3. cask testing and quality assurance

* NRC - Tests to be applied sequentially - drop, puncture, éxposure to heat,
and water immersion. Test conditions may be satisfied by computer
analyses, model testing, full scale tests, or some combination [10 CFR 71].
The NRC monitors the quality assurance programs of its licensees for the
construction of spent fuel shipping casks. The NRC also has regulations to
establish’ procedures and requirements for reporting defects in nuclear
components and materials and for non-compliance with manufacturing
standards. Manufacturer's and suppliers must identify and report faulty
transportation related products [10 CFR 21].

« TAEA - package testing and inspection procedures.

D.3.6. support eguipment construction
« BMCS - tank truck manufacture and maintenance.
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« FRA - enforces regulations concerning transport of hazardous materials
by rail (manufacture and maintenance).

» coast guard - bulk transport, rules governing equipment of commercial
vessels [46 CFR parts D, I, N, O].

+ AAR - develops standards for railroad industry. Certifies construction
and repair shops.

D upport _equipment testing and quality assurance

« DOT - modal administrations. Requirements concerning the testing of
packages in radioactive material transportation [49 CFR 171].

« FEMA - Federal Radiological Preparedness Coordinating Committee
[FRPCC] to assist State and local agencies in developing and testing
emergency response plans.

~« AAR - develops testing requirements.

D river_trainin ‘

« DOT - Radioactive waste transportation driver training requirements are
fairly general. The DOT provides no advice on training. As supplement to
HM-164, regulations were promulgated on driver training requirements.
They are supposed to be "consistent with that for cryogenic (very cold)
liquids" [Resnikoff 1983: 172]. However, regulations for cryogenic liquids
never implemented. Driver training requirements apply to interstate
transportation only; there are no specific requirements for driver training
for intrastate transportation. BMCS is the bureau within DOT with prime
responsibility for motor vehicle driver training authority. Open book
written exam required. Passing not required. No provision for driver
disqualification based on cumulative record of convictions and apply only
to driver of commercial vehicle operations and on-duty offenses.
Regulations also require biennial written examinations to be admmlstered
by the carrier (not DOT) on DOT radioactive. material regulations,
properties, and hazards of radioactive materials, and emergency
procedures in case of an accident or other emergency. None of the training
provided by DOT prepares drivers to protect public health or safety in
évent of an accident - they are only related to security measures. Unlike
NRC, DOT has not written a guide (NRC Regulatory Guides). DOT official has
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stated that most training takes place on the job. Drivers must satisfy
general requirements in reading and speaking English (read signs and

~signals, communicate with public), determine status of cargo (tied down

properly, located on vehicle properly, etc.), and pass a road test given by
the carrier and written exam on Motor Carrier Safety Regulations [49 CFR
Part 390-397]. No standardized tests on hazardous materials to
supplement other driver training. DOT official stated that it would be
discriminatory to ask specific questions about materials that will be
transported. Rail and barge training requirements are even less specific‘
[49 CFR Subpart A, 134.7]. FRA is responsible for enforcing DOT rail
regulations. US coast guard is responsible for barge. Because all the
regulations are nonspecific it would be difficult to. determine
noncompliance. DOT - RSPA - FHA - drivers of high level rad waste .
transport are required to receive written training.

¢« NRC - None of the training provided by NRC prepares drivers to protect -
public health or safety in event of an accident - they are only related to
security measures (just like the DOT). Publish a guide (NRC Regulatory
Guides) concerning training.

o States - requirements vary a lot.

o Carrier - responsible for making regulations effective by providing
adequate instruction to employees. Regulations also require biennial
written examinations to be administered by the carrier (described above,
DOT). Road tests are to be administered by carrier. Railroads have been
better at training their employees with respect to radioactive waste
t;ansportation. The training programs contain elements concerning
hazardous materials. Conrail has a rule book, CT 225, which describes the
preparation of all types of materials for shipment. Barge carriers are
responsible for training their personnel too.

D.3.9. support personnel training
« modal agencies, carriers, and utilities provide training to their

employees.

D.3.10. emergency response system implementation
+ RSPA - does not respond directly to transportation accidents, but -
publishes information source, _Emergency Response Guidebook.
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« DOD teams available, but mainly for responding to nuclear weapons
incidents. :

. states - responsible for establishing emergency response teams,
coordinating communications, and reaching agreements for coordinating
procedures with municipalities and neighboring states. [Resnikoff 1983:
234] describes state agency responsibilities for preparedness for
transportation accidents. State authority for emergency response is
generally fragmented and varies from state to state. Similarly for local
level. Rural communities generally give responsibility to fire or police
department. Many urban and metropolitan area public safety

~ organizations - fire and emergency service / civil defense - have
developed or are in the process of developing special competence to
respond to accidents. Local preparations are often limited to dissemination
of information to public and having some trained personnel. Urban and
metropolitan areas usually have specially trained and equipped teams.
Rural areas usually assign such duties to the fire or police department.
+ INPO - Institute for Nuclear Power Operations - has established a
volunté.ry agreement including 42 utilities to provide assistance in the
event of a radioactive materials accident, including transportation
accidents or incidents. It is a nonprofit organization formed by electric
ultilities in 1979 after TMI.

D.3.11. mergency response trainin

» Emergency response and enforcement training programs must be
compared with numbers of personnel needing training, funds, and
availability of courses in order to determine how effective they really are.
Few perSonnel have actually received training. ’
« DOT - offers some training courses.

« NRC - through Oak Ridge Associated Universities offers courses in health
physics for Federal, state, local, and industry personnel. Discuss radiation
accidents, role of health physicist in medical emergencies, personnel
decontamination and protection, environmental monitoring, and
environmental sample preparation. :

+ DOE - emergency response training for state and local police and fire

personnel.
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« FEMA - Offers some training courses for fire, police, and civil disaster
personnel, and the maintenance of an Interagency Radiological Assistance
Plan formed in 1961.

« NRT - Federal leadership in emergency response training is not available
despite interagency communication via NRT. In 1985 NRT established a
special training committee to identify gaps, problems, and duplicative
activities and to recommend training programs and alternatives.

» States, Local - volunteers are about 85% of firefighters (with about a 25%
turnover per year), other 15% are paid employees of municipal, local, or
county government. Police personnel are the second largest group
involved in emergency response. May be the first on scene of a hazardous
materials accident. Health care and civil defense personnel may respond
too. Civil defense personnel receive training in radiological response. Do
not always have appropriate equipment.

« INPO. - Establish industry standards for personnel and training.

D.3.12, maintenance and quality assurance program implementation

« DCE - .

« NRC - quality assurance for casks. Require licensees to develop quality
assurance programs in fuel handling activities.

« carriers and utilities - must develop quality assurance programs for their
employees and equipment. They must also maintain their equipment to
federal and state requirements.

D.3.13. _enforcement system implementation

» Federal grant programs offer no direct support for local inspection and -
enforcement programs.

» Motor Carrier Safety Assistance Program [MCASP] - funds state
enforcement and regulatory enforcement for highways. Administered by
Bureau of Motor Carrier Safety. To help states enforce motor carrier safety
regulations and increase safety inspections for commercial vehicles, both
interstate . and intrastate.

+ State activities fragmented - police, terminal inspection, radioactive
materials inspection. May become NRC Agreement states: the Agreement
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Program grants regulatory and enforcement authority to States over
activities (including shipping) related to some types of radioactive
materials (byproduct materials - radioisotopes, source materials, small
quantities of special nuclear materials). |

D.3.14. enforcement trainin

 Emergency response and enforcement training programs must be
compared with numbers of personnel needing 'training, funds, and
availability of courses in order to determine how effective they really are.
» Federal agencies train their own inspectors and enforcement officers.
Some Federal training programs are directed at state and local personnel.

» DOT - RSPA - enforcement and inspection focused mostly on container
manufacturers, reéconditioners, and testers. DOT/RSPA has specific courses
for training enforcers and enforcees.

* NRC - Inspectors are in three program areas - reactors, fuel facilities, and
transportation related. NRC training courses for transportation and
packaging. Training for Federal and State employees. Regional offices and
Office of State programs also offer courses on transportation of radioactive
materials.

* DOE - as shipper and carrier, provides compliance training for employees.
Commercial carriers and other government personnel may attend as space

permits.
« DOD - as shipper and carrier, provides compliance training for
employees. | ‘

. State - activities becoming increasingly important in the area of training
highway enforcement personnel and to educate shippers and carriers
~about regulations because Federal inspection capabilities have been

decreasing.

D.3.15._ violation reports

+ incentive is to avoid civil or criminal penalties. Often insufficient to
deter violations.

D.3.16. penalties

+ DOT - authorized by HMTA to assess civil and criminal penalties.
* NRC - Authority to impose fines for regulatory violations.
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D.4. erations Phase

D4.l. contracts
- shippers - contracted by utility and have the responsibility to contract a

competent carrier.

. carriers - contracted by shipper. Responsible for complying with state,
local, and federal traffic regulations that govern a mode of transportation.
Very few regulations directly on carriers by agencies.

« FHA - contract, common, and private carriers regulated.

D.4.2.  shippin aper

« DOT - shipping papers to accompany shipment. Special requirements
apply to radioactive materials [49 CFR 172.203(d)]. Shipping papers must
include a certificate signed by the shipper [49 CFR 172.204]. Carriers may
not accept for transport any packages that have not been properly
certified by the shipper pursuant to 49 CFR 172.204. Used as evidence
that packaging is in accordance with regulations. For nonbulk water
transport carriers must prepare dangerous cargo manifest which must be
kept in designated holder on or near vessel bridge.

« carriers must prepare and carry appropriate shipping papers based on
shippers' shipping papers |

« shippers - responsible for paperwork and permits.

D.4.3. route selection

« NRC - approval is required for routes for shipments needing physical
protection during transport, but the routes must be compatible with DOT
regulations. Shipper and carrier requirements for planning and
scheduling, and obtaining approval prior to shipments for routes [10 CFR
73.371. |
e carriers must prepare written route plan.

+ Shippers - responsible for route selection. Must comply with DOT and

NRC regulations.

D.4.4. notification of shipment ,
« DOT - requires postnotification of many shipments of high level
radioactive materials - according to which regulations.
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« NRC - congressional mandate made public disclosure of routes twice a
year mandatory and governors receive prior notification of certain nuclear
.shipments [10 CFR 71] and licensees must provide advance notice for
certain nuclear shipments. Information must include name, address, and
telephone number of shipping organization, and a description of the
material, and estimated arrival and departure times at state boundaries
Licensees must notify regional NRC offices. Shipper and carrier
requirements for prenotification to states along transportation route
because of potential for accidents [10 CFR 73.37].

« DOE - notification requirements are much less detailed or explicit than
those of the NRC. Shipments involving "national security" are exempt.
Problems occur because DOE does not always comply with NRC notification
and safety requirements. |

o coast guard - bulk transport, dangerous cargo vessels must notify
appropriate captain of port in advance of arrivals or departure. Includes
large quantities of radioactive material and certain fissile radioactive

material.

D.4.5. security ,

« NRC - requirements for establishment and maintenance of physical
protection systems [10 CFR 73]. Includes physical security requirements
for radioactive material transport to prevent theft, diversion, or sabotage..
Shipper and carrier requirements for arrangements with law enforcement
agencies along transportation route for potential accidents [10 CFR 73.37].

D.4.6. preparation of packages, inspection
+ DOT - types of packages used for each hazard class. [49 CFR 178] -

general specifications for each package type. IAEA regulations
incorporated into DOT regulations by reference with certain modifications.
Apply to trade abroad with nuclear materials. Security seal must be on
the outside of each package which is not easily broken, as an indication of
whether the package has been tampered or opened illicitly [49 CFR

1173.393(b)].
« NRC - Make sure quality assurance procedures implemented for

operations of casks.
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« DOE - The DOT allows DOE approval of packaging for research, defense,
and contractor shipments.

« OSHA - accepts DOT packaging requirements. .

« UN International Maritime Organization (IMO) - establish requirements
for packaging. International Maritime Dangerous Goods [IMDG] Code.

« JAEA - Controls for transport of packages. ’

o Utility - at the reactor site utility has complete responsibility for
materials and is governed by NRC rules and licensing requirements.

D.4.7. handling of materials
-« FHA - rules governing handling [49 CFR 177].

« FRA ‘- rules governing handling [49 CFR 174].

« RSPA - nonbulk water, rules governing handling [49 CFR 176.3].
« NRC - standards for handling packages [10 CFR 20]. The NRC is
responsible for inspecting its licensees for compliance of applicable
- regulations - public utilities, universities, nuclear laboratories, and
industries that handle radioactive materials. '

D.4.8. _markin |
« DOT - requirements concern packages, freight containers, transport

vehicles. DOT specification numbers, shipping name, serial numbers, test .
inspection dates must be on containers to certify maintenance
requirements met. [49 CFR 173.24(c)(i), 49 CFR 172.310, 173.389,
173.393]. RSPA authorized use of IMO International Maritime Dangerous
Goods Code for marking most domestic shipments and motor vehicles on
port not operating on public street of highway.

+ EPA requires special markings for packages of hazardous wastes
identifying shipper and saying that Federal law prohibits improper

disposal.

D.4.9. labeling .
« DOT - Labels are "symbolic representation of hazard associated with a

particular material". Required on packages and must be affixed near
shipping name. On two opposite sides of the package. [49 CFR 172.403(f),.
.436-.440]. On the labels the contents, number of curries, and transport
index must appear. RSPA has authorized use of IMO International
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Maritime Dangerous Goods Code for labeling of most domestic shipments
and motor vehicles on port not operating on public street of highway. -

- D.4.10. freight acceptance .
« FHA - Rules governing acceptance of freight [49 CFR 177].

« RSPA - nonbulk water, rules governing freight acceptance [49 CFR 176.5].
* NRC - regulates receipt and possession of spent fuel and other byproduct,
source, and special nuclear materials [AEC Act 1954, 42 USC 2011]. 10 CFR
Part 71 pertains to requirements for licensees when delivering licensed
material to a carrier for transport when materials or quantities exceeding
Type A are involved.

D.4.11. loading onto carrier
* FHA - rules governing loading [49 CFR 177].

* FRA - rules governing loading [49 CFR 174].

¢ RSPA - nonbulk water, rules governing loading [49 CFR 176.5].

* NRC - |

 National Cargo Bureau, Inc. - assists coast guard with administration of
loading regulations. Made up of government and industry representatives.
» Utility - Loading spent fuel into casks and on truck or rail car by utility

employees.

D.4.12. placards » ‘
e DOT - Placards, symbols on ends of transport vehicles and freight

containers to indicate cargo hazards, are required [49 CFR 172.519]. RSPA
has authorized use of IMO International Maritime Dangerous Goods Code
for placarding of most domestic shipments and motor vehicles on port not
oj;erating on public street of highway.. ‘

* Joint responsibility of shippers and carriers. Extremely important for
cmergency response personnel. Should be highly visible.

D.4.13. securing package onto_carrier

* DOT - tiedown standards for vehicles.

« NRC. - tiedown standards for casks.

* FHA - segregation and separation chart for hazardous materials [49 CFR
1771.

* FRA - segregation and placement of cars [49 CFR 174.81, 49 CFR 174.83 -
.93]. Includes number of packages per car.
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« RSPA - requirements for placement of packages on vessels
+ shippers - responsible for trailer restraints / fasteners.

e carriers -

D.4.14, accident free radiation levels from casks

+« DOT - radioactive materials maximum radiation level limitations [49 CFR
173.393(3)(j)]. Shipper must determine in accordance with 10 CFR 71.37-
.40 the correct transport Index [T.I.] criteria based on nuclear criticality
safety. [DOT booklet]. Surface temperature is also regulated [49 CFR
173.393(e)]. '

e« DOT - regulations based on EPA guidelines - establish upper limits of
radiation levels around casks.

» Coast guard - enforce exposure levels during transit.

« MTB - enforce exposure levels during transit.

« FRA - enforce exposure levels during transit.

« FHA - enforce exposure levels during transit.

« NRC - regulations based on EPA guidelines - establish upper limits of
radiation levels around casks. |

- shippers - Responsible for cask surface contamination standard
compliance

D.4.15. occupational and public health and safety

« NRC - requirements for notices, instructions, and reports by licensees to
individuals involved in transportation related activities. Individuals must
be informed of storage, use, or transfer of nuclear materials, and radiation
levels. Procedures for addressing violations. Radiological working
conditions and consultations with workers [10 CFR 19]. 10 CFR 20 provides
standards for personnel protection from radiation exposure. Includes
standards for precautionary procedures, signs, labels, signals, and controls.
Operating procedures contained in 10 CFR 71. Standards for transportation
worker exposures.

» Carriers - must vouch for safe performance of drivers.

« EPA - guidelines for public radiation protection. Follow international
criteria established by the International Commission on Radiological
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Protection. Authority to establish environmental standards for the
protection of the environment from radioactive material.

« DOT-OSHA memorandum of understanding - DOT established regulations
for vehicle operator exposures. No OSHA action.

« JAEA - Guidelines for limiting human exposure.

D.4.16. drivin

e Very few regulé.tions directly on drivers by agencies.
* DOT - regulations for drivers.
 carriers - responsible for ensuring safe and reliable performance.

D.4.17. vehicle and equipment operations

« DOT, BMCS - requirements for Federal , state, and local law compliance:
parking, surveillance of vehicles, operating'requirements (fueling, tires,

etc) [49 CFR 397].

» FRA - jurisdiction over all areas of safety includes operatmg practices.

Rail safety regulations contained in 49 CFR 209-236.

e ICC - regulates railroad equipment (e.g. use, control, supply, movement
interchange, and return).

D.4.18, - inl§pection§ during transport

+ DOE - inspectors onboard rail shipments.

« NRC - inspectors present at licensee facilities to monitor the beginning of
spent fuel shipment [10 CFR 71].

o States may require inspector to be present at beginning/during transport
of spent fuel.

 States - may require inspections prior to crossing state boundaries.

» carriers - inspectors onboard rail shipments.

D.4.19. trackin
D.4.20. general safety. inspections

« DOT modal administrations are responsible for operating, general safety,
and hazardous material regulations: FHA (e.g. tolls, bridges, carrier
arrangements with States, driver qualifications, reporting of accidents,
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motor carrier and shipper facilities, roadside and terminal checks of motor
vehicles) [49 CFR 177 and [49 CFR Chapter 3]; FRA (e.g. rail shipper and
carrier and freight forwarder facilities, railroad tank and freight cars and
bulk container manufacturers) [49 CFR 174]; Coast Guard (e.g. boating
safety, anchorages, security of vessels, bridges) [33 CFR Chapter 1]; RSPA
(e.g. vessels [49 CFR 176]); and National Highway Traffic Safety
Administration (not concerned with nuclear material transportation per se,
but affects such transportation through safety procedures concerning
shippers and carriers that use national highways) [49 CFR Chapter 5]. They
develop and enforce general regulations specific to modes of transport.
Jurisdiction over general safety requirements for operators, vehicles,
vessels by other federal statutes beside HMTA. Modal Administrations are
also responsible for inspection and enforcement activities: FRA is
responsible for enforcement and inspections responsibility for rail shipper
and carrier and freight forwarder facilities, railroad tanks, freight cars and
- bulk container manufacturers; the FHA inspects motor carrier and shipper
facilities and roadside and terminal checks of motor vehicles; the Coast
Guard is responsible for monitoring compliance with general safety and
hazardous material regulations for bulk transport in ports and US
navigable waters of USA. Maintenance and inspection of commercial
vessels and equipment [46 CFR parts D, I, N, O].

* NRC - regulates possession of spent fuel and other byproduct, source, and
special nuclear materials [AEC Act 1954, 42 USC 2011].

* DOE - The DOT allows dpproval of some operational aspects of research,
defense, and contractor shipments. '

« ICC - Administrative law judge decision - ICC will not allow different
standards or additional safety measures to be imposed by railways (i.e. no
special trains). It must inspect whether safe and adequate equipment,
services, and facilities provided by carriers under ICC jurisdiction

+ shippers - Responsible for coordinating the transport.

* American Bureau of Shipping and National Cargo Bureau assists the coast
guard in monitoring compliance with general safety and hazardous
material regulations. The American Bureau of Shipping and National Cargo
Bureau assists in water front and facility inspections. ‘ |
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D.4.21. transshipment inspections
« DOT - must assure that exposure levels from stowage do not exceed

certain levels.
« RSPA - nonbulk water, rules governing stowage [49 CFR 176.5].

« FHA - rules governing storage [49 CFR 177].

« FRA - rules governing storage [49 CFR 174].

o NRC - regulates transfer of spent fuel and other byproduct, source, and
special nuclear materials [AEC Act 1954, 42 USC 2011] [10 CFR 20].

« IAEA - Controls for temporary (in transit) storage of packages.

D.4.22. unloading and inspection at destination
« FHA - rules governing unloading [49 CFR 177].

. FRA - rules goveming unloading [49 CFR 174].
« RSPA - nonbulk water, rules governing unloading [49 CFR 176.5].

* NRC

D.4.23, cask and other equipment decontamination and inspections

« DOT - [49 CFR 173.397] prescribes limits for control of non-fixed
radioactive contamination and define "significant removable
contamination”. In general applicable to any package offered for
transportation [49 CFR 173.393(h)] and transport vehicle released after
being used exclusively for transport of "full loads" of radioactive materials
[49 CFR 173.397(c) 173.389(0)]. FRA regulations concerning
decontamination and cleaning of cars after use [49 CFR 174].
Contamination control for vessel compartments used in transportation of
nuclear materials [49 CFR 176]. FHA regulations [49 CFR 177]. Rules on
package reuse, reconditioning, and maintenance [49 CFR 173].

« NRC - Make sure quality assurance procedures implemented for
maintenance of casks. K

» shippers - Responsible for cask surface contamination standard

compliance.
D.4.24. scheduled maintenance and repair_of casks. equipment, and

procedures
« FRA - jurisdiction over all areas of safety includes track maintenance and

equipment standards. Rail safety regulations contained in 49 CFR 209-236.
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« DOT - regulations prescribe requirements before first shipment in which
a package is used [49 CFR 173.393(m)] and before each shipment [49 CFR
173.393(n)]. Requirements concerning the maintenance, reconditioning,
and repairing of packages in radioactive material transportation [49 CFR
171].

e NRC - requires checks such as leak test prior to each use of casks and
monitors the quality assurance programs of its licensees for the operation

of spent fuel shipping casks.

D.4.25. unscheduled maintenance and repair of casks, equipment

« FRA - jurisdiction over all areas of safety includes track maintenance and
equipment standards. Rail safety regulations contained in 49 CFR 209-236.

D.4.26. violation reporting

 incentive is to avoid civil or criminal penalties. Often insufficient to
deter violations. '

D.4.27 enalties
» DOT - authorized by HMTA to assess civil and criminal penalties.

- NRC - Authority to impose fines for regulatory violations.

D.5, Accident Rgsnonse and Recovery Phase
D.5.1, immediate notification

« DOT - carriers must notify the agency in event of fire, accident, breakage,
or suspected radioactive contamination. The reporting requirement is not
necessarily a means of receiving assistance in the event of a transportation
accident.

» National Response Team - staffed 24 hours a day by coast guard.
Telephone number not in DOT handbook, Emergency Response Handbook.
Carriers required to make immediate report of release by telephone to
National Response Team under certain conditions. May satisfy

requirement to call by calling some other organization - e.g., CHEMTREC.

D.5.2. setup command. control, and communication systems
« NRT - If states request Federal assistance, EPA and Coast Guard will
assume responsibility and control and direct Federal emergency response

activities.
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« FEMA - Federal Radiological Emergency Response Plan [49 FR 35896]. To
provide coordinated Federal response to support state and local
governments in the event of accidents in the transportation of spent fuel
and radioactive waste.

« EPA - responsible for providing assistance in event of radiological

emergencies.

D.5.3. control over material

« NRC - resolved conflict as to whether states have right to take control
over waste during/after an accident to ensure public safety by letting
states make prior arrangements and become "agreement states” which can
obtain NRC Licenses to temporarily possess fuel. Only about half the states
are agreement states. ' .

D.5.4. _actual recovery processes - fire, medical, police |
« FRA - actions following incidents involving leakage [49 CFR 174].
« RSPA - actions following leakage or shifting of packages in vessels [49

CFR 176]. 4
« FHA - actions following accidents [49 CFR 177].

D.5.5. radiological monitoring

« EPA - is to assist DOE in monitoring levels of radioactivity in the
environment. in event of radiological emergencies and as needed to assist
in developing recommended measures to protect public health and safety.

D.5.6. clean-up

«. DOT - Vehicles, areas, and equipment may not be placed in service again
until they have been surveyed and decontaminated. [49 CFR 174.750,
171.15, 171.16, 175.45,(a)(4), 176.48(b), 177.861(a)].

D.5.7. delayed notification

. DOT - every-release of hazardous materials except during marine bulk
transport and motor carrier transport during intrastate only business must
be reported to RSPA in writing [49 CFR parts 171, 174.45 (rail), 175.45
(air), 176.48 (marine). Carriers must fill out written report on form
F5800.1 to report release, within 15 days of discovery. Anybody may file

- D.27 -



the report, but carriers are required. Required to report releases that
occur during loading, unloading even though that is not their function.

« NRC - Standards and requirements for records, reports, and notification
of incidents [10 CFR 20].

« other Federal agencies, modal administrations and state agencies - collect
data on vehicular accidents and hazardous material transport releases and

incidents.

D.5.8. accident investigations

+ Coast Guard - Investigations of accidents and incidents.

« FRA - Investigations of accidents and incidents.

o FHA - Investigations of accidents and incidents.

« NRC - is the lead organization for accident and incident investigations.
National Transportation Safety Board [NTSB] - promotes transportation
safety by conducting independent investigations of accidents and other
safety problems and by formulating safety improvement
recommendations. May make recommendations for accident prevention
and regulations, and safe highway highway transport of nuclear materials.
[Relevant regulations CFR Title 49, Chapter 8].

L]
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Appendix E:
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Forms



E.l
DEPARTMENT OF TRANSPORTATION Form Approved OMB Na. 04-5613

HAZARDOUS MATERIALS INCIDENT REPORT

INSTRUCTIONS: Submit this report in duplicate to the Director, Office of Hazardous Materials Operations, Materials Transportation
Bureau, Department of Transportation, Washington, D.C. 20590, (ATIN: Op. Div.). If space provided for any item is inadequate,
complete that item under Section H, “Remarks”, keying to the entry number being completed. Copies of this form, in limited quantities,
may be obtained from the Director, Office of Hazardous Materials Operations. Additional copies in this prescribed format may be

reproduced and used, if on the same size and kind of paper.

A ] INCIDENT
1. TYPE OF OPERATION .
FREIGHT HER
1[Jar 2[JHicHway 3[JraiL «[Jwater s[]rorwaroer &[] Qdencity)
Z. DATE AND TIME OF INCIDENT (Month - Day - Year) 3. LOCATION OF INCIDENT
g.m, .
p.m.
B | REPORTING CARRIER, COMPANY OR INDIVIDUAL
4, FULL NAME S. ADORESS (Number, Stroet, City, State and Zip Code)
6. TYPE OF VEHRICLE OR FACILITY
C | SHIPMENT INFORMATION
7. NAME AND ADDRESS OF SHIPPER (Origin address) 8. NAME AND ADDRESS OF CONSIGNEE (Destination address)
9. SHIPPING PAPER IDENTIFICATION NO. 10. SHIPPING PAPERS ISSUED BY
(] cARRIER [(JsHiPPER
[JoTHER
(Identify)
D | DEATHS, INJURIES, LOSS AND DAMAGE
DUE TO HAZARDOUS MATERIAL S INVOLVED 13. ESTIMATED AMOUNT OF LOSS AND/OR
7. NUMBER PERSONS INJURED 2. NUMBER PERSONS KILLEC PROPERTY DAMAGE INCLUDING COST
. OF DECONTAMINATION (Round off in
dollars)
14, ESTIMATED TOTAL QUANTITY OF HAZARDOUS MATERIALS RELEASED
s
E | HAZARDOUS MATERIALS INVOLVED -
15. HAZARD CLASS 16. SHIPPING NAME
: 7. TRADE NAME
{*Sec. 172.101, Col. 3) {*Sec. 172.101, Col. 2} 1 AR
F |NATURE OF PACKAGING FAILURE
18, (Check all applicable boxes)
(1) DROPPED IN HANDLING {2) EXTERNAL PUNCTURE {3) DAMAGE BY OTHER FREIGHT
(4) WATER DAMAGE {5) DAMAGE FROM OTHER LIQUID {6) FREEZING
{7) EXTERNAL HEAT (8) INTERNAL PRESSURE (9) CORROSION OR RUST
(1) DEFECTIVE FITTINGS, - {11) LOOSE FITTINGS, VALVES OR (12) FAILURE OF INNER
) VALVES, OR CLOSURES CLOSURES RECEPTACLES
(13) BOTTOM FAILURE {14 BODY OR SIDE FAILURE (15) WEL D FAILURE
(17) OTHER COND i 19. SPACE FOR DOT USE ONLY
(16] CHIME FAILURE ONDITIONS (Identily) v
Form DOT F 5800.1 (10-70) (9/1/76)
»_Editorial change to incorporate redesignation per HM-112.
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STANDARD SAFETYNET INSPECTION DOCUMENT .

GENCARAL INFORMATION
[T REPORT N0 2. WEPECTION DATE 3 TheE STAATED
MOTOR.CAARIER N? 016011 -l | ——
SAFETY ASSISTANCE PROGRAM 4 INSP LOCATION 3 STATENQ & OQTm0 7, G QOCKET w0
= ourcY 9 s INTEASTATE? |# Namt OF BOTOR CARRIER
DRIVER-VEHICLE EXAMINATION REPOAT Yy M
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E.

I

I

———at Ve et FANTISVE AT D i AT

: SENT RIEL SHIPEXT INPSCTION FORX E.4
O mxx O ma
Shipme: £ Route: Shipment Ref. #: _ Date:
Shipper: Carier: ' Cask Sertal #:
ask Model: Tractor Untt #; Trailor Untt §:

Cask Radiztion Levels
Max{mum)

Beta/tamma (aR/1r)

Neutron (Indicate Untt ) |

2. Surface (Cask) (1000 mR/hr)

(I.D.N.S.: Shipper)

{I.D.N.S.: Shipper)

b. 1 Meter (From Cask - TI)

C. Surface (Vehicle) (20 mR/r)

d. 2 Weters (From Yehicle) (10 M)

e. Ca (Vehicle) {2 Y]

Cotarination {evels
(Rervable 1 N0 orf)

Maximm (OP)

Aremce (PY)
{1.D.XS.: S.‘:i;z?‘) Lo

a. Beta/Cama (2200 dom)

(I.0.N.S.: Shipper)

b. Alpha (220 dom) :
Cask Labeling/Making::

. Transpat Irdex (T1) b. Curie Content
.. Radioruclides d. Label Type & (/) ' (
e, Proper Shipping Name f. W {#
Placarding: a. Type b. 4 Sides
Shipping Pepers: |
3. Cetification b. Physical/Crem Form /
C. Matches Shipping Label d. Notations far Fissile III & Hwy Controlled
Drivers: .
2. Oriver Kare b. Highway Route Plan
¢. Training Dates d. Emergercy Procedures Available

Inspections and Testing Conducted (Indicate Irdividal's rame):

. Motor Carrier Safety

C. Hazadous Materials Radiation Survey

d. I

b. Mobile Phore/C8

-

e. NC

f. Security Seals: (1) Cask

wmments (00T violatiors, escort training, MCS violatiors, etc.):

(2) Bracing

473-0205



