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EXECUTIVE SUMMARY

Oyster Creek Nuclear Generating Station
Report No. 05000219/2000-002

This integrated inspection included aspects of licensee operations, engineering, maintenance,
and plant support. The report covers about a six-week period of inspection.

Plant Operations

Inadequate procedural guidance and procedural adherence caused the loss of the ‘A’
and ‘C’ 4160 volt electrical busses, which tripped multiple reactor recirculation pumps
and led to a manual reactor scram. A previous plant modification created a critical reset
step which was incorporated into the plant heat up procedures; however, this step was
not placed in the appropriate system operating procedure. Operators also failed to
follow the steps in the governing power ascension procedure in that they did not reset
the digital protection relay system as required by power ascension procedure 201.3,
“Plant Start up from Hot Standby.” This failure to follow procedures is a violation of TS
6.8.1. This matter is in the corrective action program as Corrective Action Process
(CAP) No. 2000-290. (Section 01.1)

Operators faced several unnecessary challenges prior to and after the March 1, 2000
scram. Poor engineering support and operations communications regarding a turbine
vibration monitor had the potential to cause a secondary plant transient and challenged
the operators to question the guidance in their annunciator response procedure. Level
control after the transient was inadequate and resulted in rendering the isolation
condensers unavailable for a short time. (Section O1.2)

Oyster Creek personnel missed an opportunity to thoroughly review plant conditions
following several challenges to plant operations that occurred during the shutdown on
March 1, 2000. Specifically, overheated control rod drives and a lack of change in
reactor coolant system leakage irrespective of a large pressure decrease was not
captured by the licensee prior to initiating a plant start up. (Section O1.3)

Core engineering performed a thorough estimated critical position (ECP) calculation and
provided support to operations during the reactor startup. Control room operators
demonstrated self-checking, peer-checking, 3-point communications, and safety focus
in the conduct of a methodical and well-controlled reactor plant startup. Senior reactor
operators ensured proper plant configuration, maintained proper control room decorum,
and demonstrated effective command and control during the startup. Nuclear safety
assessment (NSA) provided independent oversight of the reactor startup. Maintenance
conducted a well-controlled reactor water clean-up valve leak seal injection. Radiation
protection ensured radiation exposure was maintained as low as reasonably achievable
(ALARA). (Section O1.4)
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Maintenance

Inadequate self-checking and procedural adherence during the implementation of an
emergent work package had the potential to cause a plant transient. An additional
equipment deficiency associated with the feedwater regulating valve caused the
licensee to switch repair strategies while in the middle of performing a work package.
Personnel failed to properly communicate the status of a work package and failed to
adhere to temporary equipment procedures leaving a temporary jumper installed which
caused a minor feedwater system transient. This Severity Level IV violation is being
treated as a Non-Cited Violation, consistent with Section VII.B.1.a of the NRC
Enforcement Policy. (Section M2.1)

Engineering

The licensee’s identification of flow accelerated corrosion in the high pressure feedwater
heater shell wall indicated the licensee’s awareness of this generic industry issue. The
analytic evaluation and justification of the repair of the affected shell wall area thickness
provided for temporary restoration of the wall thickness to meet minimum wall thickness
requirements until outage R18 this October. (Section E1.1)

The Oyster Creek pipe wall thinning monitoring program was adequately implemented in
accordance with the response to Generic Letter (GL) 89-08, “Erosion/Corrosion-Induced
Pipe Wall Thinning.” Licensee monitoring of emergency service water system corrosion
and high energy flow accelerated corrosion provided for identification of corrosion
degradation in piping and components and allowed appropriate repair or replacement to
be made. (Section E1.2)

Engineering and maintenance failed to properly implement the design requirements of
the ARI system due to the mis-orientation of the ARI solenoid vent valves V-6-3237 and
V-6-3176. The valves were determined to be operable. (Section E1.3)

Oyster Creek Nuclear Generating Station (OCNGS) had appropriate procedures in
place to implement the requirements of 10 CFR 50.59. The procedures were detailed,
provided appropriate guidance, and assigned responsibility to the OCNGS staff to
perform safety evaluations. Additionally, proper guidance and controls for Updated
Final Safety Analysis Report (UFSAR) updates were in place. (Section E3.1)

Selected safety determinations/safety evaluations for review were in accordance with
established procedure requirements, were well written, and provided a suitable basis for
their conclusions. Safety evaluations were reviewed by qualified and certified
personnel. No Unreviewed Safety Questions (USQs) were identified. (Section E3.2)



Table of Contents

Engineering performed a thorough evaluation of control rod drive mechanism o-ring
leakage and cap screw cracking. Engineering and maintenance adequately planned
and implemented the repairs to 10 control rod drive mechanisms during an unplanned
outage. (Section E4.1)

OCNGS'’s 10 CFR 50.59 safety evaluation training and qualification program was
comprehensive, detailed, and was consistent with the commitments established in the
GPUN corporate plan. (Section E5.1)

The quality assurance (QA) audit of the safety review program was of good quality and
identified issues that could improve OCNGS'’s safety evaluation program. The QA audit
findings received appropriate management attention and identified issues were entered
into the licensee’s corrective action program. Additionally, self-assessments performed
were satisfactory with corrective action initiated by the licensee on all findings and
recommendations. (Section E7.1)

Plant Support

Security and safeguards activities were conducted in a manner that protected public
health and safety in the areas of access authorization, alarm stations, communications,
and protected area access control of personnel, and packages. This portion of the
program, as implemented, met the licensee's commitments and NRC requirements.
(Section S1.1)

Protected area assessment aids, protected area detection aids, and personnel search
equipment were well maintained and met the licensee’s commitments and NRC
requirements. (Section S2.1)

Security and safeguards procedures and documentation were properly implemented.
Event logs were properly maintained and effectively used to analyze, track, and resolve
safeguards events. (Section S3.1)

The security force members (SFMs) adequately demonstrated the requisite knowledge
necessary to effectively implement their duties and responsibilities with their position.
Security force personnel were trained in accordance with the requirements of the
Training and Qualification Plan, training documentation was properly maintained and
accurate, and response capabilities were exercised. (Section S4.1, S5.1)

Management support was adequate to ensure effective implementation of the security
program, as evidenced by adequate staffing levels and the allocation of resources to
support programmatic needs. (Section S6.1)

Audits were comprehensive in scope and depth, the audit findings were reported to the
appropriate level of management, and the program was being properly administered. In
addition, a review of the documentation applicable to the self-assessment program
indicated that the program was effectively implemented to identify and resolve potential
weaknesses. (Section S7.1)
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Report Details

Summary of Plant Status

The unit began the inspection period at approximately 60 percent power due to maintenance
activities on the main transformer. On February 28, 2000, power was reduced in order to
remove the main generator from service to facilitate returning the main transformer to service.
On March 1, after restoring the main transformer and returning the main generator to service, a
power ascension was in progress when errors resulted in the loss of multiple reactor
recirculation pumps which led operators to manually scram the reactor. The licensee
commenced a brief outage, 17U2, with plans to restore the facility to full power within three
days. The reactor was brought critical on March 3; however, on March 5, the licensee manually
scrammed the reactor because of an increase in unidentified leakage. This caused the
licensee to enter 17U3, a two week maintenance outage to repair leakage in the control rod
drive mechanisms, the ‘A’ recirculation pump and several valves. The reactor was brought
critical on March 17, and the facility reached 100 percent power on March 23, 2000. The plant
remained at full power for the remainder of the period.

I. OPERATIONS
o1 Conduct of Operations
01.1 Manual Reactor Scram Due to Multiple Recirculation Pump Trips

a. Inspection Scope (71707, 93702)

The inspector reviewed the circumstances that caused a loss of two 4160 volt electrical
busses and led to a manual reactor scram. Additionally, the inspectors reviewed the
post event plant parameters data.

b. Observations and Findings

On March 1, with the reactor at approximately 25 percent power, operations personnel
were in process of restoring the turbine generator to service after completing
maintenance on the M1A transformer. Once the generator was synchronized to the
grid, the operators attempted to transfer the ‘A’ and ‘C’ 4160 volt busses from the offsite
power startup transformer (SA) to the auxiliary transformer (1A). When the operator
turned the switch to close the 1A breaker, the SA breaker opened as designed and the
1A breaker closed; however, the 1A breaker immediately re-opened, and both the ‘A’
and ‘C’ 4160 volt busses lost power. The emergency diesel generator started and re-
energized the ‘C’ 4160 volt bus as designed. Three out of five reactor recirculation
pumps tripped, and the reactor operator manually scrammed the reactor as directed by
procedures.

All control rods inserted fully into the core and all plant equipment responded as
designed. A review of the plant data recorders indicated that no abnormal equipment
response was noted and the reactor power and pressure trended down appropriately.
Due to the relatively low initial power level, reactor pressure decreased quickly after the
scram. This and the coincident loss of the reactor protection system electrical bus
caused an isolation of the main steam isolation valves when reactor pressure decreased



2

to less than 850 Ibs. This loss of the main heat sink provided minimal complications to
the operators due to the low decay heat in the reactor. Some performance issues with
level control are discussed in Section O1.2 of this report.

The cause of the 1A breaker opening was a modification made to the Digital Protection
Relay System (DPRS) during 17U1 (January 28, 2000). A post transient review of the
manual reactor scram that occurred on January 21 identified that the 1A breaker failed
to open and transfer electrical loads to the startup transformers after the turbine stop
valves closed. This modification provided a trip signal to the 1A breaker when all four
turbine stop valves were closed. Although at the time of the March 1, event the stop
valves were open, the DPRS had not been reset as required by power ascension
procedure 201.3, Plant Start up from Hot Standby, prior to closing the 1A breaker. This
reset was necessary because the main steam stop valves were closed when the turbine
was taken off line a few days before to accommodate the main transformer restoration.
Although the reactor operators missed a step in the governing procedure, the inspector
noted that the actual instruction to open the stop valves was in a referenced system
operating procedure and therefore the operator performing the critical steps did not
have the opportunity to note the reset step. The inspector noted that operators in the
control room were not periodically referring to the governing procedure according to
management expectations.

The licensee performed a post transient review and concluded that human error in
conjunction with poor procedures caused this event. Immediate corrective actions
included placing the appropriate DPRS reset guidance into the procedure attachment
where the turbine stop valves are opened. The licensee also instituted additional
training for operators performing infrequent evolutions such as power ascensions.

This failure to follow procedure 201.3, Plant Start up from Hot Standby, is a violation of
Technical Specification (TS) 6.8.1, which requires that written procedures shall be
established, implemented and maintained. This Severity Level IV violation is being
treated as a Non-Cited Violation (NCV), consistent with Section VII.B.1.a of the NRC
Enforcement Policy. (NCV 05000219/2000002-01)

C. Conclusions

Inadequate procedural guidance and procedural adherence caused the loss of the ‘A’
and ‘C’ 4160 volt electrical busses, which tripped multiple reactor recirculation pumps
and led to a manual reactor scram. A previous plant modification created a critical reset
step which was incorporated into the plant heat up procedures; however, this step was
not placed in the appropriate system operating procedure. Operators also failed to
follow the steps in the governing power ascension procedure in that they did not reset
the digital protection relay system as required by power ascension procedure 201.3,
Plant Start up from Hot Standby. This failure to follow procedures is a violation of TS
6.8.1. This matter is in the corrective action program as Corrective Action Process
(CAP) No. 2000-290. (NCV 05000219/2000002-01)

01.2 Conduct of Operations Prior to and Post Reactor Scram
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Inspection Scope (71707, 93702)

The inspector observed operator performance during the plant heat up prior to the
March 1 scram, and after the transient occurred. In addition, the inspectors reviewed
the licensee’s March 1 post-transient review report Post Transient Review Group
(PTRG) 00-151 and CAP 2000-0290.

Observations and Findings

Overall, operators conducted activities with an appropriate focus on safety. However,
while observing the operators roll the main turbine up to speed and place the main
generator on line, the inspector noted a significant challenge to the operators. After the
turbine had reached its normal no load speed, the turbine high vibration alarm actuated.
The operator referenced the alarm response procedure and noted that the procedure
directed the turbine to be tripped at 13.5 mils. The inspector noted that the vibration
reading was initially above the 13.5 mils trip criteria, however it returned to a much lower
value while the senior reactor operator contacted the system engineer. Instrument and
Controls (1&C) technicians determined that the vibration probe was damaged and not
reading correctly. The inspector noted that this same problem had occurred during the
plant startup in February. At that time no deficiency tag was placed on the component
and no corrective action document was initiated. The inspector concluded that this
inadequate resolution and communication of an equipment deficiency challenged the
operators during an infrequent evolution and could have resulted in an unnecessary
turbine trip. Although the licensee replaced the damaged probe, they did not place the
poor communications issue into their corrective actions program. This issue was
identified by a human performance review group several weeks after the incident
occurred.

Several reactor water level issues also challenged the operators after the March 1
scram. Post scram level control was directed to be within the feedwater system band of
138-175" above the top of active fuel (TAF). The operator mistakenly turned off the only
operating feedpump after the scram. The mistake was realized immediately and the
pump was restarted. The reactor water level was already experiencing an expected
decrease due to the “shrink” effects of the scram and this operator action had little
impact on level at this time. The lo-level scram setpoint (138" TAF) was reached as
expected, and the operators briefly entered the level control emergency operating
procedure. After the initial level decrease, operators could not re-establish the reactor
water clean-up (RWCU) letdown path due to the loss of the electrical bus, and reactor
water level began increasing. Once reactor water level reached 170" TAF the operator
turned off both the feedwater pumps and the control rod drive pump as directed by
procedures. Reactor water level increased to approximately 180" TAF. The main steam
isolation valves received an expected isolation signal, which resulted in the loss of the
normal heat sink for the reactor making the isolation condenser the primary method of
pressure control and decay heat removal. However, the isolation condensers cannot be
used when reactor water level is above 160" TAF due to concerns about water entering
the steam piping, therefore operators used the ‘A’ electromatic relief valve to relieve
pressure in the vessel. The immediate effect was to cause a rapid water level “shrink”
in the vessel at which point the level dropped below the lo-level scram setpoint and
placed the operators back into the level control emergency operating procedure. A
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feedwater pump was started and level was restored and maintained between 138" and
160" to facilitate the use of the isolation condensers for pressure control. The inspector
concluded operators were not appropriately sensitive to level control, in particular after
the loss of the primary heat sink which increased the significance of maintaining the
appropriate level for isolation condenser operability.

Conclusions

Operators faced several unnecessary challenges prior to and after the March 1, 2000
scram. Poor engineering support and operations communications regarding a turbine
vibration monitor had the potential to cause a secondary plant transient and challenged
the operators to question the guidance in their annunciator response procedure. Level
control after the transient was inadequate and resulted in rendering the isolation
condensers unavailable for a short time.

Reactor Coolant System Unidentified Leakage

Inspection Scope (71707)

The inspector reviewed the licensee’s actions associated with identifying and resolving
an increase in reactor coolant system (RCS) unidentified leakage.

Observations and Findings

On March 4, operators noticed a sharp increase in RCS unidentified leakage. Plant staff
subsequently identified leakage from several components including 11 control rod drive
mechanisms (CRDM), the reactor water clean-up (RWCU) discharge manual isolation
valve V-16-63, the ‘A’ recirculation pump seal, and the ‘A’ and ‘B’ electromatic relief
valve (EMRYV) pilot valves. The licensee performed a controlled plant shutdown on
March 5. A two week maintenance outage (17U3) commenced.

The inspector observed that during the reactor level control problems on March 1,
operators secured the control rod drive (CRD) pump by procedure, which resulted in an
extended period with numerous CRDM temperatures exceeding 300 degrees
(Fahrenheit). The actual temperature was unknown since the recorder cannot record
greater than 300 degrees. Typical CRDM temperatures range in the vicinity of

100 degrees. Prior to the reactor shutdown, the RCS unidentified leak rate was
reported to be 0.75 gpm with the reactor pressure at approximately 1000 psi. During the
plant shutdown and cooldown, RCS unidentified leak rate remained at approximately 0.7
gpm and did not trend down with reactor pressure as expected (therefore an apparent
increase) until the pressure was less than 300 psi. This apparent increase in leakage
was not fully evaluated until operators performed a drywell entry in response to the a
sharp increase in RCS unidentified leak rate observed on March 4. The inspector
concluded that the licensee missed an opportunity to review and fully evaluate plant
conditions during the March 1 shutdown, because management focused on returning
the plant to operation as soon as possible.

Conclusions
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Oyster Creek personnel missed an opportunity to thoroughly review plant conditions
following several challenges to plant operations that occurred during the shutdown on
March 1, 2000. Specifically, overheated control rod drives and a lack of change in
reactor coolant system leakage irrespective of a large pressure decrease was not
captured by the licensee prior to initiating a plant start up.

Reactor Startup and Drywell Inspection

Inspection Scope (71707, 37551, 62707, 71750)

The inspector observed GPUN'’s activities in preparation for plant restart following the
17U3 forced outage. The inspector reviewed the estimated critical position (ECP)
calculation and discussed the ECP with core engineering. The inspector observed the
reactor startup and portions of the transition to rated pressure. The inspector conducted
a drywell inspection at 1000 psig (post startup) and observed maintenance’s leak seal
injection of a reactor water clean-up valve (V-16-63).

Observations and Findings

In preparation for the reactor startup, core engineering performed a thorough ECP
calculation. Core engineers demonstrated good technical expertise and appropriately
used engineering judgment in the evaluation of the historical reactivity bias. In addition,
core engineering provided a thorough core maneuvering plan to guide the operators
from the shutdown condition through xenon equilibrium at 100 percent power.

At 6:46 a.m. on March 16, 2000, operators placed the mode switch in “startup” and
commenced a reactor startup. During the startup, control room operators remained
focused on essential reactor parameters. Operators conducted a slow and methodical
approach to criticality and demonstrated self-checking, peer-checking and 3-point
communications. At 12:11 p.m. on March 16, operators took the reactor critical. The
operators achieved reactor criticality within a notch of the ECP prediction. The senior
reactor operators effectively maintained command and control of the evolution. The
group operating supervisor provided close oversight of the control rod manipulations
and the reactor response. The group shift supervisor maintained a broad perspective
and ensured proper plant configuration and a quiet, commotion-free control room.
Nuclear safety assessment (NSA) provided continuous coverage during the startup.
NSA assessors reviewed startup paperwork, closely monitored control room activities,
and provided independent feedback to plant management.
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In support of the 1000 psig drywell inspection, radiation protection conducted detailed
briefings, provided appropriate coverage, and ensured radiation exposure was
maintained as low as reasonably achievable (ALARA). During the 1000 psig drywell
inspection, the inspector noted: (1) thorough inspection and proper ALARA practices by
the drywell inspection team, (2) minimal under vessel leakage, (3) no leakage past the
EMRYV pilot valves, (4) little or no valve leakage (except for initial V-16-63 leakage) and
(5) no other RCS boundary leakage.

During the 1000 psig drywell inspection, maintenance identified pencil-stream leakage
from V-16-63. Maintenance management made the decision to inject the valve in an
attempt to stop or reduce the leakage. Oyster Creek maintenance contracted several
leak seal injection experts to perform the leak injection. Maintenance supervision
provided clear and prescriptive guidance concerning sealant injection limits. The
contractors injected a known and limited quantity of sealant through each of the four
injection ports. The V-16-63 leak rate decreased to approximately 30 drops per minute.
Maintenance management decided that the leakage was acceptable and not to conduct
additional injections or repair efforts.

Conclusions

Core engineering performed a thorough estimated critical position (ECP) calculation and
provided support to operations during the reactor startup. Control room operators
demonstrated self-checking, peer-checking, 3-point communications, and safety focus
in the conduct of a methodical and well-controlled reactor plant startup. Senior reactor
operators ensured proper plant configuration, maintained proper control room decorum,
and demonstrated effective command and control during the startup. Nuclear safety
assessment (NSA) provided independent oversight of the reactor startup. Maintenance
conducted a well-controlled reactor water clean-up valve leak seal injection. Radiation
protection ensured radiation exposure was maintained as low as reasonably achievable
(ALARA).

Miscellaneous Operations Issues

(Closed) Licensee Event Report (LER) 5000219/2000-001: Manual Scram Following
Multiple Reactor Recirculation Pump Trips. The events and actions discussed in this
LER were reviewed in NRC inspection report 5000219/2000-001. An in-office review of
this LER was performed. This item is closed.

(Closed) Licensee Event Report (LER) 5000219/2000-003: Manual Scram Following
Multiple Reactor Recirculation Pump Trips. The events and corrective actions
associated with this LER are described in section O1.1 of this inspection report. An in-
office review of this LER was performed. This item is closed.
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-
. MAINTENANCE

Conduct of Maintenance

General Maintenance Activities

Inspection Scope (62707)

The inspectors observed selected maintenance activities on risk significant safety-
related and non safety-related equipment to ascertain that the licensee conducted these
activities in accordance with approved procedures, TS, and appropriate industrial codes
and standards. Activities were selected based on systems, structures, or components
being contained within the scope of the maintenance rule.

Observations and Findings

The inspectors observed all or portions of the following job orders (JO):

e JO 540135 - Control Rod Drive/ Group 2

e JO 537671 - ‘A’ recirculation pump seal rebuild

® JO 509348 - Re-inject reactor water clean-up isolation valve V-16-63

e JO 540163 - 480 SWGR Breaker Inspection, Cleaning and Testing

e JO 540133 - Electromatic Relief Valve Pilot Valve Repair/Replacement

e JO 540589 - ‘B’ Feedwater Regulating Valve Calibration/Troubleshoot
Conclusions

Maintenance personnel obtained approval for work and conducted activities in
accordance with approved job orders and applicable technical manuals and instructions.
Personnel were knowledgeable of the activities and observed appropriate safety
precautions and radiological practices. The licensee was appropriately monitoring
performance for equipment within the scope of the maintenance rule.

General Surveillance Activities

Inspection Scope (61726)

The inspectors performed technical procedure reviews, withessed in-progress
surveillance testing, and reviewed completed surveillance packages. They verified that
the surveillance tests were performed in accordance with TS, approved procedures, and
NRC regulations. Activities were selected based on systems, structures, or components
being contained within the scope of the maintenance rule.
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Observations and Findings

The inspectors reviewed all or portions of the following surveillance tests:

® 651.4.001Standby Gas Treatment Test - System #1

® 680.4.001Alternate Shutdown Monitoring Instrumentation Channel Check

® 617.4.003 Control Rod Scram Insertion Time Test and Valve IST Test
Conclusions

Personnel used the appropriate procedure, obtained prior approval, and completed
applicable surveillance testing prerequisites. Personnel used properly calibrated test
instrumentation, observed good radiological practices, and properly documented test
results to ensure that equipment met TS requirements. Qualified technicians conducted
the tests and appeared knowledgeable about the test procedure.

Maintenance and Material Condition of Facilities and Equipment

Feedwater Regulating Valve Emergent Maintenance

Inspection Scope (62707)

The inspector reviewed the work package associated with an emergent maintenance
activity of the ‘B’ main feedwater regulating valve. This emergent work activity was
significant as it caused the runout of two operating feedpumps at full power and had the
potential to cause a plant trip.

Observations and Findings

A review of JO 540589 revealed that the licensee did not properly control the use of a
temporary jumper within the maintenance work process. Specifically, a jumper was
installed across the feedwater regulating valve (FRV) I/P (current to pneumatic)
converter to prevent the digital feedwater regulating control system (DFRCS) computer
from inputting an erroneous signal to the regulating valve and inadvertently closing the
valve. During this work activity the licensee originally determined that the problem was
a function of the I/P converter being out of calibration. The converter was calibrated and
reinstalled; however it was found to be out of calibration when installed. A second
converter was calibrated, installed and again found to be out of calibration. An air leak
on the signal gauge on the FRV positioner was preventing the full air signal from
reaching the actuator. The leak was repaired and the I/P converter could then be
calibrated properly. The troubleshooting iterations of this work order took several
consecutive work shifts. In addition, when the work was completed, a question
regarding the adequacy of the calibration after the replacement of the signal gauge
caused another delay in restoring the equipment to service. Lastly, an unrelated
emergent issue in the control room further delayed the post maintenance test (PMT) for
this valve. Although a pre-evolutionary brief was held for this PMT, miscommunications
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and poor procedural adherence prevented anyone from realizing the jumper was still
installed. When operations attempted to unpin the valve, with the jumper still installed,
the valve began to go closed causing the ‘A’ and ‘C’ feedwater pumps to go into a
runout condition. Operators immediately reduced power and re-opened the ‘B’ FRV.

Several factors contributed to the failure to remove a temporary jumper prior to returning
the valve to service. Initially, personnel questioned the adequacy of the I/P calibration
after the signal air had been repaired. This caused a delay in the work package as
personnel waited until the day shift to consult engineering. Engineering approved the
calibration for the new converter and communicated to operations that the valve work
was completed. This failure to follow procedures, specifically, 2400-ADM-3660.01
Conduct of Installed Instrument Troubleshooting, Calibration and Maintenance, caused
a minor system transient and is a violation of TS 6.8.1, which requires that written
procedures shall be established, implemented and maintained. This Severity Level IV
violation is being treated as a Non-Cited Violation, consistent with Section VII.B.1.a of
the NRC Enforcement Policy. (NCV 05000219/2000002-02)

Conclusion

Inadequate self-checking and procedural adherence during the implementation of an
emergent work package had the potential to cause a plant transient. An additional
equipment deficiency associated with the feedwater regulating valve caused the
licensee to switch repair strategies while in the middle of performing a work package.
Personnel failed to properly communicate the status of a work package and failed to
adhere to temporary equipment procedures leaving a temporary jumper installed which
caused a minor feedwater system transient. This Severity Level IV violation is being
treated as a Non-Cited Violation, consistent with Section VII.B.1.a of the NRC
Enforcement Policy. (NCV 05000219/2000002-02)

[ll. ENGINEERING
Conduct of Engineering

High Pressure Feedwater Heater Shell Wall Thinning By Flow Accelerated
Corrosion

Inspection Scope (37550)

The inspector reviewed the licensee’s corrective action in response to a reduction in the
high pressure (HP) feedwater heater (FWH) shell thickness. The inspector examined
the means of discovery of the wall-thinning, the root cause of the shell wall thinning, the
materials affected, the measurement of the affected shell area thicknesses, the
justification and temporary restoration of the wall thickness to meet minimum wall
requirements until refuel outage R18 scheduled for October 2000, and the plans for
restoration of shell wall thickness.

Observations and Findings
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The licensee was alerted through industry events, including a low pressure (LP) FWH
shell rupture at Point Beach Unit 1 in May 1999, to the possibility that the carbon steel
FWH shell could experience flow accelerated corrosion (FAC). Similar wear and/or shell
wall penetration of steam has occurred in piping and/or heat exchangers at other plant
sites. Degradation of the shells (wall thinning) is caused by impingement plate
deflection of entering extraction steam to impinge upon the shells.

In January 2000, the licensee found FAC in the A-285 Grade C carbon steel shells of
the three Oyster Creek HP FWHSs. The shells are 72 inches in diameter, and have 0.5
inch thick shell walls. The design pressure for the shell is 100 psi at 4300F, and the
maximum operating pressure is 75 psi. The wall thickness in areas of the A, B, and C
HP FWHs were reduced to between 0.25 to 0.30 inches, with localized wall areas
reduced to 0.21 inches (below the ASME Section VIII required wall design thickness of
0.335 inches). In addition, the licensee found two areas in ‘A’ HP FWH below 0.2
inches. Subsequent to the findings, these two areas were restored with weld-overlay by
the licensee to thicknesses consistent with the intent of the ASME Section VIII Code.

The inspector reviewed the NonDestructive Examination (NDE) Data Reports 2000-012,
1 through 20, “Ultrasonic Test (UT) shell wall thickness measurement of FWHs
HP-1-A-3, HP-1-B-3, and HP-1-C-3, and Magnetic Tests (MT) of temporary weld
repairs on FWH HP-1-3.” The inspector noted the thickness measurements were in
accordance with GPUN ISI/NDE Manual NDE-UT-03 Rev. 0, “FWH Shell Thickness
Inspection.” The data reports provided appropriate records of equipment and calibration
used in the examinations, photographs of the areas examined, and description of the
location and thicknesses recorded. The data reports were signed by Level Ill examiners
and reviewers.

The inspector reviewed analyses performed by the licensee and contracted analysts in
justification of the temporary overlay weld repair areas and the remaining reduced wall
thickness shell areas, and found them to be consistent with the intent of ASME
Section VIII. Included in the justification were the positive results of a finite element
stress analysis of the temporary overlay weld repair areas on FWH HP-1-A-3. The
analysis evaluated current stresses in the shell areas, including the increased level of
stress resulting from wall thickness reduction expected due to operation of the FWHs
until outage R18. The inspector found the wall thickness evaluations were based on
reasonable assumptions of FAC. The licensee’s acceptance criteria were the allowable
stress limits of the ASME Section VIl Code and the State of New Jersey Pressure
Vessel Rules for operation until refuel outage R18. The licensee was evaluating
permanent repair to certain areas of the shell.
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The inspector reviewed Safety/Environmental Determination and 50.59 Review,

SE 000413-004, in which the temporary repair of the thin wall sections below the
minimum allowed thickness was found to provide adequate margin of safety to allow
operation until outage R18. It was indicated in the review that the HP FWHs were not
required to safely shut down the plant or maintain shut down. The inspector found the
safety evaluation comprehensively covered the approval of the repairs in accordance
with 10 CFR 50.59.

Conclusion

The licensee’s identification of flow accelerated corrosion in the high pressure feedwater
heater shell wall indicated the licensee’s awareness of this generic industry issue. The
analytic evaluation and justification of the repair of the affected shell wall area thickness
provided for temporary restoration of the wall thickness to meet minimum wall thickness
requirements until outage R18 this October.

Monitoring of Erosion/Corrosion

Inspection Scope (49001)

The inspector reviewed the documented results of the licensee’s monitoring of piping
and component degradation in high-energy carbon steel systems, as provided in the
response to NRC Generic Letter 89-08, “Erosion/Corrosion-Induced Pipe Wall
Thinning.” Included in the review was licensee monitoring of emergency service water
system corrosion and high energy flow accelerated corrosion.

Observations and Findings

The inspector reviewed the results of commitments by GPUN to implement the
recommendations in Generic Letter (GL) 89-08 that provide for monitoring the
degradation of piping and components of high-energy carbon steel piping systems. In
the 1992 response to GL 89-08, GPUN provided that Oyster Creek initiated a monitoring
inspection methodology and documented monitoring results.

From interviews and documents provided by engineering personnel, monitoring results
were reviewed of the inspection history of the Oyster Creek “Pipe Wall Thinning
Program.” These documents include “OC FAC PROGRAM - TDR 943 - OC Flow
Accelerated Corrosion Inspection History,” and “OC ESW PIPE INSPECTION - TDR82 -
Inspection History of the licensee’s Pipe Integrity Program.” Reviewing these
documents, the inspector found detailed results of monitoring programs for emergency
service water piping corrosion and flow accelerated corrosion.
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The inspector reviewed UT and visual test (VT) results obtained from outages 10R
(1983) through 17R (1998). Descriptions were given of the locations and types of the
defects found, and the disposition of the defective piping and/or components. In an
even more technically comprehensive manner, FAC results were given by a
computerized system which allows comparison of current with past results to indicate
any progression of defects. The responsible site engineer demonstrated good
understanding of the program implementation, and corporate engineering effectively
provided overall programmatic and technical guidance.

Conclusions

The Oyster Creek pipe wall thinning monitoring program was adequately implemented in
accordance with the response to Generic Letter (GL) 89-08, “Erosion/Corrosion-Induced
Pipe Wall Thinning.” Licensee monitoring of emergency service water system corrosion
and high energy flow accelerated corrosion provided for identification of corrosion
degradation in piping and components and allowed appropriate repair or replacement to
be made.

Alternate Rod Insertion Configuration Control

Inspection Scope (37551)

On February 28, the inspectors performed a walkdown of the alternate rod insertion
(ARI) system to verify its operability and configuration control.

Observations and Findings

The inspectors identified that ARI solenoid vent valves V-6-3237 and V-6-3176 had
manufacturer stickers on them indicating that the solenoid should be mounted vertically.
Contrary to this direction, maintenance technicians mounted the solenoids
approximately 20 degrees from horizontal (V-6-3237) and horizontal (V-6-3176).
Engineering and maintenance failed to properly implement the design requirements of
the ARI system due to the mis-orientation of ARI solenoid vent valves V-6-3237 and
V-6-3176 during the initial installation in 1988.

The ARI system was successfully tested during the last refueling outage in the fall of
1998. Since ARI actuation would not be adversely affected by its current configuration
and the ARI system has passed its actuation surveillance tests, engineering determined
that the valves are operable. The inspector reviewed the operability determination with
the system engineer and determined that it was appropriate. Failure to comply with

10 CFR 50, Appendix B, Section Ill, Design Control, constitutes a violation of minor
significance and is not subject to formal enforcement action. The licensee documented
this issue in CAP 2000-0286. The licensee initiated work request #782919 to correct
the installation of the valves during the 18R refueling outage scheduled for the fall,
2000.
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Conclusions

Engineering and maintenance failed to properly implement the design requirements of
the ARI system due to the mis-orientation of the ARI solenoid vent valves V-6-3237 and
V-6-3176. The valves were determined to be operable. This is a violation of minor
significance and is not subject to formal enforcement action.

E3 Engineering Procedures and Documentation

E3.1 10 CFR 50.59 Safety Evaluation Program

a.

Inspection Scope (37001)

The inspectors reviewed the 10 CFR 50.59 safety evaluation program procedures for
OCNGS and held discussions with site personnel to determine if proper procedural
guidance had been established for implementing the requirements of 10 CFR 50.59 for
proposed changes, tests, and experiments (CTEs). In addition to the safety evaluation
program procedures, the inspectors reviewed the controlling procedure for the Updated
Final Safety Analysis Report (UFSAR) to determine if proper procedure guidance had
been established for updating and controlling the changes to the UFSAR.

Observations and Findings

The inspectors reviewed several implementing procedures for OCNGS’s 10 CFR 50.59
safety evaluation program. The procedures included corporate procedure number
1000-ADM-1291.01, “Safety Review Process,” Revision 16, engineering procedure
number 5000-ADM-1291.01, “Nuclear Safety/Environmental Determination and
Evaluation,” Revision 8, and Oyster Creek division procedure number 130, “Nuclear
Safety Review,” Revision 9. The procedures provide the basis and methods for
determining whether proposed changes, activities or tests would have an adverse effect
on existing safety or environmental conditions detailed in the site UFSAR or TSs.
Additionally, the inspectors reviewed procedure number 1000-ADM-7320.01, “Updated
FSAR Document Change Control,” Revision 6, which control updates for the UFSAR.
The inspectors found that the implementing procedures were detailed and provided
appropriate guidance for plant staff to implement the requirements of 10 CFR 50.59.
Additionally, the UFSAR updating procedure provided appropriate administrative
controls for periodically updating the UFSAR.

The inspectors reviewed the 10 CFR 50.59(b) report, dated June 4, 1999. This report
summarized changes to OCNGS systems and procedures as described in the UFSAR
for the period of June 1997 to December 1998. The inspectors selected several

samples of safety evaluations that required the UFSAR to be updated. The inspectors
verified that the UFSAR had been appropriately updated under update number eleven.
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Additionally, the inspectors selected samples of UFSAR changes for the pending
UFSAR update. The inspectors found that while the UFSAR update number twelve had
not been accomplished, appropriate documentation was in place for the pending UFSAR
update, and the changes to the UFSAR were being maintained in the OCNGS'’s
database system for staff use. Based on this review, appropriate controls for UFSAR
updates were in place.

Conclusions

The inspectors concluded that OCNGS had appropriate procedures in place to
implement the requirements of 10 CFR 50.59. The procedures were detailed and
provided appropriate guidance and assigned responsibility to the OCNGS staff to
perform safety evaluations. Additionally, the inspectors concluded that proper guidance
and controls for UFSAR updates were in place.

Review of 10 CFR 50.59 Safety Evaluations

Inspection Scope (37001)

The inspectors reviewed samples of safety determinations/safety evaluations for
permanent modifications, temporary modifications, tests and operating procedure
changes to determine the adequacy of the evaluations and to determine if any
unreviewed safety questions (USQ) existed.

Observations and Findings

The inspectors selected several safety determinations/safety evaluations for permanent
modifications, temporary modifications, tests and operating procedure changes to the
OCNGS for review. The selected safety evaluations covered a period from 1997
through 1999. Based on this review, the inspectors found in general, the safety
evaluations were well written and provided a suitable basis for their conclusions. The
inspectors identified no significant technical errors in the reviewed safety evaluations.
The reviewed samples were performed in accordance with procedures in that they
reached the appropriate conclusions. The inspectors verified that the individuals signing
as the responsible technical reviewers (RTR) and independent safety reviewers (ISR) on
the safety evaluations were qualified and certified by reviewing OCNGS training records
(Section E5.1).

The inspectors attended a plant review group (PRG) meeting. One purpose of the PRG
was to review and disposition safety evaluation issues. The inspectors found that PRG

members had a good questioning attitude and freely challenged each other in an effort

to determine resolution of safety issues. The inspectors verified that all PRG members

were current on their 10 CFR 50.59 safety evaluation training.

Based on this selected review of several safety determinations/safety evaluations, the
inspectors identified no USQs.

Conclusions



E4

E4.1

15

The inspectors concluded that selected safety determinations/safety evaluations for
review, were in accordance with established procedure requirements, were well written,
and provided a suitable basis for their conclusions. Safety evaluations were reviewed by
trained, qualified and certified personnel. No USQs were identified.

Engineering Staff Knowledge and Performance

Control Rod Drive Mechanism Leakage

Inspection Scope (37551, 62707)

On March 4, 2000, the licensee identified an increase in the unidentified leak rate from
0.7 gpm to 2.0 gpm. Plant staff performed a drywell entry on March 5, and identified 10
CRDMs leaking from the joint between the CRDM flange and the reactor vessel flange.
The inspector reviewed the CRDM repair activities and engineering’s root cause
evaluation.

Observations and Findings

Engineering performed a thorough evaluation of CRDM o-ring leakage and determined
that the most likely cause of the CRDM o-ring leakage was a combination of a larger
than typical thermal transient, material aging, and more stringent inspection techniques.
The thermal transient was caused by operators restoring control rod drive cooling flow
after it had been secured for approximately 4 to 5 hours as directed by plant abnormal
operating procedures following the plant shutdown on March 1, 2000.

The inspectors reviewed documentation and observed maintenance activities and
determined that the CRDM o-ring replacement was adequately performed with an
appropriate level of supervision by maintenance, engineering and quality assurance
personnel.

During the replacement of the CRDM o-rings, technicians identified a visual crack
indication on one of the cap screws which fasten the CRDM to the reactor vessel. Eight
cap screws are used to fasten each CRDM. Engineering performed an extensive
inspection to determine the extent of cracks on CRDM cap screws. One cap screw out
of 128 cap screws had a visual indication. The visual indication was within
specifications for re-use, however, Oyster Creek does not re-use cap screws. A GE
analysis concluded that the cause of the indication on CRDM flange cap screw was
stress corrosion cracking in a crevice region of the bolt with possible aggravation by
fabrication irregularities. In all cases, the cap screws were within the requirements of
design specification. The deepest indication measured by GE was 0.077 inch.
According to GE SIL 483 Revision 2, dated August 5, 1992, a indication this deep does
not prevent an individual bolt from performing its structural function. From its evaluation
of indication data, GE concluded that structural integrity and plant safety are not
affected. The inspector discussed these results with licensee engineers, reviewed GE
and licensee documentation, and determined that engineering performed a thorough
inspection and analysis of the cap screw cracking, and that there was no effect on the
structural integrity of the CRDMs.

Conclusions
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Engineering performed a thorough evaluation of control rod drive mechanism o-ring
leakage and cap screw cracking. Engineering and maintenance adequately planned
and implemented the repairs to 10 control rod drive mechanisms during an unplanned
outage.
Engineering Staff Training and Qualification

Review of 10 CFR 50.59 Training Program

Inspection Scope (37001)

The inspectors reviewed the training and qualification program for OCNGS personnel
involved in the 10 CFR 50.59 safety evaluation program to determine the adequacy of
training and to evaluate the certification of personnel responsible for performing the
RTR and ISR functions. Additionally, a review was performed of training of personnel
as a result of the development of new procedures affecting safety systems.

Observations and Findings

The inspectors reviewed the 10 CFR 50.59 safety evaluation training and qualification
program for OCNGS personnel responsible for performing as the RTR and the ISR for
safety determinations/safety evaluations. This review included the lesson plan, class
materials, an example of the class exam, and review of training records of selected
OCGNS personnel. The inspectors found that training and certification for the safety
evaluation program were consistent with commitments established in GPUN corporate
plan 1000-PLN-7200.01, “GPU Nuclear Operational Quality Assurance Plan,”

Revision 12. The inspectors also found that the lesson plan was comprehensive,
detailed, and provided current industry practices for the safety evaluation process. The
lesson plan included a detailed explanation of OCNGS'’s safety evaluation process,
Nuclear Energy Institute’s (NEI) guidance document on the safety evaluation process,
lessons learned, several case studies of actual safety evaluations, the duties of
individuals involved in the safety evaluation process, and the latest changes to the
implementing procedures. Through discussions with OCNGS’s 10 CFR 50.59 training
staff, the inspectors found that at the conclusion of the training, trainees were required
to achieve 80% or greater on an exam. This passing requirement must be achieved for
OCNGS staff to perform the RTR and the ISR functions for safety determinations/safety
evaluations. The exam contained twenty-five randomly selected questions from a
maintained database of questions regarding OCNGS'’s safety evaluation program. The
reviewed exam appropriately tested the trainee’s knowledge of OCNGS'’s 10 CFR 50.59
safety evaluation program. The inspectors verified that the current lesson plan
contained the latest revision of the implementing procedures. The inspectors found that
the 10 CFR 50.59 safety evaluation training and qualification program was acceptable.
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Conclusion
OCNGS’s 10 CFR 50.59 safety evaluation training and qualification program was
comprehensive, detailed, and was consistent with the commitments established in the
GPUN corporate plan.
Quiality Assurance in Engineering Activities

Review of 10 CFR 50.59 Quality Assurance (QA) Audit and Self-Assessments

Inspection Scope (37001)

The inspectors reviewed a QA audit and self-assessments of OCNGS'’s safety
evaluation program to determine the adequacy of the review and the licensee response
to the QA audit and self-assessment findings.

Observations and Findings

The inspectors reviewed QA audit S-OC-99-08, “Safety Review Program,”

November 1, 1999, and found it of good quality with identification of issues that could
improve OCNGS's safety evaluation program. These issues included safety evaluations
for completed modifications that had not received ISRs prior to turnover, safety
evaluations for which no objective evidence could not be found to document that an ISR
had been performed, and administrative deficiencies, such as missing printed names
and signatures, found on safety determinations and evaluations. The inspectors found
QA findings received appropriate management attention. The inspectors verified that
these issues had been placed in OCNGS'’s corrective action process for resolution. The
inspectors found that this was acceptable.

The inspectors reviewed two self-assessments performed in 1997 and 1998 to
determine the extent and effectiveness in identifying areas of weakness in the safety
evaluation program and to evaluate licensee corrective action on findings identified.
The inspectors noted that the self-assessment process resulted in the identification of
three findings. Two of the findings were introduced into the licensee’s corrective action
program. One finding was of a minor deficiency and corrective action consisted of
feedback to the originator of the specific safety evaluation. No major deficiencies in the
program were identified as a result of the self-assessment process.

Conclusion

The QA audit of the safety review program was of good quality and identified issues that
could improve OCNGS'’s safety evaluation program. The QA audit findings received
appropriate management attention and identified issues were entered into the licensee’s
corrective action program. Additionally, self-assessments performed were satisfactory
with corrective action initiated by the licensee on all findings and recommendations.
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Miscellaneous Engineering Issues

(Closed) Licensee Event Report (LER) 5000219/2000-002: Unanalyzed Condition With
Backup Pressure Regulator Inoperable Between 25% and 90% Power. A vendor
service letter informed the licensee that during operation without a backup pressure
regulator, a downscale failure of the primary pressure regulator could cause closure of
the turbine control valves without opening the bypass valves or actuation of the
anticipatory reactor scram associated with the control valve closure. Consequently, a
scram would occur on either high neutron flux or high reactor pressure, depending on
valve closure speed and initial reactor power. The letter also stated that at less than
90% power a downscale pressure regulator failure without backup, may challenge the
previously analyzed thermal limits. In a review of the operating history of Oyster Creek,
the license identified periods of power operation at less than 90% when the backup
pressure regulator was out of service. Upon notification of this circumstance, the
licensee placed administrative controls on the operation of the plant when a backup
pressure regulator is out of service and will complete a plant specific analysis to confirm
sufficient margin to thermal limits exists while operating greater than or equal to 90%
power. The inspector reviewed the licensees administrative controls and found them in
accordance with the LER. This item is closed.

IV. PLANT SUPPORT
Radiological Protection and Chemistry (RP&C) Controls
General Observations (71750)
During radiologically controlled area (RCA) tours the inspectors observed that
technicians: posted proper warning signs, conducted adequate radiological monitoring
of personnel and materials leaving the RCA, maintained monitoring instrumentation
functional and in calibration, and maintained radiation work permits (RWPs) and survey
status boards up-to-date and accurate. Technicians observed activities in the RCA and
verified that personnel complied with the requirements of applicable RWPs, and that
workers remained aware of the radiological conditions in the area.
Conduct of Security and Safeguards Activities

General Observations

Inspection Scope (81700)

Determine whether the conduct of security and safeguards activities met the licensee's
commitments in the NRC-approved security plan (the Plan) and NRC regulatory
requirements. The security program was inspected during the period of

March 13-16, 2000. Areas inspected included: Access Authorization (AA) program;
alarm stations; communications; and protected area (PA) access control of personnel
and packages.

Observations and Findings
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The Access Authorization program was reviewed to verify implementation was in
accordance with applicable regulatory requirements and Plan commitments. The review
included an evaluation of the effectiveness of the AA procedures, as implemented, and
an examination of AA records for nine individuals. The AA program, as implemented,
provided assurance that persons granted unescorted access did not constitute an
unreasonable risk to the health and safety of the public.

Operations of the Central Alarm Station (CAS) and the Secondary Alarm Station (SAS)
were reviewed. Both alarm stations were determined to be equipped with appropriate
alarms, surveillance and communications capabilities. Interviews with the alarm station
operators found them knowledgeable of their duties and responsibilities. Observations
and interviews also verified that the alarm stations were continuously manned,
independent and diverse so that no single act could remove the plant’'s capability for
detecting a threat and calling for assistance and the alarm stations did not contain any
operational activities that could interfere with the execution of the detection, assessment
and response functions.

Reviews of communication tests for the last six months and discussions with alarm
station operators determined that the alarm stations were capable of maintaining
continuous intercommunications, continuous communications with each security force
member (SFM) on duty, and alarm station operators were testing communication
capabilities with the local law enforcement agencies as committed to in the Plan.

On March 14 and 15, 2000, during peak activity periods, personnel and package search
activities were observed at the personnel access portal. Positive controls were
determined to be in place to ensure only authorized individuals were granted access to
the PA and that personnel and hand-carried items entering the PA were properly
searched.

Conclusions

The licensee was conducting its security and safeguards activities in a manner that
protected public health and safety and this portion of the program, as implemented, met
the licensee's commitments and NRC requirements.

Status of Security Facilities and Equipment

Security Equipment

Inspection Scope (81700)

Areas inspected were: PA assessment aids; PA detection aids and personnel search
equipment.
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Observations and Findings

On March 14 and 15, 2000, the effectiveness of the assessment aids was evaluated by
observing the PA perimeter on closed circuit television (CCTV), in the CAS and the
SAS, respectively. The evaluation of the assessment aids was accomplished by
observing, on CCTV, an SFM performing a perimeter patrol. The assessment aids had
good picture quality, view and zone overlap. Additionally, to ensure Plan commitments
were satisfied, the licensee had procedures in place requiring the implementation of
compensatory measures in the event the alarm station operator was unable to properly
assess the cause of an alarm.

On March 14, 2000, while observing the assessment aids, testing was also observed of
selected intrusion detection zones in the plant PA. The appropriate alarm was
generated in each zone for each test. Through observations and review of the testing
documentation associated with the equipment repairs for the last six months, it was
verified that repairs were made in a timely manner and that the equipment was
functional and effective, and met the commitments in the Plan.

On March 14, 2000, both the routine use and the daily operational testing of the
licensee’s personnel and package search equipment were observed. Personnel search
equipment was being tested and maintained in accordance with licensee procedures
and the Plan and personnel and packages were being properly searched prior to PA
access.

Observations and procedural reviews determined that the search equipment performed
in accordance with licensee procedures and Plan commitments.

Conclusions

The licensee’s security facilities and equipment were determined to be well maintained
and reliable, and were able to meet the licensee’s commitments and NRC requirements.

Security and Safeguards Procedures and Documentation
Security Procedure Review

Inspection Scope (81700)

Areas inspected were: implementing procedures and security event logs.

Observations and Findings

Review of selected security program implementing procedures, associated with
personnel search, vehicle search and equipment testing verified that the procedures
were consistent with the Plan commitments.
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The Security Event Logs for the previous twelve months were reviewed. Based on this
review, and discussion with security management, it was determined that the licensee
appropriately analyzed, tracked, resolved and documented safeguards events.
Conclusions
Security and safeguards procedures and documentation were being properly
implemented. Event Logs were being properly maintained and effectively used to
analyze, track, and resolve safeguards events.
Security and Safeguards Staff Knowledge and Performance

Security Staff Performance Review

Inspection Scope (81700)

Area inspected was security staff requisite knowledge.

Observations and Findings

Throughout the inspection, SFM’'s were observed during the performance of their routine
duties. These observations included alarm station operations, personnel and package
searches, and exterior patrol alarm response. Additionally, SFMs were interviewed and
based on the responses to questioning concerning their duties, it was determined that
the SFMs were knowledgeable of their responsibilities and duties, and could effectively
carry out their assignments.

Review of documentation of 10 contingency response drills and critiques disclosed that
the licensee is exercising this portion of the program. The review also disclosed that the
licensee is using lessons learned from the drills to modify and refine the response plan
to improve its effectiveness.

Conclusions

The SFMs adequately demonstrated the requisite knowledge necessary to effectively
implement the duties and responsibilities associated with their position.

Security and Safeguards Staff Training and Qualifications (T&Q)
Training Review

Inspection Scope (81700)

Areas inspected were security training and qualifications, and training records.
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b. Observations and Findings

On March 15, 2000, T&Q records of 10 SFMs were reviewed. The results of the review
indicated that these personnel were trained in accordance with the approved T&Q plan.

Through review of training records, it was determined that the records were properly
maintained, accurate and reflected the current qualifications of the SFMs.

C. Conclusions
Security force personnel were being trained in accordance with the requirements of the
T&Q Plan. Training documentation was properly maintained and accurate. The training
staff provided effective training.
S6 Security Organization and Administration

S6.1  Security Organization Review

a. Inspection Scope (81700)

Areas inspected were management support and staffing levels.

b. Observations and Findings

Review of program implementation since the last program inspection disclosed that
adequate support and resources continued to be available to ensure effective program
implementation.

The total number of trained SFMs immediately available on shift met the requirements
specified in the Plan and implementing procedures.

C. Conclusions
The level of management support was adequate to ensure effective implementation of
the security program, as evidenced by the allocation of resources to support
programmatic needs.
S7 Quality Assurance (QA) in Security and Safeguards Activities
S7.1 Security QA Review

a. Inspection Scope (81700)

Areas inspected were: audits, problem analyses, corrective actions and effectiveness of
management controls.
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Observations and Findings

The 1999 QA Security Program and Fitness-for-Duty Audits were reviewed. The review
disclosed that they were comprehensive in scope and depth.

A review of data derived from the security department's self-assessment program
indicated that potential weaknesses were being properly identified, tracked, and
trended.

Review of corrective actions implemented by the licensee, in response to the QA audits
and self-assessment program, disclosed that all corrective actions had been
implemented and were effective.

The licensee had programs in place for identifying, analyzing and resolving problems.
They included the performance of annual QA audits, a departmental self-assessment
program and the use of industry data, such as violations of regulatory requirements
identified by the NRC at other facilities, as a criterion for self-assessment.

Conclusions

The review of the licensee's audit program indicated that the audits were comprehensive
in scope and depth, that findings were reported to the appropriate level of management,
and that the program was being properly administered. In addition, a review of the
documentation applicable to the self-assessment program indicated that the program
was being effectively implemented to identify and resolve potential weakness.

V. MANAGEMENT MEETINGS
Exit Meeting Summary

The inspectors provided a verbal summary of preliminary findings to senior licensee
management at an exit meeting on April 6, 2000. During the inspection period,
inspectors periodically discussed preliminary findings with licensee management.
Inspectors did not provide any written inspection material to the licensee. The licensee
did not indicate that any of the information presented at the exit meeting was
proprietary.
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PARTIAL LIST OF PERSONS CONTACTED

Licensee (in alphabetical order)

V. Aggarwal, AmerGen Engineering

R. Brown, NSCC

G. Busch, Manager, Nuclear Safety & Licensing
D. Covill, GPUN

R. DeGregorio, AmerGen

R. Ewart, Site Security Manager

R. Fitts, NSA

D. Kelly, GPUN Licensing

J. Kowalski, Training and Education Director
D. LeQuia, AmerGen

S. Levin, Acting Vice President

H. Malone, Comp & Programs Engineer

D. McMillan, Director, Equipment Reliability
K. Mulligan, Plant Operations Director

J. Perry, Plant Maintenance Director

R. Pezzella, Security Operations and Maintenance Supervisor
D. Robillard, NSA

T. Quintenz, Engineering

J. Rogers, GPUN Licensing

W. Romberg, GPUN

P. Scallon, GPUN Safety Review Group

D. Slear, Director, Configuration Control

J. Solakiewicz, Quality Verification

P. Tamburo, Mechanical Engineer

R. Tilton, Manager, Assessment

J. Yacyshyn, AmerGen

NRC (in alphabetical order)

L. Dudes, Senior Resident Inspector

T. Hipschman, Resident Inspector

A. Lohmeier, Senior Reactor Engineer

W. Ruland, Chief, Electrical Branch

J. Schoppy, Senior Resident Inspector, Hope Creek
G. Smith, Senior Security Specialist

K. Young, Reactor Engineer

INSPECTION PROCEDURES USED
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37001 10 CFR 50.59 Safety Evaluation Program

37550 Engineering

37551 Onsite Engineering

49001 Inspection of Erosion/Corrosion/Flow-Accelerated Corrosion Monitoring

Programs

61726 Surveillance Observation

62707 Maintenance Observation

71707 Plant Operations

71750 Plant Support

81700 Physical Security Program for Power Reactors

93702 Onsite Event Response

ITEMS OPENED AND CLOSED

Opened\Closed

Number Type Description

5000219/2000-002-01 NCV Inadequate procedural guidance and
procedural adherence caused the loss of
the 4160A electrical bus which tripped
multiple reactor recirculation pumps and led
to a manual reactor scram. (Section O1.1)

5000219/2000-002-02 NCV Inadequate self checking and procedural
adherence during the implementation of an
emergent work package had the potential to
cause a plant transient. (Section M2.1)

Closed

Number Type Description

5000219/2000-001 LER Manual Scram Following Multiple Reactor
Recirculation Pump Trips. (Section 08.1)

5000219/2000-002 LER Unanalyzed Condition With Backup
Pressure Regulator Inoperable Between
25% and 90% Power. (Section E8.1)

5000219/2000-003 LER Manual Scram Following Multiple Reactor
Recirculation Pump Trips. (Section 08.2)

LIST OF ACRONYMS USED
AA Access Authorization
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ALARA As Low As Reasonably Achievable

ARI Alternate Rod Insertion

ASME American Society of Mechanical Engineers
ATWS Anticipated Transient Without Scram

CAP Corrective Action Process

CAS Central Alarm Station

CCTV Closed Circuit Television

CFR Code of Federal Regulations

CRD Control Rod Drive

CRDM Control Rod Drive Mechanism

CTE Changes, Tests, and Experiments

DFRCS Digital Feedwater Regulating Control System
DPRS Digital Protection Relay System

DRP Division of Reactor Projects

DRS Division of Reactor Safety

ECP Estimated Critical Position

EMRV Electromatic Relief Valve

FAC Flow Accelerated Corrosion

FFD Fitness-For-Duty

FRV Feedwater Regulating Valve

FWH Feedwater Heater

GL Generic Letter

GPUN General Public Utilities (GPU) Nuclear
HP High Pressure

1&C Instrument and Controls

/P Current to Pneumatic

ISR Independent Safety Reviewer

IST In-Service Test

JO Job Order

LP Low Pressure

MT Magnetic Test

NCV Non-Cited Violation

NDE Non-Destructive Evaluation

NEI Nuclear Energy Institute

NRC Nuclear Regulatory Commission
NRR Office of Nuclear Reactor Regulation
NSA Nuclear Safety Assessment

OCNGS  Oyster Creek Nuclear Generating Station
PA Protected Area

PDR Public Document Room

PMT Post Maintenance Test

PRG Plant Review Group

PTRG Post Transient Review Group

QA Quality Assurance

RBCCW  Reactor Building Closed Cooling Water
RCA Radiologically Controlled Area

RCS Reactor Coolant Ssytem

RP&C Radiological Protection and Chemistry
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RTR
RWCU
RWP
SAS
SFM
T&Q
TAF
TS
UFSAR
USQ
uT

VT

Responsible Technical Reviewer
Reactor Water Clean-Up
Radiation Work Permit
Secondary Alarm Station
Security Force Member

Training and Qualification

Top of Active Fuel

Technical Specification

Updated Final Safety Analysis Report
Unreviewed Safety Question
Ultrasonic Test

Visual Test



