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ABSTRACT

The global system scaling analysis for the Advanced Pressurized Water Reactor AP600 of Westinghouse has been
performed in five main time phases for the 1-inch Cold-Leg break, to determine whether three related and already
existing test facilities, namely the Advanced Plant Experiment (APEX) facility located at Oregon State University
(OSU) at Corvallis, the Rig of Safeygsessment (BSA) Large Scale Test Héty located in Tokai-mura, Japan, and

the Simulatore per Esperienze di Sicurezza (Simulator for Safety Expaimealysis, SPES-2) located in Piacenza,

Italy, represent the A®0 reactor. The scaling analysis is the top-down, global system analysis. It is intended to
establish thermodynamic similarity between AP600, APEXSR, and SPES at the level of cattisystem response

and dynamic interaction between the system components. It is intended also to rank global transport processes
according to their importance and to identify possible deviations from thermohydraulic similarity, or scale distortion.

The causative process related and the fractional scaling methods were employed, the former for its ability to scale
separately the capacitance terms of the governing conservation equations, for assessing individual process response
frequencies, the latter for assessing directly the fractional impact of transport processes on the time rates of change.
Both methods providscaling groupswhich measure the impact of processes on the system response, serve to rank
phenomena and assess scale distortions.

The total of 127 phenomena has been scaled for the five main time phases with four subphasd27 @h#reomena,
75 were found to be dirst-order importanceand 39 to have top priority importance, respectively, because the
corresponding scaling groups are greater than 1/10 and 8/10 of the respective greatest scaling group.

At least one of the three test facilities APEXQ®A, and SPES scales every important phenomenon at least once for
every phase and subphase, except two, without signifiistortion because the scaling groups corresponding to the
first-order important phenomena fall for at least one of the test facilities between % and 2 times the value of the
corresponding important AP600 scaling group. Both exceptions are important for code assessment, only the second
one (due to PRZ injection durilgDS-4 Blowdown) is important for simulating minimum liquid inventory in the
Reactor Pressure Vessel. The simulation of minimum liquid inventory due to PRZ injection is conservatively distorted
in ROSA and SPES. Scaling alone cannot decide whether the distortion in APEX isatdresesince the distortion

causes two competing processes.

The largest number of first-order important phenomena evaluated for any one phase is 19; this number covers primary
and secondary side system depressurizations, inventories of the system, the Pressurizer, the Core Make-up Tanks, and
the Passive Residual Heat Rejection system, the temperatures of the single-phase liquid in the primary system and the
above components, and the mass flow rates of the seven-loop system.

The mathematical models, the scope, the scaling method and scaling principles, and the scaling results of the scaling
analyses of INEL for AP600, APEX, ROSA, and SPES, and of WestinghouseG00ARPEX, and SPES have been
compared with the scaling analyses presented in this report. Seritaisdinsi were found in these analyses, and there

are conflicts between the assessment of scale distortions presented here and in the previously published analyses by
INEL and Westinghouse.

This report describes generically the system and transient scenario, and presents the results of the scaling analysis but
no proprietary information about the AP600 system.
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EXECUTIVE SUMMARY

The objective of the scaling effort reported here is to assess the capability of the three test facilities ABBX, Bnd

SPES to simulate thglobal system rgmnseof the AP600, to the extent that global processes and phenomena taking
place in the AP600 will also occur in the test facilities, and that the global system response in terms of component
interactions is the same in AP600 and the test facilities. The scaling analysis has been carried out for the 1-inch
diameter Cold Leg break, to develop the similarity criteriagtmbal system responsad for thedynamic interaction
between system componeatsl

(1) toidentify theleading processes and phenomeasgponsible for maintaining threactor coolant inventory
high enough to keep the reactor core covered and cooled.

(2) to quantify thescale distortionsif any, for the leading phenomena and to interpret the significance of the
scale distortion with regard to minimum coolant inventory and the prediction of minimum inventory by
computer code.

The assessment of relative importance and of scale distortion is needed to ascertain that transport phenomena take
place in the same heat transfer and flow regimes in the test facilities as in the full-size plant. This assessment is not
possible with any computer code, unless the computer code is programmed to evaluate scaling criteria. Without the
assessment, one cannot use test data to determine whether or not the closure relations in a computer code are applicable
to the full-size plant. All three test facilities are required for assessing the capability of a code to predict AP600
transients, as each facility is limited to the siation of selected phases and phenomena, as identified in the matrices

of [1-Groups in Section 6.2 and summarized in Section 6.3.

Approach. The AP600 thermohydraulic system is described (Figure 1.1). The transient is subdivided into five phases,
some of which are further subdivided into subphases (Figure 3.1). The events occurring in each phase are described
(see summary in Table 3.1). The global systems, or top-down, scaling methodology of Wulff [17] is followed. Scaling
criteria and their relation to scaling &-Groups are introduced and two scaling principles are restated [17]; both are
needed to establish the relation betwBeGroups, plant-specific characteristics, importance of phenomena, and scale
distortion.

The scaling criteria are expressed through scaling @roups and derived by normalizing mass, momentum, and
energy conservation equations which are applied to clearly identified control volumes. The conservation equations are
combined with thermal and caloric equations of state to form the model description. Every scaled equation produces
one fewer scaling criterion than the number of terms in the equation, and-@reup that equals 1; only the scaling

groups which differ from unity impose scaling requirements. The rules for selecting reference parameters for
normalizing the conservation equations are dictated by the above-mentioned modeling principles; reference parameters
are estimated only from specified geometric data, specified initial conditions, and specified trip set points, they are
constants and selected or estimated for every phase of the transient.tiffiegien of reference parameters introduces
modeling assumptions and uncertainties. The reference parameters were, therefore, confirmed to the extent possible
with available test data (Table 5.15).

A working definition ofimportance of phenomerteas been introduced in Section 4.5 on the basis of scaling groups.

A scaling criterion and its associated phenomenon are of first-order importance if its impact on the transient AP600
system response is of the same order of magnitude as the most important phenomenon, that is, if the corresponding
scaling group is greater than 1/10 of the largest scaling group in its normalized conservation equation for AP600. A
large number of first-order phenomena, which governing the depressurization transient, met this criterion and
prompted an additional definition for phenomena of top priority importance whose corresponding scaling group is
greater than 8/10 of the largest scaling group in its normalized conservation equation for AP600.

A working definition ofscale distortiorhas been adopted in Section 4.6 on the basis of scaling groups. An important
phenomenon is considered to be scale-distorted in a test facility if the associated scaling group differs from the cor-
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responding scaling group of AP600 by more than the factor of 2, by being less than % or more than 2 times value of
the AP600 scaling group. The factor 3 criterion has also been evaluated to establish the sensitivity of the distortion
assessment to the criterion. Approximately half of the phenomena which met the factor 2 criterion met also the factor
3 criterion. A scale distortion is calletbnservativef the associated process has the tendency to produce lower
minimun RPV inventory or less subcooling in the test facility than in the AP600 power plant. Otherwise, the scale
distortion is called nonconservative.

Global scaling groups are arranged in a matrix (presented in Section 6.2 as one table for every conservation equation)
with a column each for AP600, APEX, ROSA, and SPES, and with a row for every phenomenon of the transient.
Importance of phenomeria then determined by comparing the matrix elements inctiiemnof AP600 and by

applying the above criterion of importance of phenomena (see Section3kc8)e distortiorof a phenomenon in a test

facility is determined by comparing the theatrix elements in theow of that phenomenon and by applying the above
criterion of scale distortion of phenomena (see Section 4.6).

Two scaling methods were used in the work reported here. Each method has its distinct advantages. The first method
produces theausative process relatestaling groups ofl-Groups which scale, compare, and rank phenomena and
processes relative to tisausative processefeach phase. The causative process initiates the transient of a phase and

is readily recognized as the break flow, the flows through the valves of the Automatic Depressurization SiBFmM (

all of which are responsible for the depressurization from initial full-load pressure to ambient containment pressure,
and the discharge flow from the In-containment Refueling Water Storage Tank (IRWST) which initiates and dominates
the long-term cooling of the reactor core.

The first method scales the capacitance terms individually, i.e., the terms with the time derivative, namely the
volumetric capacitance, the thermal and caloric capacitances, and the inertia or dynamic capacitances. The scaling
group of the capacitance term is the ratio of the characteristic response tine of the specific change (e.g., of pressure,
inventory, temperature, or flow rate) that is governed by the scaled equation (e.g., for depressurization, inventory
draining, heating, or cooling, etc.) over the characteristic system reference time of the phase under consideration. If
the scaling group of the capacitance term is much smaller than unity, then that specific change is completed very early
in the phase. If it is much larger than unity, then the process is nearly a steady-state process relative to the overall
system response. If the scaling group of the capacitance term is unity then the characteristic system response time is
also the response time of the specific cafzance. Thusthe causative process related method of scaling reveals with

a single scaling group how close a particular change is to steady-state conditindshow important the source and
flux-related processes, which bring about the change, are relative to the causative process. Finally, the first scaling
method implies normalization with respect to a design-specific process, the causative process which turns out to be also
controlled in the test facility.

The second scaling method producesftaetional scaling ol 1-Groups which show th&actional impact on the time-

rate of changdor each source and flux-related process. Every scaling group equals the fractional contribution of the
associated phenomenon to the tdtade rate of changef the system-defining state variables, such as pressure, mass
inventory, temperature, and flow rate (see Figure 4.3). The fractional method scales, compares, and ranks phenomena
directly on the basis of their importance on the system or component changes during a phase.

Both methods serve independently to meet the stated objectives of the reported work, namely to identify important
phenomena and scale distortions. Only the fractional scaling method is used in this report for assessing importance
and scale distortion because it gives directly the fractional change of state variables brought about by any flux or
source-type phenomenon in the overall system and in major components. There is no difference between scaling
groups from the two methods if the system reference time is equal to the system or component response time, because
the capacity-relateld-Group is then unity. Westinghouse employed the first method in their scaling analysis [16], and
INEL the second method [15].

The resultsare summarized in Section 6.3 and briefly stated here on the basis of the fractional scaling groups obtained

from thefractional scaling method. Of the 1Xractional scaling orfI-Groups evaluated for the five phases with six
subphases, and each for AP600, APEX, ROSA and SPES, 75 (or 59%) are found to be associgteeheitiena of
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first-order importance 39 (or 30%) are ofop priority importance The phenomena dirst-order importancefor
AP600 are identified by green numbers in the AP600 columns dfitFoup matrices (tables) in Section 6.2; bold
green is used faop priority importance The number of evaluated important global scaling criteribl-gsroups for
any time period or subphase varies between 5 (Subphase 1.2) and 19 (Subphase 2.1).

All important global phenomena are scaled without distortion in at least one of the three test facilities, except for two
phenomena:

(1) Flow inertia, or the ratio of inertia over pump forces during the Initial Depressurization Phase (this distortion
has no impact on minimum reactor vessel inventory), and

(2) the effect of Reactor Pressure Vessel (RPV) Injection from the Pressurizer (PRZ), during the ADS-4 Blow-
down Phase. This distortion does affect the RPV inventory at the beginning of Phase 5 during which the RPV
inventory is expected to reach its minimum. APEX has a disproportionally high rate of injection from the PRZ
into the RPV which causes also the ADS-4 flow at the PRZ side of the plaattdim low quality. The scale
distortion may lead, therefore, to non-conservative simulation of AP600 minimum inventory by APEX, depending
on whether the effect of lower-quality discharge throughABS-4 valve on the PRZ sidails to cancetluring
Phase 4 the beneficial effect from tinéially greater RPV injection rate from the PRZ. ROSA and SPES simulate
the impact on RPV minimum inventory from PRZ injection into the RPV conservatively, because the PRZ injection
is negative in ROSA and SPES at the beginning of Phase 4.

Of the 75 first-order important global scaling criteria, evaluated for the five phases with six subphases as fractional
[1-Groups for each test facility, 23 (81%) show scale distortion for APEX, 21 (or 28%) for ROSA, and 11 (or 15%)

for SPES. This assessment is based on the {#2, 2} or factor 2 criterion adopted in Section 4.6. If d/4e&jeor{

factor 3 criterion had been adopted, then only half as many scale distortions show for each facility.

APEX has the largest number of, namely 23, scale distortions, but 18 of the 23 scale distortions reduce to five common
causes. The leading cause is inappropriate low-pressure scaling. All but 3 scale distortions in APEX are conservative.
The most important scale distortion in SPES, which has the fewest distortions, is caused by its disproportionately large
structural heat capacities. SPES has only one noncaatgrescale distortion. Details on global scale distortions are
found in Section 6.3.

The dynamic and quasi-static flafistributionsin the system, or theomponent interactiongre scaled by the metrics

of gravity, flow inertia and flow impedance, respectively. AP600, APEX, and SPES have 4 interconnected flow loops
prior to the activation of CMT and PRHR systems (Phase 1), 7 loops prior to IRWST activation (Phases 2 through 4),
and 6 loops after IRWST activation (Phase 5). None of the three test facilities simulates flow distribution without scale
distortion, except ROSA for normal operation, prior to the break opening (Phase 1).

Section 6.2 presents for the first four phases the total of 158 metric elements of gravity, flow inertia, and flow
impedancalistributionsfor natural circulation.

While the passive systems, i.e., Core Make-up Tanks (CMT) and Accumulators, are active during Phases 2 to 4, only
the gravity metrics are not scale-distorted. The inertia and important impedance metrics of all three facilities are
distorted.

APEX has threénertia distortions ofminor consequenceAll impedancalistortions imply greater flow resistance
outside the reactor vessel of APEX than of AP600. This causes the coolant to prefer accumulation in the vessel of
APEX more than in the reactor vessel of AP600, and the distortions are, thereforanservative

ROSA has nineteen inertia distortions, five in the main loops, six in the CMT loops, three in the PRHR loop, two in

the PRZ surge line, and three affecting the break flow. None of the inertia metric distortions affect the RPV inventory;,
even thoughine of the nineteen inertidistortions in ROSA are, in principl@onconservative ROSA has greater
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flow resistance in the reactor vessel than AP600, which retards the flow into the core and md&editigescale
distortionsof flow impedance in ROSAonservative

SPES has eiglimertia distortions, none in the main loops, fononconservativenes in the CMT loops, ongoncon-
servativein the PRHR loop, and threeonconservativ@nes in the PRZ surge line. None of the inertia metric
distortions affect the RPV inventory, because the flows respond in a very small fraction of the characteristic times of
depressurization, inventory change, or thermal response. SPES has much lower resistance in the reactor vessel than
AP600, which enhances the flow into the core and makes the leading scale distortionsioigledancen SPES
nonconservative

During IRWST and Sump injection, i.e., during Phases 5, only impedance distributions are important because the flow
is quasi-steady. The flow in APEX prefers, relative to AP600, to actataun the Steam Generators, to leave through

the break, and it finds more resistance in the vessel. The ex-vessel impedance distortion is, therefereative
However, the steam will vent more readily through the ADS-4 valves, reducing the Upper Plenum pressure and raising
the mixture level in the Upper Plenum. The RPV-to-ADS-4 flow resistance in APEXIEonservativelgcale
distorted. The flow in ROSA is retarded through the break and the ADS-4 valves, and finds it easier to get into the
vessel due to fiveonconservativecale distortions. ROSA loses PRZ inventory more readily through ADS-4. The
associated scale distortions &nservative For SPES, impedances arenconservativelgcale distorted, because

the flows in SPES prefer to escape through ADS-4, to get into the vessel, and havdtiédfiescaping from the break.

The flows prefer to accumulate in the Steam Generators, and have difficulties to drain from the PRZ. The impedances
in these flow paths areonservativelydistorted.

Inertia distortions are important only temporarily during dynamic flow transients, during flow oscillations, and when
rapid condensation accelerates the flow. During monotonic depizestari, inertia scale distortions do not affect RPV
minimum inventory, because inertia is so small that the flows in all loops respond to control functions and level
changes in a very small fraction of the system response time. Impedance scale distortions, however, are important
during dynamic flow transients, flow oscillations, and when rapid condensatt®iexates the flovas well as during

quasi steady-flow conditionbgecause the flows seek the path of least resistance (impedance).

Previously published Scaling Analyseby INEL [15] and Westinghouse [16] show that they employ scaling methods
similar to those in the analysis presented here and that all three scaling analyses are based on the normalization of
governing conservation equations and the evaluation and comparison of the resulting scaling groups. However, the
results of the INEL and Westinghouse scaling analyses cannot be expected to be equal to the results presented in
Chapter 6 of this report, primarily because the first scaling principle stated in Section 4.3 of this report has not been
satisfied in their scaling analyses. Consequently, (a) many scaling groups in [15] and [16] are not actually
representative of their associated phenomena, and (b) the total number of scaling groups in [15] and [16] is too small
as several phenomena are represented by a single scaling group; possible scale distortions remain undetected in [15]
and [16].

Instead of demonstratinguantitativelywhat is unimportant, the INEL analysis implies many simplifications, based

on subjectivgunquantifiedassumptionsegarding the importance of phenomena. INEL and Westinghouse failed to
account for the differences in coolant volume changes by heating of single- and two-phase fluids. The Westinghouse
model has more primary state variables than conservation equations. This means also that INEL and Westinghouse
end up with too few scaling groups. INEL used frequently postulated reference parameters and thereby replaced plant-
specific design parameters in the scaling groups by numerical values of assumed reference parameters. Westinghouse
used frequently experimental or code-computed data as reference parameters. This is shown in Chapter 7 to mislead
and to delete plant-specific parameters from the scaling groups. INEL and Westinghouse did not confirm the reference
parameters used for the calculation of scaling groups by test data.

Neither INEL nor Westinghouse defined “important” phenomena or “scale distortion.” INEL presents a “Summary
of Important Nondimensional Groups by Transient Phase” on Page iv of [15] with the evaluation results of only 15
“important” groups for six phases or subphases. This summary lists groups that vary in magnitude by three orders of
magnitude, and INEL does not state wdil/listed groups are considered important. INEL is in agreement with the
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results of this report in stating that ADS flows (ADS-123 akdS-4 flows) and line resistances in IRWST, CMT, and

PRZ Surge lines are important. However, there are many more important phenomena (the 15 in therabtae/3u

[15]). INEL states that only the ratios of ADS-4 over CMT mass flow rates are distorted in APEX (OSI$ARand

SPES during the ADS-4 blowdown phase andAlixS-4 flow during the IRWST injection phase, and that otherwise
there is no distortion during the IRWST injection and long-term cooling phases. However, the “Summary of Important
Nondimensional Groups by Transient Phase” on Page iv of [15] shows significant differences in scaling groups: 4 for
APEX, 1 for ROSA, and 3 for SPES. The results from this work, in contrast, indicate that therglatmBdistortions

in APEX, 1globaldistortion in ROSA and none in SPES; and that therdanee distributionmetrics distorted: 2 of
gravity and 14 of impedance in APEX, 1 of gravity and 20 of impedance in ROSA, and 19 of impedance in SPES.
Details of the INEL analysis are given in Section 7.1.4.

Westinghouse evaluated the total of 45 scaling groups. Of the 45 scaling groups evaluated, 31 (or 69%) appear to be
important for AP600 by the criterion used in this report. Westinghouse agrees with the results of this report in stating
that inertia is small and unimportant, that gravity and flow impedance are important, and that decay heating and steam
generator heat transfer are important. By applying the criterion for scale distortion used in this report, one finds that
in the Westinghouse analysis [16] 15 and 12 scaling criteria differ in SPES and APEX (OSU), respectively, by more
than a factor of 2 from the corresponding AP600 scaling criteria. Details of the Westinghouse analysis are found in
Section 7.2.4.

Neither INEL nor Westinghouse have scaled the IdicaV distributionsin interconnected loops.
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PREFACE

Scaling is essdial for the design and operation of reduced-size test facilities for simulating experimentally large
systems in nature and industry. Only by satisfying the same scaling criteria in the test facility and the large
thermohydraulic system of a nuclear power plant, for example, can one claim that the phenomena occurring in the
large and in the reduced-size systems occur institae regimesf transport processes, i.e., of transfer of mass,
momentum, and energy. Scaling is also indispensable for presenting in the most compact form possible, then
correlating and generalizing, experimental data.

This report presents an application which extends scaling. Scaling is used here to rank the processes taking place in
a large and complex nuclear reactor system in the order of their importance to the total system response. Normally,
scaling is part of the facility design and done, to meet scaling criteria, prior to the selection of operating conditions.
Scaling is used here after the completion of experiments to determine the extent to which scaling criteria had been met.

The scaling analysis presented here is the first application of the scaling methodology published earlier by Wulff [17]
who introduced the matrix of scaling groups, the analogy between electric circuits and interconnected flow loops, and
the matrices of gravity, flow in¢ia, and flow impedance forces. This report presents such matrices, but now of
numerically evaluated global system scaling groups, and the first evaluation of the nondimensional metrics of gravity,
flow inertia, and flow impedance. These metrics are needed to assure similafigmotlistributionsin the
interconnected flow loops of complex systems, as these metrics scale the inertia and impedance coupling between loops
and, thereby, the global thermohydraulic interaction between the components in the system.

Scaling analysis is a powerful tool but it has limitations. Scaling provides otherwise unavailable and valuable insight
about dynamic system behavior that is derived from comparing the order of magnitude of important nondimensional
scaling groups, the magnitudes of characteristic frequencies, regjioeseand fractional changes of system state
variables. Scaling affords thestimationof trends in system transients and the comparison of different-size systems
performances. But scaling is not a substitute for reliable dynamic systems simulatiqpratimtsthe transient
behavior of a system.

XXV NUREG/CR-5541



NUREG/CR-5541 XXVi



ACKNOWLEDGMENTS

The work documented in this report was performed under the auspices of the United States Nuclear Regulatory
Commission (USNRC). It was funded by the Reactor and Plant Systems Branch (RPSB), of the Division of Systems
Technology (DST), in the Office of Nuclear Reactor Research (RES), under FIN Number W-6670. The program was

monitored at the USNRC by David E. Bessette, whose support of this work is greatly appreciated.

The work was performed in the Safety and Risk Evaluation Division (SRED) of the Department of Advanced
Technology (DAT) at Brookhaven National Laboratory (BNL). Wolfgang Wulff carried out the modeling in Chapter

5, the scaling analysis in Chapter 6 and Appendices 4 through 8, the assessment of previously published scaling
analyses in Chapter 7, and drafted this report. Upendra S. Rohatgi collected and tabulated the plant-specific data in
Appendices 1 through 3 and the data references in Appendix 9. The collection of data was an extremely tedious and
frustrating effort because there is no single organized, comprehensive source available for cajsksesystem
descriptions. The lesson learned from this work is that a national data bank is needed with gem@ssataacomplete

plant data of existing nuclear power plants and related test facilities.

In the course of the work reported here, the authors had the benefit of valuable advice offered during their presentations
before the Subcommittee on Thermal Hydraulic Phenomena of the USNRC Advisonyifty on Reactor Safeguards
(ACRS), primarily from Drs. N. Zuber, V. Schrock, and I. Catton. Their advice is deeply appreciated. Dr. Zuber's
extremely helpful advice for the final editing of this report is acknowledged with great appreciation.

XXVii NUREG/CR-5541



NUREG/CR-5541 XXVili



Symbols

NOMENCLATURE

Latin Symbols

flow cross-sectional area

constant coefficient of normalization

Zuber-Findlay distribution parameter

specific heat of solid

isobaric specific heat

isochoric specific heat

substantial (or LaGrangian) derivative

hydraulic diameter

vector of directed kinetic energy, Eq. (5-45)

density function, Eq. (5-25)

general scaled property function

mass flux

gravitational constant

general scaled property function

gravity vector

fixed elevation difference

vector of directed kinetic energy

specific enthalpy

convective heat transfer coefficient

inertia, element of inertia matrix, Eq. (5-24)

identity matrix

vector of mixture volumetric flux

form loss coefficient, Eq. (5-23)

thermal conductivity

unit vector in the direction of flow

lenght mooving mixture level eleation

loop momentum vector, component of loop momentum vector
momentum flux, Eq. (5-24)

number of branch points in loop system

number of loops in loop system

pumping power

pressure

pressure of the primary system

pressure of the secondary-side of Steam Generators
net rate of heat transfer (heating minus cooling)
heat flux vector

nondimensional gravitational metric (vector), Eq. (6-63)
nondimensional inertia metric (matrix), Eq. (6-62)
unit step funtion

momentum induced by phase change and phase separation
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S nondimensional impedance metric (matrix), Eq. (6-64)
S fluid dilatation

R resistance factor, Eq. (5-22)

T temperature

T, liquid temperature

t time

U total internal energy

u specific internal energy

\% volume

\Y specific volume

Wgp» void fraction-weighted, area-averaged vapor drift velocity
Y fluid velocity vector

w mass flow rate

X static quality, Eq. (5-61)

Xe core exit quality

Y(t) general dependent or independent variable

Yinax maximal value ofY (t)

Yin mnimal value ofY (t)

y* scaled general dependent or independent variable
z axial coordinate

Z, nonboiling length

Greek Symbols

A admittance matrix primary block

a, o, vapor volume fraction

o liquid volume fraction

o, vapor volume fraction

B admittance matrix secondary block

Br isobaric thermal expansion coefficient

Iy equilibrium vapor generation rate

Y specific heat ratio, isentropic expansion exponent
Ahgp subcooling enthalpy

AMF change of momentum flux

Ap pressure difference

ApPep pressure difference across a pump

AY range of variablér(t)

Ap difference between liquid and vapor saturation densities
AD volume dilation, Eq. (5-26)

dp difference between primary-side and secondary-side pressurres
E impedance matrix primary block

Z impedance matrix secondary block

d form loss factor, Eq. (5-23)

H admittance matrix

n dynamic viscosity

I inertia matrix, Eq. (5-37)
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K isothermal compressibility coefficient
A matrix of inertia of primary flow rates
II scaling group

P impedance matrix

P density

Y dilatation vector in terms primary floe rates
X matrix of inertia of secondary flow rates
Yy mechanical compliance of volumé
v, volumetric compliance of two-phase mixture, Eq. (5-12)
Yo thermal compliance, Eq. (5-18)

() volumetric flow rate

0% two-phase friction multiplier

® response frequency

Subscripts

A PRZ side of AP600

ACC of Accumulators

ADS of ADS valve

ADS4123 of ADS stages 1 through 3

ADS4 of ADS stage 4

B CMT side of AP600

b at bottom of component

bk break

CE core entrance section

CL of Cold Leg

CMT of Core Make-up Tank

CR,cr of reactor core

CRE at core exit

CRI at core inlet

c compliance

chr characteristic

cnd condensation

crit critical, choked flow

df drift flux

dr driving term

drn draining

e equilibrium

f saturated liquid

fg equilibrium phase change

form form loss

fr friction

fuel of fuel

G gas

GR gravitational

GR, P gravitational, under forced-flow condition
g saturated vapor
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HEM
HL

IN, G
IN, P
IRWST
I j

inj

LP

loop
MC

max
mean
min

net
PBL
PP
PRHR
PRZ
p.q
pbl-A
pbl-B
pr

ps

RPV
RS,G
RS, P

ref
res
sat
sn
str
sub
T
TC
T
th
thrent
tot
UP
\
VC

homogeneous equilibrium

of Hot Leg

inertia, under natural-circulation condition
inertia, under forced-circulation condition
of IRWST system

counting indices

injection

Lower Plenum

liquid

of loop

phase indexk =1, v

mechanical compliance

two-phase mixture

maximum

arithmetic mean

minimum

nitrogen, inert gas

net, heating minus cooling

of Pressure Balance Line

of pumping power

of Passive Residual Heat Rejection

of, in Pressurizer

dummy counting indices

pressure balance line on PRZ side
pressure balance line on CMT side
primary, state variable

of flow from primary system to CMT, PRHR
of depressurization, time rate of change related
of heating

dummy counting index

of Reactor Pressure Vessel

impedance, under natural-circulation conditions
impedance, under forced-circulation conditions
rank-reduced

reference parameter

fluid residence

saturation

secondary

storage

subcooling

for temperature change

of thermal compliance

for temperature change, time rate of change related scaling
thermal response

of thermal center

total

Upper Plenum

for system volume, inventory

volumetric compliance
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Superscripts

*ml

vapor
wall

initial, reference

primary side

for Subphase 1.2

from Upper Plenum to PRZ side

from Upper Plenum to CMT side
single-phase

secondary side

two-phase

of inventory, time rate of change related
of depressurization

of volumetric flow rate

arithmetic mean o
scaled
time derivative ofa

derivative with respect to pressure, along the saturation line
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Acronyms

ACC Accumulator

ADS Automatic Depressurization System
ADS-123 Automatic Depressurization System, Stages 1 through 3
ADS Automatic Depressurization System, Stage 4
APEX Advanced Plant Experiment

AP600 Advance Pressurized Water Reactor (600 MW)
BNL Brookhaven national Laboratory

CMT Core Make-up Tank

CR Reactor Core

cll, 2-A Cold Legs on Side A

cll, 2-B Cold Legs on Side B

DC Downcomwer

DVI Direct Vessel Injection

hl-A, B Hot Leg

INEL Idaho Nattional Engineering Laboratory
IRWST In-containment Refueling Water Storage Tank
LDC Lower Downcomer

LPL Lower Plenum

osu Oregon State University

PBL Pressure Balance Line

PRHRS Passive Residual Heat Rejection System
PRz Pressurizer

RCP Reactor Circulation Pump

ROSA Rig of Safety Assessment

RPV Reactor Pressure Vessel

SG-A, B Steam Generators (on Side A, B)

SPES Simulatore per Esperienze di Sicurezza
SRL Surge Line of Pressurizer

ubC Upper Downcomer

UHD Upper Head

UPL Upper Plenum

US NRC US Nuclear Regulatory Commission
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1. INTRODUCTION

1.1 Background

Westinghouse has designed and submitted for certification the new, simplified 600 MW nuclear power plant with
passive safety features: the AP600 [1]. The AP600 is a pressurized water reactor. It utilizes gravity for high- and low-
pressure injection of emergency coolant, respectively, from two Core Make-up Tanks (CMT), and from the In-
containment Refueling Water Storage Tank (IRWST), and for the passive cooling of the containment building by
natural circulation and natural convection. The AP600 relies also on condensation of primary-system steam in a heat
exchanger that is submerged in the IRWST. Ultimately, the decay heat is transferred to the atmosphere outside of the
containment building, via condensation at the containment shell and via natural circulation in the annular gap of the
containment wall. Therefore, the new AP600 contains new safety systems, consisting of new components which are
interconnected with conventional components of pressurized water reactors. The new components with their
connections are a new challenge to the AP600 accident analysis by currently used computer codes for thermohydraulic
systems.

Westinghouse conducted integral system testing for the nuclear steam supply systerimtagral test facilities to
provide experimental data for validating the computer codes which they use for analyzing the performance of the
AP600 design, namely in the Simulatore per Esperienze di Sicurezza (Simulator for Safety Experimental Analysis,
SPES-J located in Piacenza, Italy [2, 3, 4, 5], and in the Advanced Plant Experim&EX) facility located at
Oregon State University (OSU) at Corvallis [6, 7, 8, 9].

To support the design certifition effort, the Division of Systems Research in the Office of Nuclear Regulatory
Research (RES) of the US Nuclear Regulatory Commission is conducting independent testing progrmans at
facilities, namely at the Rig of SafefssessmentROSA) Large Scale Test Facility located in Tokai-mura, Japan [10,
11, 12], and at OSU in thAPEX test facility.

The coolant volumes of APEX, ROSA, and SPES are 1/192, 1/30.5, and 1/395, respectively, of the AP600 coolant
volume. ROSA and SPES have the same height as AP600, while APEX has 1/4-height. Reactor power, flow areas,
and flow rates were designed to have the same ratios as the volume ratios for ROSA and SPES. This means, at least
in principle, isochronicity foflow responses AP600, ROSA, and SPES. In APEX, however, the reactor power, flow
areas, and flow rates were designed to have, respectively, the ratios of 1/96, 1/48, and 1/96. The flow response in
APEX is expected to be twice as fast as in AP600, ROSA, and SPES.

There was no comprehensive scaling analysis published for ROSA or SPES prior to the simulation of AP600. Bessette,
DiMarzo, and Griffith [13] have analyzed the experimental results from APEX, ROSA and SPES, using skleetive
scaling analysis. The APEX facility design and testing program were based on the scaling analysis by Reyes,
Hochreiter, Lau, and Lafi [7].

It must be demonstrated, by a combination of experiment and analysis, that the AP600 safety systems meet the design
specification. The certification is, therefore, to be supported by analysis with the RELAP5/MOD3 computer code [14]
the capabilities of which are to be assessed by comparison with test results from the ftitities fAPEX, ROSA, and

SPES.

1.2 Objectives of Scaling Analysis
The objective of the scaling effort reported here is to assess the capability of the three facilities APEX, &d

SPES to simulate thglobal system rgsonseof the AP600, to the extent that global processes and phenomena taking
place in the AP600 will also occur in the test facilities in the same flow and heat transfer regimes as il6@e &k
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1. Introduction

that the global system response in terms of component interactions is the same in AP600 and the test facilities. The
scaling analysis concentrates, therefore, on developing the similarity critegifmal system responsend for the

dynamic interaction between system componeAREX and SPES have been scaled by OSU and Westinghouse but
without consideration of the dynamic component interaction. There is no documentation of global system scaling for
ROSA in support of AP600.

The scaling effort reported here had been initiated after the completion of the testing programs of Westinghouse and
of the USNRC. Consequently, the results of the this scaling effort had no impact on the design and execution of the
testing program, and the scaling objectives are therefore limited here:

(1) to the identification of théeading processes and phenomeaaponsible for maintaining theactor
coolant inventonyhigh enough to keep the reactor core covered and cooled.

(2) to the quantification of thecale distortiongsif any, for the leading phenomena and the interpretation
of the significance of the scale distortion with regards to minimum coolant inventory and the
prediction of minimum inventory by computer code.

The three facilities are to be independently evaluated in terms of their system level scaling to address the issues of
relevance, completeness, and possible scale distortion with respect to AP600 of the integral system data base that has
been or might be available from the test facilities APEX, ROSA, and SPES. &lisganalysis reported here covers

the following 1-inch cold-leg break tests:

Facility: Test No.:

APEX of OSU SBO05 conducted on June 21, 1994 [8, Vol. Il],
ROSA AP-CL-03 conducted on April 14, 1994 [12],
SPES S00401 conducted on May 6, 1994 [5, Vol. I].

The 1-inch break is postulated to appear in Cold Leg B1, between the Reactor Pressure Vessel (RPV) and the Pressure
Balance Line (PBL) of the Core Make-up Tank on the side of the plant that does not have the Pressurizer (PRZ), as
shown in Figure 1.1.

The US NRC had OSU repeat the 1-inch Cold-Leg Break Test SBO5 with the break diameter revised from 0.160 inch
in Test SB0O5 to 0.106 inch in Test NRC-22, the S-signal for tripping natural circulation flow delayed, af\D$12

valve size changed to reflect the AP600 conditions better than with Test SB05. When on March 12, 1997 the results
of Test NRC-22 were transmitted to BNL, it was decided by the NRC not to restart theatwalof the scaling groups

for APEX, and instead to complete the scaling analysis with the original Westinghouse Test SBO5.

The US NRC had contracted earlier a global system scaling analysis for AP600 and the related test facilities APEX,
ROSA, and SPES. The analysis was carried out at the Idaho National Engineering Laboratory (INEL) [15]. It
concentrated mainly on the last two phases of the transient, namely on the automatic depressurization by the fourth
stage of the Automatic Depressurization Systé&iD$-4), and on the long-term cooling by gravity injection from the
In-containment Refueling Water Storage Tank (IRWST) and from the containment sump. Westinghouse performed
an AP600 scaling analysis [16] and evaluated the scaling groups for APEX of OSU and for SPES.

It is also the objective of the work reported here to identify the similarities and differences in the methodology and the
results of the INEL and Westinghouse analyses, relative to the scaling analysis presented here.
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1. Introduction

1.3 Organization of Report

This report on System Scaling for The Westinghouse AP600 Pressurized Water Reactor and Related Test Facilities
describes generically the system and transient scenario, and presents the results of the scaling analysis but no
proprietary information about the AP600 system. The data base for the system scaling report has been submitted to
the NRC in a separate document, which contains appendices with the plant-specific information of AP600 and the
related test facilities APEX, BSA, and SPES.

Chapter 2 describes the AP600 System to the extent necessary for the understanding of its global response and of the
scaling analysis presented in this report. Chapter 3 presents the five phases of the transient following the appearance
of a 1-inch break in the Cold Leg B. Chapter 4 introduces the general scaling methodology that was followed in the
work presented here. In Chapter 5 are presented, in general form, the models which serve as the basis for the scaling
analysis of all the phases of the transient. This includes the selection or computation of the reference parameters and
their important validation on the basis of available test data. Chapter 6 presents first the scaled equations and the
scaling groups in symbolic form, followed by the tabulation of their numerical values, arranged in the matrix of
Groups. The tabulation serves to identify the relevant processes for each phase and the scale distortions of the three
test facilities relative to the AP600. We compare in Chapter 7 the methodology and the result presented in this report
with those developed by Idaho National Engineering Laboratory [15] and by Westinghouse [16]. Chapter 8 presents
the summary and conclusions.

3 CMT-B
cMT-A SG-B

SUMP
10

ACC-A ACC-B

dvi-B

Figure 1.1 Schematic of AP600 Thermal Hydraulic System
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2. AP600 SYSTEM DESCRIPTION

The scaling analysis presented in this report addresses the primary system of the nuclear steam supply system, and the
secondary-side of the Steam Generators to the extend that they affect the thermal response of the primary system. All
passive safety systems affecting the primary system are modeled. The transient of the containment atmosphere is not
modeled and scaled.

2.1 Primary System

The AP600 is a 600 MW(electric) pressurized water reactor power plant with two coolant loops [1]. Figure 1.1 shows
the schematic of the AP600 system. The primary system consists of the Reactor Pressure Vessel (RPV), two Steam
Generators (SG-A) and (SG-B) on Sides A and B, respectively, of the primary system, of one Hot Leg each between
the RPV and each SG, (hl-A and hl-B), the total of four Cold Legs (cl1-A, cl2-A on Side A, and cl1-B, cl2-B on Side

B), each with a Reactor Circulation Pump (RCP).

The A-Side of the primary system has the Pressurizer (PRZ), connected to hl-A via the Surge Line (srl). The solid
lines in Figure 1.1 show the four loops of normal operation in the primary system, where fission heat is transported
from the reactor core in the RPV to the SGs. Not shown in the diagram of Figure 1.1 are the feedwater lines and steam
lines leading to and from, respectively, the SGs on the secondary system.

2.2 Safety Systems

2.2.1 Safety Injection Systems

The AP600 relies opassivenjection of cooling water bgravity from elevated reservoirs, i.e., the two Core Make-up
Tanks (CMT), the In-containment Refueling Water Storage Tank (IRWST), and the containment sump, and of cooling
water from the two nitrogen-pressurized Accumulators (ACC).

At high system pressure (12.8 MPa or 128 bar), i.e., early in the transient and after loss of forced circulation, cold
borated water is injected into the reactor core through the Direct Vessel Injection line (DVI), by natural circulation

in the loops passing from the Pressure Balance Lines (PBL), through the CMTs and their drainage lines, the DVI lines,
and then through the parallel passages either up through the downcomer, then through the Cold Legs and back to the
PBL, or down through the downcomer, then through the core, the Hot Legs and Steam Generators (SG) and back
through the Cold Legs and into the PBLs. Natural circulation is initiated by the Safety Signal (S-Signal at 12.8 MPa
(128 bar)) on system pressure or collapsed liquid level elevation in the Pressurizer (PRZ). The passage through the
SGs has the greater flow resistance and depends, therefore, much on the strong driving gravity forces caused by dense
borated water and by cooling in the SGs. Of the two passages, the one leading through the core is the intended one
because it is the purpose of the system to cool the core and to reduce the fission power by boron injection.

When the pressure has dropped, as the result of the actions from the Automatic DepressurizatiorA®Sjeto (

the Accumulator pressure of 4.8 MPa (48 bar), borated water is injected by the expanding nitrogen cover gas in the
Accumulators. When the pressure has further dropped to approximately 0.2 MPa (2 bar), water is injected from the
elevated IRWST which is open to containment pressure. During all this time coolant escapes through interconnected
paths out through the break and the valves of the ADS, i.eAD®-123 sparger in the IRWST, and the ADS-4 valves
discharging directly into containment.
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2. AP600 System Description

All safety injection flows from CMTs, Accumulators, and the IRWST must enter the RPV through the DVI lines; safety
injection is impossible without at least one intact DVI line.

When break flow, containment condensate, and liquid discharge from the ADS have filled the containment sump to
the elevation of the IRWST level, sump valves are opened to permit indefinitely rietiocuthrough the core of
containment condensate and liquid discharge from break andiDi$e Decay heat is rejected through the passive
containment cooling system.

When IRWST injection begins, the coolant inventory is expected to reach its minimum in the reactor vessel. The issue
is, therefore, whether or not there is sufficient coolant in the RPV covering the core. To reject 2% decay heat during
the estimated 15 minute-long last stage of depressurization, it requires the complete evaporation of approximately
16,000 kg of water. Adiabatic flashing during the estimated 5 bar pressure reduction converts another 4,800 kg of
water into steam. While the total of 20,800 kg of water is available at the beginning of the last depressurization stage,
in the CMTs and the Upper Plenum, it must still be determined by experiment and analysis whether (1) the 19,000
m° of steam being generated by the phase change can escape from the reactor vessel without entraining additionally
too much liquid, but fast enough to free space for the liquid to enter and cover the core, and (2) the liquid available
outside the vessel prefers to enter the core rather than to accumulate elsewhere in, or to escape from, the primary
system.

2.2.2 Heat Rejection System

The S-Signal, which starts natural circulation through the CMTs, also trips the Reactor Coolant Pumps (RCP) and
initiates natural circulation through the Passive Residual Heat Rejection System (PRHR). The PRHR accepts hot fluid
from the Hot Leg at the A-Side of the primary system, cools or condenses the fluid and returns the cooled fluid or
condensate at the exit plenum of SG-A to the A-Loop of the primary system.

2.2.3 Depressurization Systems

To utilize the cooling water in the Accurtators and in the IRWST, the primary system must be depressurized, first

to 48.2 bar for Accumulator injection, and then to approximately 2 bar for IRWST injection. The initial
depressurization is effected by the break flow. When the liquid inventory in one of the CMTs drops down to 67% of
CMT volume ADS-123 is iitiated and three sets of valves discharge steam at first and two-phase naxéurdarough

the top of the PRZ, through the submerged spargers in the IRWST where at least partial condensation takes place.

Final depressurization is initiated as soon as the CMT liquid inventory is reduced to 20% of CMT volume in either
tank. ADS-4 valves are opened to discharge two-phase mixture from the Hot Legs into thiacent.
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3. SCENARIO AND PARTITIONS OF
SMALL-BREAK LOSS OF COOLANT ACCIDENT

The subject of this report is the postulated small-break loss of coolant transient in the AP600 which is initiated by a
1-inch diameter break in the Cold Leg cl1-B as shown in Figure 1.1 on Page 1-3. The sydtgpreissurizedirst

as the result of coolant discharge through the break, and then by discharge through four sets of ADS valves. Figure
3.1 shows schematically the depressurization of the primary system. The reactor is postulated to shut down through
automatic scram at the pressure trip set point of 13.2 MPa (132 bar), before the S-Signal occurs at 12.8 MPa (128 bar).
Decay heat is removed during depressurizationdtyral circulationof cold water from the CMTs, and by cooling

and condensation in the PRHR system. After depressurization, decay heat is remgvadtyynjection of cold

water from the IRWST, and later through heat transfer to the containment.

S-Signal ADS-123 ADS-4 IRWST
ACC

2.1.1
N 2.1.2 —=—
a SR Secondary
» B e I
N R
= —
A Primary

Subphase 1.1 Subphase 1.2
Subphase 2.1 Subphase 2.2 \

Phases | ] —-——— 2 — |t 3 Ot f -t §—

Time

Figure 3.1 Schematic of Depressurization and Phase Sequence

The transient from the initial full-power to long-term heat rejection is divided into five time intervals, called Phases.
Each Phase begins and ends at the occurrence of a control function at a designer-specified trip set point, and each
Phase is dominated by a specific process or phenomenon [17]. The scaling analysis is carried out and repeated for each
Phase, as explained later in Chapter 4. The five Phases are shown in Table 3.1. Table 3.1 presents in the first column
the Phase Identification Number, and in the second and third columns the phase initiation and termination criteria.
The fourth column lists the system control actions that tale place at the beginning of, and possibly during, the
respective phase. The fifth column shows the events that are reported by the Idaho National Engineering Laboratory
[18, 19] in the Phenomena Identification and Ranking Table (PIRT). The sixth column lists the ex¢mTiednt
processes that are listed in the PIRT.
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3. Scenario and Partition of SBLOCA

Table 3.1 Event Summary

Control Dominant

Phase Boundaries, .. Control Volume Parts
Action Process

Single Phasg¢
Liguid

Two-Phase Single Phale

Initial Depressurization

start at 155 bar break flow| PRZ flashing break floy

PRZ level dropping

pressure dropping

132 bar scram trip Q to3%

turbine trip temperature drop

stronger pressure drop

SG secondary pressurg
rise

128 bar | S-Signal ”if PRZ filled with vapor

Passive Heat Remov

start at 128 bar S-Signal tri PRZ is "empty" SG Coolin

CMT activate Flow transition to nat. PRHR natu
circul. circul.

PRHR

activated pump coast-down

passive heat removal PRZ saturdjed

FW shut off greater than Q

Stored energy exch.

Steam Lines betw. prim. side and
isolated isolated SG, SG press,

rises over prim. press.

CMT circulation

RCP trip disrupted,

CMT draining

PRHR goes from
convection to
condensation

depressurization
accelerates

Primary Systen

ACC flow

ag2bar | "o o8 ACC N, (1/3)

CMT level @)
67%
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3. Scenario and Partition of SBLOCA

Table 3.1 Event Summary(continued)

| Control Dominan
Phasgq Phase Boundaries, _. Events Control Volume Parts
Actions t Process
Single Phase Two-Phase Single Pl‘ulse
Liquid Mixture Gas
3 ADS-123 Blowdown
startat| CMT level @ CMT level| rapid depressurization, brg¢a 2/3 CMT, _
67% trip flow declining Kos Flow LPL,LDC | RESt=V +Y N
ADS-1 2 X 4-in diam. DVI
t;+90, 120 ADS-2, additl. 11-in diam opening
seconds ADS-3
strong flow into HL
CMT level @ )
end at 20% PRZ fills
4 ADS-4 Depresstization
CMT level @ - . . CMT, DC,
start at 20% ADS-4 addl. 2 x 10-in diam orificep  gravity fld LPL >N
depressurization PRHR
endat| P79 rho Rest of Systen
Hipwsr
5 Injection from IRWST and Sump
start at p=grho gravity draining from natural LPL, DC, CR,SRL,PRZ, , N:ACY
Hirwst IRWST circul. IRWST, DVI CL, HL, vapor:UHD,
ADS-4 SG,
CMT,PBL,
PRHR
end at IRWST & circulation through ADS-4
Sump @ circulation through break
same level
circulation through sump
passive cooling via
containment

|

The PIRT ranks, according to expert opinion, all the processes perceived to appear in AP600 system, in the order of
their relative importance. Each process evolving in every system component during each phase of the transient is
compared with every other process unfolding in the same system component during the same transient phase. The
more important process is given a higher rank, and the resulting ranking order is assembled in the Processes or Phe-
nomena Identification and Ranking Table. The systematic ranking of phenomena in accordance with collective expert
opinion provides a comprehensive basisdtartingthe analysis, but since the opinions atdjectivethe ranking
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3. Scenario and Partition of SBLOCA

must beconfirmed quantitativelipy the numerical evaluation of global scaling analysis as presented later in Chapter
6 of this report [17].

The last three columns of Table 3.1 indicate how the liquid and gaseous phases of the coolant and nitrogen gas was
taken to be distributed throughout the system, using again the PIRT document as a guide.

Below is a description of the five Phases. The reader is referred to Table 3.1.

3.1 Phase 1. Initial Depressurization

Phase 1 begins at full power (nominally 600 MW) and normal operating pressure (15.5 MPa or 155 bar), with the
initiation of the breakflow and ends with the occurrence of tBeSignalat 12.8 MPa (128 bar). The break flow causes
the depressurization. Phase 1 is subdivided into two Subphases, a phase each before and after reactor scram.

3.1.1 Subphase 1.1 Before Reactor Scram

Before scram, heating in the core and cooling in the steam generators are nearly balanced; there is no significant
thermal contraction of the large subcooled liquid in the primary system. The break flow causes depressurization and
flashing of the equilibrium two-phase mixture in the Pressurizer. Pressurizer heaters turn to full capacity to
compensate for the pressure drop.

3.1.2 Subphase 1.2 After Reactor Scram

Reactor Scram is tripped at 13.2 MPa (132 bar, 1900 psig) [19] and turns off fission power. Core heating drops to
decay heating at 3% of full power. The Steam Generators operate still at the normal temperature difference between
primary and secondary sides. The resulting imbalance between normal-power cooling in the Steam Generators and
the small decay heat of 3% of normal power causes the large volume of subcooled liquid imtheymystem to

shrink. This affects the sysytem elasticity (by 11%, depending on the vapor volume in the Pressurizer) and increases
the rate of depressurization and flashing in the Pressurizer. The liquid in the Pressurizer flashes and drains into the
primary system, to compensate for liquid contraction and liquid loss through the break. Phase 1 and Subphase 1.2
terminate with the occurrence of the S-Signal.

3.2 Phase 2. Passive Heat Removal

Phase 2 begins when the S-Signal is tripped at the specified trip set point pressure of 12.8 MPa (128 bar, 1850 psig)
[19] and it ends when the collapsed liquid level in at least one of the Core Make-up Tanks (CMT) reaches the designer-
specified 67%-volume mark and thereby trips automatic depressurization.

At the S-Signal, valves are opened (see Figure 1.1) to permit natural circulation through the CMTs and the Passive
Residual Heat Rejection System (PRHR), the Reactor Coolant Pumps (RCP) are tripped off, and the Steam Generators
(SG) are isolated by closing off the steam lines and the feedwater lines. Passive heat rejection by natural circulation
through CMTs and PRHR is the dominant process and described in Section 2.2.1. PRHR cooling power exceeds at
first core heating. Before the initiation 8IDS, the Accumlator valves open at the pressure set point of 4.82 MPa

(48.2 bar, 700 psig) [19, p. H-5).

Phase 2 is subdivided into two Subphases of which the first one is subdivided again as follows:
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3. Scenario and Partition of SBLOCA

3.2.1 Subphase 2.1 Before Accumulator Injection

This partition is needed because the system elasticity changes at the moment thelAtmwuwalves are opened at the
pressure set point of 4.82 MPa (48.2 bar, 700 psig) [19, p. H-5], because of the addition of the nitrogen gas volume
to the primary system volume. Subphase 2.1 is partitioned into two parts, according to the steam generator action, as
follows:

3.2.1.1 Steam Generators as Heat Sink

The two-phase mixtures in the isolated Steam Generators (SG) are being pressurized by isochoric heating from the
primary side and act, therefore, as intensive heat sinks of the primary system. This phase begins with Phase 2.1 and
ends when the pressures of primary and secondary sides are equal at the “cross-over point” shown at the intersection
of the blue and red curves in Figure 3.1.

3.2.1.2 Steam Generators as Heat Source

The Steam Generators remain, beyond the cross-over point, for the primary side a heat source through the duration
of Phases 3, 4, and 5. The fluid on the SG secondary side undergoes isochoric depressurization due to cooling by heat
transfer to the primary side and the containment.

3.2.2 Subphase 2.2 After Accumulator Injection

Subphase 2.2 starts at the design pressure set point of 4.82 MPa (48.2 bar, 700 psig) [19, p. H-5], when the pressures
in Accumulator and primary system are almost equal, and it ends when the automatic depressurization is initiated at
the beginning of Phase 3. Borated water is pushed out from the Accumulators, through the Direct Vessel Injection
(DVI) lines (see Figure 1.1) into the primary system at the rate at which the break flow makes room; this means that
the discharge rates from the break and the Accumulators differ only by the volume dilatation in the primary system
and can be determined entirely without predicting the pressure drop across the Accumulator valves.

3.3 Phase 3. ADS-123 Blow-Down

The Automatic Depressurization SysteAD(S) is designed to reduce theipiary system pressure until it is possible

to drain water by gravity from the In-containment Refueling Water Storage Tank (IRWST) into the Reactor Pressure
Vessel (RPV) (see Figure 1.1). The first three valve banks, ADS-123, discharge fluid from the top of the Pressurizer
(PRZ) through submerged spargers into the IRWST.

The ADS-123 Blow-Down Phase begins when the collapsed liquid level in at least one of the Core Make-up Tanks
(CMT) reaches the designer-specified 67%-volume mark and ends with the initiation of the fourth ADS stage when
the collapsed liquid level in at least one of the CMTs reaches the designer-specified 20%-volume mark [19]. The flow
rate through the ADS-123 valves dominates all other processes during Phase 3.

ADS-2 and ADS-3 valve banks are tripped open with a 90 and 210 second delay, respectively, after the opening of the

ADS-1 bank. However, these three events are modeled in the scaling analysis as one event, since the 210 second time
span is short compared to the*10 second long transient.
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3.4 Phase 4. ADS-4 Depressurization

The ADS valve bank to be tripped last, the ADS-4 valves, discharge fluid from both Hot Legs through stand pipes
directly into the containment (see Figure 1.1). The liquid portion ofAB&S-4 (and break) flow ends up in the
containment sump and becomes eventually available for recirculation through the RPV at the later part of Phase 5.
The vapor portions from ADS-4 and break flows condense on thezanent shell through the passive containment
cooling system and return, via gutters, into the IRWST, from where the condensate is also available for long-term
cooling.

Phase 4 begins when the collapsed liquid level in at least one of the CMTs reaches the designer-specified 20%-volume
mark and it ends when the primary system pressure can be overcome by the gravity head in the IRWST to allow gravity
draining from the IRWST via two DVI lines into the RPV (see Figure 1.1).

Fluid is being discharged during Phase 4 also from the break and through the ADS-123 valves. Near the beginning
of Phase 4, the ADS-123 flow becomes subsonic, and the ADS-123 flow is ampatex for the scaling analysis by
the largest possible subsonic flow at the ADS-123 valves.

3.5 Phase 5. IRWST and Sump Injections

The IRWST and the Containment Sump provide in Phase 5 long-term cooling indefinitely. Water is supplied first
from the elevated IRWST, passes via the DVI lines through the RPV and into the containment, primarily through the
ADS-4 valves and the break. The CMTs and Accumulators are empty and isolated from the primary system by check
valves. Vacuum breakers prevent back flow from the IRWST into the PRZ via the submerged spargers in the IRWST.
The pressure at the PRZ top equals the containment pressure, and the PRZ provides water initially to the primary
system.

Phase 5 begins when the primary system pressure can be overcome by the gravity head in the IRWST to allow gravity
draining from the IRWST via two DVI lines into the RPV (see Figure 1.1). Phase 5 goes on indefinitely. Phase 5 is
dominated by IRWST drainage. When the liquid levels in IRWST and sump are at the same elevatientiia
elevation of the Hot Legs) then tha sump valves open, making IRWST and sump one reservoir. Natural circulation
continues indefinetly through the DVI lines, the RPV, and ADS-4 valves, thereby removing the decay heat.

3.6 Closing Remarks on Partitioning of Transient

It is important to realize the need for breaking up the transient in preparation for the scaling analysis. The
development of PIRT [18] hinges on the the partioning of the complex transient into simpler time segments. Scaling
requires this simpification also.

The first four phases are dominateddsgpressurizationvhich, in turn, is caused by distinct processes: break flow,
coolant thermal contraction, ADS-123 flow, and ADS-4 flow. The last phase is dominatga\iyy drainage

The partioning is needed because the ranking of all the processes taking place during the entire transient must be
achieved by comparing these with the dominant process in each phase and then the importance of the phases relative
to each other [17]. Moreover, the conditions must be estimated for the beginning of each phasmtthelreference
paremeter for normalizing the conservation equations. This estimation is possible only with reliable information about
the changes that have taken place previously, information which iscoessible without having estimates for time
segments which are governed by a single process in the previous phase.
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The key issue is RPV coolant inventory, and it has been argued that Phase 4 with ADS-4 Digatissus initiated

by aninventory signali.e., the smaller inventory of the two Core Make-up Tanks, and that therefore (1) the system
pressure at initiation of Phase 4 with ADS-4 Depreigztion and (2) Phases 1 through 3 leading up to Phase 4 with
ADS-4 Depressurization are unimportant for the RPV inventory at the end of Phase 4. However, the system pressure
at the start of Phase 4 with ADS-4 Depresaation is affected by the heat transferred to the primary-side coolant
during Phases 1 through 4, and then dominates the ADS-123 and ADS-4 valve discharge flows. Consequently, the
system pressure prevailing at the start of Phase 4 is important.
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4. SCALING METHODOLOGY

The scaling analysis for the AP600 presented in this report follows the methodology of thermohydraulic systems
scaling presented earlier by Wulff7]. This methodology serves to establish the scaling criteria of global system
response and component interactions for relating integral, full-size industrial to reduced-size test facilities. It serves
specifically the objectives of this work ataged in Section 1.2, namely (1) to identify theading processes and
phenomenghat govern the system depressurization and long-term cooling of the AP600 (see Chapter 3), and (2) to
quantify thescale distortionsif any, for the leading phenomena and to interpret the significance of the scale distortion
with regard to core cooling, and to the capability of predicting the minimum coolant inventory by computer code.

4.1 Top-down and Global System Scaling

Scaling of the global system response is the first "top-down" step in the hierarchical two-tiered scaling methodology
developed by Zuber [20]. The top-down scaling starts with scalin@tiiee system as a wholeince no part of the
system is excluded, top-down scaling providesdbmprehensivenessthe scaling methodology. Since no part of

the system is excludedp claims or assumptions about such exclusions need to be judtifiedditional order-of-
magnitude estimations, and top-down scaling provides thereforeffiiceencyof the scaling analysis.

As pointed out by Zuber [20, p.41], the top-down scaling approach in the hierarchical two-tiered scaling methodology
proceeds from the whole system to the system components, titaenss, to phases, and fields. It yields one scaling

group for every transfer process between media at every level in the system’s hierarchy, such as system components,
constituents, phases, or fields, etc. This report addressesptumimn scaling part of the hierarchical two-tiered
scaling methodology on the global AP68@stem levehnd on selected component levels for the primary system, the
CMTs, PRHR, PRZ, the Accumulators, and the IRWST of the AP600 and its related three integral test facilities APEX,
ROSA, and SPES. The results of the analysis provide the rational framework for the bottom-up or “traditional”
component- and subcomponent-level scaling by directing it toward the components in which the most important
processes evolve.

4.2 Scaling Criteria

Two facilities of different sizes are scaled arichiar if onesolution to a system of scaled equations describes the
transient responses ofthfacilities in terms of thesamescaled (normalized) time and scaled state variables. Scaled
state variables (see Eg. (4-1) in Section 4.4.4), including initial and boundary conditions, and scaled times of the two
facilities, and the constant coefficients in the scaled governingtems, which are theondimensionascaling orT1-

Groups, (see Egs. (4-2) and (4-3) in Sections 4.4.5.1 and 2, respectively) must be common to both facilities. Similarity
may exist between two facilities of different media, such as between a hydraulic system and its electrical analogue.

The scaling analysis yields for the AP600 and each test facility a separate set of numerical values from the evaluation
of theIl-Groups. Scaling criteriaare the requirement that for AP600 similitude of the APEXQ$A, and SPES
facilities theirTI-groups must have nearly the same numerical values as the correspbhR@irayp of the AP600, at

least for the dominant phenomena, and that scaled constitutive relations are the same for both systems (law of
corresponding states).

In contrast to thescaled time- and space-dependent variapygsscaling groupsJ1, areconstantsformed from
specified fixed geometrical and controlled operating parameters, such as initial conditions and thermophysical
properties at initial conditions. There is one and only one group for each transfer process or phenomenon taking place
in the system.Patrtial similitudeis achieved when the scaling groupsdoiminant phenomerere matched in AP600,

APEX, ROSA, and SPES.
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4.3 Principles of Scaling

Scaling groups can be derived by several methods, asierp in Reference [20]. Here they are derived by
normalizing the equations of the mathematical models for the system and its components. The equations are the mass,
energy, and momentum conservation equations, the thermal and caloric equations of statglfdratheystenand

selected components, and constitutive relations for heat transfer, wall friction, form losses, and phase change. The
normalization meets two important principles of scaling [17]:

(1) The governing equations amermalizedsuch that th@ormalized variables, y*, and their derivatives with respect
to normalized time and space coordinates are of order usityy themagnitudeof each term of the normalized
conservation equation imeasured by its constant, normalizing factor, The factorsC, are storage rates (of
mass, momentum, or energy) on the left-hand side (factored out from the time-derivative term) and flow rates (of
mass, momentum, or energy) on the right-hand side of the conservation equation; all @do=) equation
have the same dimension. This fundamental principle of normalization renders the magnitude of the constant
normalizing factorsC, and, consequently, of the resulting scaling groupg]-@roups, representative of the
magnitude of their respective terms.

(2) The governing equations are theraledby dividing the equations through one of their constant normalizing
factors. The division produces for an equationraierms (n - 1) nondimensional scaling &i-Groups which,
being different from unity, form thenf - 1) scaling criteriaof the scaled equation. The second principle affords
simplicity and flexibility, i.e., the largest number of design and operating parameters in the smallest number of
potential scaling requirements, and it provides a basis for convenient interpretation.

One could, in principle, divide, and scale, an equation by anyone of its constant normalizing factors as reference. The
choice of reference is determined by the purpose of interpreting the resuk@mups. The choice has no impact

on the ranking of processes and the assessment of scale distortions. Two choices were made in this scaling analysis
because of their specific advantages.

The first choice is to divide the governing equation by the constant normalizing factor cditisative term This

choice renders thH-Group of the causative process to be uniyf 1 for the causative or reference term) and
provides for all the other terms in the equatidrGroups whichmeasure the magnitudes of their respective terms
relative to the caudive term and therewith the importance of the associated transfer processes relative to the
causative process. See Eq. (4-2) for the form of a governing equation scaled by the causative term.

The causative term represents ttaeisative processhat transfer process appearing on the right-hand side of the
conservation equation which initiates the change for its control volume during a phase of the transierally;Tipéc

break flow, the valve discharge flow through the Automatic Depressurization System, or the heat transfer at the Passive
Residual Heat Rejection System are causative processes.

The change in a control volume is, in general, described by a set of mass, energy, and momentum conservation
equations. The causative process will affect the storage of mass, energy, and momentwausatiee processill

be thedominant procesfor the change of mass, energy, or momentum in a control volume, but it does not have to be
the dominant process for all changes.

Thedominant processiust be scaled with top priority. The dominant process is the transfer process the term of which

is on the right-hand side of the equation and has the largest normalizing factor and therefore thEli&gegt on

the right-hand side of the scaled equation. The dominant process causes, at least initially in a phase, the greatest
change for a state variable of the control volume. It is the most important process, unless it lasts only a short fraction
of the characteristic time of the phase (causing a short, insignificant spike) and is overpowered by a lesser but longer-
lasting transfer process. Scaling analysis provides information only for the start of a phase. Simulation (integration
of the conservation equations) is needed to determine rapidly changing trends. The process dominance is decided,
therefore, on the basis BF-Groups only.
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One could scale every conservation equation with the normalizing factor of its dominant term, or one could scale the
set of governing equations with their common causative term for the phase of the transient. The ranking of processes
and the assessment of scale distortion woultheesamédor either choice, if only the same choice is used for all
facilities. In the scaling analysis reported here, we have used thatosserm and we call the method the causative
process related scaling method. Since the experiments in the AP600 related test facilities had been completed before
the start of the scaling analysis, it was found that the causative processes are more than other transfer processes
controlled by design and operation of the test facilities, and therefore suitable as the reference for comparing and
ranking processes, and for assessing scale distortions.

For a single conservation equation, one obtains its characteristic response time by defifihgsttoeip of the
equation’s time-derivative (capacitance term) as unity. Thus, the numbausétive ternrelated scaling criteria

can be reduced further ton(- 2), but only if there is no need to refer to a common system response tirak the
governing equations. This is discussed in Section 4.4.5.1. The specific advantage of the causative-process related
scaling method is described in Section 4.4.5.1.

The second choice is to divide the governing equation bgtimstant normalizing factor of the capacitance tgon

storage term, i.e., the time-derivative term) on the left-hand side of the conservation equation. This provides for all
the other terms (on the right-hand side) in the equdile@roups whichmeasure directly the fractional contributions

of their respective processes to the time-rate of charigeat state variable (pressure, mass inventory, temperature,

or flow rate) which is governed by the equation. E&EiGroup in the scaled equation is the fraction of the total
change in the control volume that is caused by the corresponding source within, or the corresponding flux across, the
boundaries of the control volume. Thus, the second method is calldédhtfiimnal scaling methodnd produces the
fractional scalingor IT Groups. See Eq. (4-3) for the form of a governing equation scaled by the fractional scaling
method. The magnitude of the fractiod@lGroups also exhibit the importance of the associated transfer processes.
The specific advantage of the fractional scaling method is described in Section 4.4.5.2.

The two scaling principles yield scaling groups which characterize their respective processes with the smallest possible
number of potential scaling requirements. At the same time, by combining the largest possible number of design and
operating parameters into eactakeg group, they provide to the experiment designer and the experimenter the
greatest flexibility for meeting the scaling requirements. As demonstrated in [17], the two important principles
explained bove are indispensable for aswding relative importanceof phenomena or transfer processes with the
magnitude of their respective nondimensioHaGroups The consequences of not heeding these principles are very
serious:

(a) Every rate of changestorage procegsand transfer of mass, momentum, and enetgnéport processis
associated with a normalized variaby, or a product of normalized variables, anfilaGroup.

Unless all the terms in the equation andividually normalized such thagverynormalized variabley*, and its
derivative, are of order unity (reaching, without exceeding, during the phase of a transikmithbetween -1

and +1), the associatéftGroups fail to represent the magnitudes, and cannot characterize the significance, of
all its corresponding processes (see [15], pp. 24-26; 28, 29, 32).

(b) Processes which are not scaiedividually so as to satisfy theb®ve saling principle cannot be assessed
regarding their relative importance (for examples see [15], pp. 24-26; 28, 29, 32).

The success ofatisfying the requirements of Scaling Principle (1) depends entirely on one’s capability to estimate
reliable reference parameters for normalizing the terms in the conservation equations. Fortunately, the large majority
of reference parameters is secured directly by design specifications and specified operating conditions. Some
estimations of reference parameters require assumptions about heat transfer and flow regime modes. When there are
no experimental data available, one may have to normalize a term with two or more potentially valid reference
parameters, each representing a different but unknown flow or heat transfer mode. One may then have to continue
the scaling analysis and its apgton conditionally with all alternatives until later all but one alternative are
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eliminated, most likely through subsequent experitagan or possibly by analysis. In the work presented here, we
have taken advantage of available test data to confirm the estimation of reference parameters.

4.4 Scaling Approach

The scaling analysis presented in this report addresses the AP600 global system response and component interactions
that follow a Cold-Leg break. The transient scenario is divided into five phases and six subphases, as explained before
in Chapter 3. Up to two pressures, two liquid inventory levels, three liquid temperatures (or enthalpies), and seven
flow rates, are used as state variables to describe the global system and its component interactions in a (sub)phase.

The state variables are:

for Phase linitial depressurization:

the pressure,

the liquid volume fractiony,
the liquid temperatur@,

the mass flow rateg/

for Phase 2passive heat rejection:

the pressure;

the pressure,
the liquid volume fractiony,

the liquid temperature§

the mass flow rateg/

for Phase 3ADS-123 blow-down:

the pressure,

the liquid volume fractiony,

NUREG/CR-5541

of the primary system (consisting of all the components communicat-
ing during Phase 1, and their connecting lines), each before and after
scram,

in primary system (i.e., in Pressurizer (PRZ)),

of subcooled liquid in primary system, and

in each cold leg (4);

of the primary system (consisting of all the components communicat-
ing during Phase 2, and their connecting lines), each before and after
accumulator injection,

of the secondary side of the isolated steam generators,

in primary system (primary system inventory),

of subcooled liquid in primary system and, individually, in Core Make-
up Tanks (CMT), and in Passive Residual Heat Rejection (PRHR)
system, and

in each cold leg (4), in CMT (2), and PRHR system;

of the primary system (consisting of all the components communicat-
ing during Phase 3, and their connecting lines), each before and after
accumulator injection, and

in primary system (Pressurizer and Core Make-up Tank) inventory;
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for Phase 4ADS-4 depressization:
the pressure, of the primary system (consisting of all the components communicat-
ing during Phase 4, and their connecting lines), each before and after

accumulator injection,

the liquid volume fractions, in primary system (primary system inventory), Reactor Pressure Vessel
(RPV), CMTs, and PRZ, and

the subcooling enthalpih,,, at the core entrance;

for Phase 5IRWST and sump injections:

the liquid inventory (level) in RPV, PRZ, and IRWST,

the liquid enthalpyl of the Downcomer (DC) and Lower Plenum (LPL),
the mixture enthalph at the reactor core exit, and

the mass flow rate¥/ from IRWST, PRZ, ADS-4/A and B and the break.

The method of scaling is consistently applied to all five phases of the transient. It is described here in the following
five steps which are common to the scaling for each phase:

4.4.1 Identification of Control Volume

It was pointed out in Section 4.3 that the scaling criteria are derived in the present work by normalizing the mass,
momentum, and energy conservation equations. The first step of the scaling process for a phase of the transient is to
identify the control system and to apply it consistently for every conservation equation. For mass and energy
conservation, the control system is a volume, calledcthrgrol volume For the momentum equations, the control

system is a link of momentum control volumes, calledltiap or loop system.Forces are first balanced on control
volumes of constant cross-sections, and the forces exerted by the fluid channels on the fluid are introduced in the links
between the momentum control volumes as described in detail in [17]. Inertia, gravitational, and flow resistance forces
are expressed as pressure differences. Internal fluid pressures at component interfaces cancel out in the resulting loop
momentum balance. Flow velocities are replaced by volumetric flow rates because these are continuous across flow
area discontinuities.

As stated in Section 4.1 the control system (volume or loop system) encloses the entire primary system for the global
system scaling. This includes, for the depregaiion equation derived from mass and energy balances, all the
components that can communicate (by pressure signal) even where closed valves disallow through flows. Specifically,
the volumes of the CMTs and the PRHR system are part of the control volume of the primary system for mass and
energy conservation even before the S-Signal activates natural circulation through CMT and PRHR. On the other
hand, the flow passages through CMTs and PRHR are not part of the loop system for the momentum balance until the
CMT and PRHR valves are open.

The entire boundary and interior of the control system is scrutinized to include all fluxes and every storage of mass,
momentum, or energy. The specific control systems are presented in Figures 5.2 through 5.4 of Section 5.4.1.1 for
mass and energy conservation, and in Figures 5.5 through 5.7 of Section 5.4.2 for momentum conservation. There
are no simplifying assumptions implied in the definition of control systems or in the application of the conservation
equations. Assumptions are implied only in the distribution, over the control volume and at the beginning of a phase,
of subcooled liquid, two-phase mixture, superheated vapor, and noncondensible gases, and in the estimation of
reference parameters.
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4.4.2 Model Derivation

The modeling technique used for the global scaling analysis presented here is the same as published earlier by Wulff
[17]. With the control system identified, the second step is to write the global conservation equations, either directly
for the system, or first for parts of the system which are then combined for the system. The conservation equations
are written for parts of the system if it consists of regions of differing fluids, such as regions of subcooled liquid,
superheated vapor, equilibrium two-phase mixture, or perfect gas. The identification of regions and the associated
selection of intrinsic constitutive relations for material properties introduces the first kind of modeling assumptions
which are amenable to confirmation by experiments. Specific model descriptions and assumptions are presented later
in Section 5.4.

4.4 .3 Selection, Calculation, and Validation of Reference Parameters

The great importance of selecting or estimating reliable reference parameters which render the normalized variables,
y*, to be of order unity was explained in Section 4.3(b). It is also important to note thafiretlyand knownor fixed

and controllableparametersy,,.,andY,,,, or AY, may be used as reference parameters (see Eq. (4-1) below) for
normalizing the variables. The parameters used in this work are only those known from thgeiwveatric design

the given selection of materials and thaioperties from giveninitial andoperating conditionssuch as the specifica-

tion of trip set points.

The third step in the process of scaling, that is, the collection of plant-specific design parameters (for geometry, initial
and operating conditions) turned out to be an extraordinary chore because there is no single comprehensive source
available for consistergiobal system descriptions. Many data are reported in different documents and in conflict with
related published data (see theia#ipn of reported ADS valve size specifications in Appendix 9). Global data,
primarily for form losses, had to be assembled from localgitked) data. Data are needed that are specific to the
system topology, as determined by the location of branch points, but data are reported invariably specific to the location
of instrumentation. Cooperation is needed in the future between analysts and experimenters who reduce and report
data.

Reference parameters which are not specified by design and, therefore, not known directly, are determined either for
initial conditions from the steady-statalance equations, or for the starting conditions of the second and later phases
from the transient modeling equations that are also used for scaling. In any case, reference parameters are expressed
in terms of directly known design parameters since they must characterize appropriately the AP600 or the respective
test facility.

This determination of reference parameters introduces the second kind of modeling assumptions which are amenable
to confirmation by experiments. Experience showed that, in general, computed reference parameters failed to agree
with test results, not because of modeling errors, but because of errors in reported data. These errors had to be resolved
before agreement could be achieved with test data. Specific model descriptions and assumptions are presented in
Section 5.4. Table 5.15 in Section 5.5.5 presents the parameter comparison with available experimental data to
confirm the reference parameters by experiments.

4.4.4 Normalization of Modeling Equations

The global conservation equations for the AP600 system are normalized, in the fourth step of the scaling process, first
according to Principle (1) stated in Section 4.3: each varigi)én the equations is normalized with the aid of the
reference parameters obtained in Stefb8va. More specifiglly, each variable is reduced by an estimate of its
expected minimuny,,,, and then divided by an estimate of its rangg, - Y., = AY, so that the scaled variable

YO Yo _ YO Yo
Y AY

(4-1)

ax Ymin
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measures thigaction of the expected change of between approximately 0 and 1 . For monotone (depressurization)
transientsy.,., is for most variables their initial valué,, andY,,, may be the estimated (asymptotic) end value, or 0.
Should the variable exceed itdtial value, Y, is the highest set point of the variable that causes the reversal of the
rising trend of the variable. We point out that the normalized variahledoes not have to reach the magnitude of

1 exactly, but only sufficiently close to pass the magnitude of the respective term on to the constant normalizing
normalizing factor.

It must be recognized thabrmalization of the governin@conservationgquations does not affect their validity, even

if the normalization fails to meet Scaling Principle @3 stated in Section 4.3. From this follows as important
corollary that the display of agreement (collapsing of data) between scaling groups or normalized variables from
different experimental facilities cannot reveal whether or notcttreectreference parameters for scaling have been
chosen which render the normalized variables of order of magnitude 1. For this purpose, one must confirm that the
historyy*(t) of the scaledrariablesspans the entire range from 0 to 1, but does not exceed it. One can also test the
modelwith test data, either in scaled or in unscaled form but nostiading process

While the global conservation equations are universally valid, the need to espiarataeter magnitudesnd to select
reference parameteys, andY,;, for their normalization is the compelling reason for the need to distinguish between
different operating modes or phases of a transient.

4.4.5 Scaling of Conservation Equations and Scaling Criteria

The fifth and final step in the scaling process is the scaling of the conservation equations according to Principle (2)
in Section 4.3. Two useful methods of scaling the conservation equations are described in Section 4.3 and have been
employed in this work. The methods differ in the use of the reference term for scaling the equation. The reference
term is crucial for the comparison of facilities. Each scaling method provids its distinct advantages for interpreting
the scaling groups. These are described in the next two subsections.

4.4.5.1 Conservation Equations Scaled on the Basis of the Causative Process

The first method explained in Section 4.3 is the scaling methodausative processesd provides theausative

process related, scaled conservation equatisith the causative process relatdd-Groups.The first scaling method

is called thecausative process relatedethod because the causative term in the equation, which represents the
causative process, is the reference for assessing the importance of all other terms in the equation. The causative
process initiates the transient of a phase. Theatawesprocess dominates some but not all changes during the phase

of athe transient. The associated causative term is the dominant term in some but not every governing equation for
the phase. The processes causing the system depressurization are the flows through the break, through the first three
Automatic Depressurization System (ADS) valves, and the fourth-stage ADS valves. The discharge flow from the In-
containment Refueling Water Storage Tank (IRWST) is the causative process during long-term cooling.

The form of the conservation equations scaled on the basisedutsative process

* * d v * * * *
m_f (y)d—Bt’* = Y TLg' Y)Y+ Yoo (4-2)

YIn scaling for analogue computers or digital computers with fixed-point arithmetic, one scales often for
the range of -k y*< +1. This option is not used here because of additional complexity for the scaling groups.
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wheref* and g* are, in general, scaled material property functions (some of which may be unity), and the summation
is over all terms but the causative term (subsargtof the conservation equation. The magnitude of ezalsative
process relatedI-Group reflects the importance of the associated process relative to the causative procestwhose
Group has the value of 1. The identification of the causative process and the assoaistative ternfor each
equation has been discussed in Section 4.3.

The causative process relatdd-Groups on the right-hand side of Eq. (4-2) are ratios of flow rates or of fluxes,
namely: of volumetric flow rates for the depressurization equation, mass flow rates for the inventory balance equation,
energy flow rates for the energy conservation equation (to describe temperature changes), and momentum fluxes
(pressure differences) for the system of loop momentum balances. The electrical analogue to the flow rates and fluxes
would be the current proportional to the reciprocal of Ohmic resistance.

The time-derivative term on the left-hand side of Eq. (4-2) is the storage term for the control volume of the scaled
equation. It is associated with the volumetric, mechanical, or thermal, compliance or dynamical inertia, depending
on whether the equation describes the rate of change, respectively, of mass inventory, pressure, temperature, or flow
rate. The corresponding scaling group is Ek&roup of compliancd]l,, in Eq. (4-2).

By settingl 1. in EqQ. (4-2) equal tdl, = 1, one determines the characteristic response tijeof the control volume

for which the scaled equation is written. The characteristic response time is the characteristic drainage time, the
thermal re-

sponse time, or the characteristic depressurization time, depending on whether the equation describes the change of
inventory, stored energy, or pressure, respectively. Figure 4.1 shows the initial slope of the monotonic decrease of the
scaled state variable frogti = 1, in the scaled characteristic response tithg, = t/ty,, of the control volume. Every

control volume has one characteristic response time each for depressurization, and for the changes of inventory,
temperature, and flow rate. To unify all responses during a phase, a single referendg,tohgrimary system
response is used in the scaling analysis reported here. The scaled systéhtithg = t* - t/t,siS the abscissa

in Figure 4.2, and the ratid, = t,/t s of the characteristic time for the changeyf(storage) in theontrol volume

over the characteristigystenresponse time is the capacitance scaling group in Eq. 4-2. Characteristic times are
defined in Section 5.5.1[1; = 1 if the characteristic time of change is also the characteristic time of system response
(e.qg., ifI1, is from the depressurization equation and if depressurization is the characteristic process of the phase of
interest, which makes the system characteristic time equal to the characteristic time for depressurization). As shown
in Figure 4.2, wherl1, > 1 theny* changes only fractionally during the

phase and approaches steady-state conditiori$.ferl. Conversely, whefl, « 1, then y* completes its change very

early in the transient.

14 S

Fractional Change

t* ”

chr

T
1 I, <1 1 I, >1
Figure 4.1 Initial Rate of Change in Figure 4.2 Initial Rate of Change in

Scaled Time of Specific State Variable Scaled Time of Overall System

This demonstrates the two advantages ofdhesative proceseelated scaling method: (1) the magnitude of the
causative processelated scaling groups indicate the importance of their associated processes relative to the well-
known causative process which initiates and sustains, and is therefore responsible for, the changes, and (2) the method
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of scaling reveals with ainglescaling group, namely, in Eq. (4-2), how close a particular change is to steady-state
conditions relative to the overall system change.

4.4.5.2 Fractional Scaling of the Conservation Equations

The second scaling method explained in Section 4.3 is designed to exhibit the time-rate of change contribution by each
process (flow, flux, and source terms) taking place in, and on the boundary of, the control volume of interest. The
second method is called tliactional scaling metho@nd provides théactional form of the scaled conservation
equations with théractional IT-Groups. Thefractional scaled conservation equation is obtained either directly by
dividing the normalized equation by the constant normalizing factor of its time-derivative term, or by dividing Eq.
(4-2) by the capacitance scaling grduipof its time-derivative term. Neither the constant normalizing factor nor the
capacitance scaling group is zero.

The conservation equation scaled by fretional method has this form:

dy”
dt*

fry”) = Y o)y - (4-3)

The fractional IT1-Groups on the right-hand side of Eq. (4-3) are ratios of characteristic times or frequencies, or
equivalently, products of characteristic times and characteristic frequg¢@6iesThese time or frequency ratios reveal

the extent (fraction or multiple) to which the corresponding storage or transport process is being completed during the
characteristic time of the entire system.

The important advantage of the second scaling method is thtatttenal [1-Groupsmeasure directly the fractional

rate of change of the respective process on the total rate of change, as shown in Figure 4.3 for two precesses with two
[1-Groups[], andIl,. The magnitude of th&ractional [1-value indicates how much the tangent on the cyfy¢&)

is turned by the respective process at the initiae. The second method of scaling the conservation equations allows
one also to rank the processes represented in the conservation equation in the order of their importance for a given
facility. Additionally, it serves to estimate the changes brought about by each process and all processes combined.
In fact, equations in the form of E¢4-3) were used to estimate starting conditions for a phase from the starting
conditions of the previous phase.

Capacitance-related design specifications (fluid volumes and heat capacities, for example) are inherent to, and fixed
for, a completed facility and difficult to change in comparison to the adjustable design specifications which control
the causative processes (valvétisgls and flow orifices, for example). Since in the second scaling method the
capacitance term serves as the basis for comparing different
facilities and for identifying scale distortions, and since the
capacitance term affects all scaling groups on the right-hand
side of Eq. (4-3), the second method produces sometimes
more distorted scaling criteria than the first method. It must

be recognized that the capacitance term plays an important
role in either scaling method, even tough it is represented by
only a single scaling group in the first method.

Results from both scaling methods are reported in Chapter
6.2 for all conservation equations except for the quasi-steady
loop momentum balances of Phase 5, i.e., the long and nearly
Figure 4.3 Fractions of Total Change Rafe steady IRWST and sump injection phase, for which the
inertia scaling groups would have been of ordef 10 . The
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4. Scaling Methodology

ranking of phenomena and the assessment of scaling distortions are based in this repoftamtidhal scaling
groups,as obtained by the second scaling method, for all but the processes affecting the steady-state momentum
balances of Phase 5.

4.4.6 Scaling of Loop System

The dynamic interaction between components of the thermohydraulic system is through forced or free circulation of
liquid, vapor, or two-phase mixture. The interaction is modeled [17, 21] by the system of loop momentum balances.
The loop momentum balances are combined into a single vector equation (see Eg. (5-49) on Page 5-25) with one vector
component for each closed loop in the thermohydraulic system. The scalar scaling equations, Eqgs. (4-2) and (4-3)
must be extended to vector equations.

The derivation of the loop momentum balances for general flow
o, r conditions is found in Referen¢21] and summarized in Section
a @, 5.4.2 of this report. The loop momentum balances are scaled in
2 ‘ Section 6.1.4. Thecaling methodologfor vector equations is
] explained below for the loop momentum balances of single-phase
Loop 2 flow in the simple, two-loop system shown schematically in
Loop 1 b Figure 4.4.

Figure 4.4 shows a system of two closed loops: Loop 1, starting
from Branch Point a, going on passed 1 to Branch Point b, and
Figure 4.4 Schematic of returning back to Branch Point a; and Loop 2, starting also from
Two-Loop System Branch Point a, going on passed 2 to Branch Point b, and back to
Branch Point a. Each loop consists of components having
straight flow channels, bends, expansions and contractions. The
two loops have three loop sections: Section alb, Section ab, and Section a2b. The state variables of Loops 1 and 2
are the volumetric flow rate®, and®,, respectively, of the flows leaving Branch Point a.

Section 5.4.2 explains below Eg. (5-20) on Page 5-12 that, when forces acting on a loop system are replaced by
pressures, and fluid velocities by volumetric flow rates, then the familiar inertia (magg)=0pLA of the fluid with

densityp in a component with volum¥, lengthL, and cross-sectional ardais replaced byL/A, and the flow
resistance in a component with loss coeffici&qtDarcy friction factorf, and hydraulic diameted,, is p/2[(K +

fL/d,)/A?] ®|®|. With this nomenclature, the two loop momentum balances for the system shown in Figure 4.4 are
given by this vector equation:

b 1 ) - ]
dz f dz || do, g 95 Kpdz .
a PP

pP— p—
Loopl A A dt Loopl Loopl
= +
b do A A
) dz ) dz dtz g é kpdz ( pPP)LOOpl
A AL ] Loop2
a A Loop2 A | ) o
R, O P1l ]
alb ab
- D,| D, | . (4-4)
0 Ra2b Rab

(q)1+q)2>|q)1+q)2|
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4. Scaling Methodology

On the left-hand side of Eq. 4-4 is the product of the 2x2 inertia makritkimes the 2-dimensional vector of time
derivatives of the state variablésh/dt,  i.e., of the flow rates leaving Branch Point a. On the right-hand side of Eq.
4-4 are first the two 2-dimensional vectors of pressure diﬁereﬂcp%g, &mgj , caused by gravitational and
pumping forces, respectively. The last term of Eq. 4-4 is the flow impedance term and the product of the 2x3
impedance matrixP, times the 3-dimensional vector of the so-called directed kinetic enetgyH is called the
vector of directed kinetic energy, because its elements change sign with changing flow directions and represent the
kinetic energy which governs irreversible pressure losses. The number of colurresjofals the number of loop
sections. The number of rowsIrandP must equal the number of closed loops in the system Iamdlways a square

matrix.

» Notice that eaclliagonalelement of thénertia matrixI is the closed-loop inertia of the loop associated with the
row of the element.

» Loops1and 2 have Section ab in common. Section ab couples the two loops dynamically because any pressure
difference caused by the flor of one loop imposes itself on the flow in the other loop. The coupling by inertia
and impedance is evident directly from Eq. 4-4, the coupling by gravity and pumping can be recognized when Eq.
4-4 is solved explicitly for the two time derivatives.

»  Equation 4-4 shows that theeeleation of®, is coupled to the accelation of®,, and vice versa, by virtue of
theoff-diagonalelements in thénertia matrixI. The coupling is the stronger the larger the off-diagonal terms
are.

» Any two loops which have the same impedance matrix element in a column of the impedancePratix
impedance-coupled via the loop section that pertains to the column. See the last coRinnEaf. 4-4: both
loops are impedance-coupled through Loop Section ab.

Normalization. Equation 4-3 shows that whenvactor equatioris normalized according to the first principle of
scaling presented in Section 4.3 (normalization is the fourth step of the scaling methodology described in Section
4.4.4), the scalar constant normalizing fact@sof the scalar conservation equation, must become matrices. Every
time-dependent element of thp,,  ak,,  vectors and df #melP matrices must be normalized and then scaled

to render every time-dependent element of the scaled variable arrays of order unity. The vectors and matrices are
normalized with respect to theain-loop reference parameters and each array element is normalized with its
maximum (or initial) value. The normalization with respect to thain-loop reference parameters provides the global
system scaling and serves as the basis for scaling the distribution of inertia, gravity, and impedance. The distribution
of inertia, gravity, and impedance determines the flow distribution and the individual loop response times.

The left-hand side of Eq. 4-4 is normalized with the reference volumetric flow ®gtethe system characteristic
response time,, and the initial inertia of the main (i.e., reference) loop.

*

I. d(I)j — Iref(I)ref (DO o i o I d(Dj
i [ *
J dt tref (Dref j Iref i dt
— Iref(I)ref ( S[) ol d(Dj — Iref(I)ref (S[ I ) d (Dj (4-5)
tref L ’ dt” tref idt

wherel;” = (I/ly); and @, = (®/D);. Repeated indices indicate summation, except whetenotes term-by-term
multiplication without summation. The specific reference parameters and the selectiomddithkop are discussed
in Section 6.2 for the individual phases.

The first factor on the right-hand side of Eq. 4-5 is the scalar normalizing f&cednich relates inertia to the system
response and becomes, after scalinggtblkal I1-Group of inertia]1,. The term-by-term multiplication of the second
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and third factors on the right-hand side of the top line of Eq. 4-5 yields the Inertia MgBimwn as the second
factor in the bottom line of Eq. 4-5. The Inertia Metfcscales the effects of loop system geometryawal inertia
distribution The scaled inertia matrif;", scales the local density variations (caused by changes of void fraction and
void distribution parameter); it equals the identity matrix unless the fluid density changes with time.

Scaling. The gravity and impedance terms on the right-hand side of Eq. (4-4) are normalized in the same manner as
the term on the left-hand side for the time rate of momentum change. For natural circulation, the pumping term is
omitted and the normalized equation is divided by the constantalixing factor of the gravity term. The result that
corresponds to Eq. (4-2), i.e., the scalar conservation equation scaled by the causative process related method, is for
the scaled vector equation, Eq. (4-4), written here in indicial notation:

*

do.
H'NvGR(QI% dti B (SGG*>i B HRSG(%P*>ik Ec. (4-6)

wherei =1, 2 and is the loop and equation index, the summation josavers the loops, and the summation oker
covers the loop sectionss; andS; are the gravity and impedance metrics

(I)j 0 2
[(AHGR BT ATGR)O], [ (I)_) (Ro)jk
SG — j % — ref (4-7)

i (AHGRBTATGR>ref’ ik E [&)ZR '
ef,i

ref

icloop,gf

AHgris the elevation difference of gravity center poirgsthe isobaric expansion coefficient, andgg is the driving
temperature difference for natural circulation. The resistance coeffideate the same as the elements of the
impedance matrix in Eq. (4-4). TH&Groups in Eg. (4-6) are the global scaling groups of inertia and impedance.

The vector equation of momentum balances is scaled bgdheative processelated method and theactional

method, except for the nearly quasi-steady conditions of Phase 5 where only the causative process related method is
used. The scaled loop momentum balance, i.e., Eq. (6-56) for forced, and Egs. (4-6) and (6-68) for natural circulation,
has the form of EqQ. (4-2), except that the state variableses®rsand the scaling groups aasgrays. Each array of

scaling groups is factored into a scdl&Group for characterizing thglobal system dynamics (main loops), and into

the SMetric, for scaling the local variations of inertia, gravity, and impedance, and for characterizing the dynamic
flow distribution.

4.4.6.1 Global System Dynamics

Theglobal scalaf1-Groups in Eqg. (4-6) are presented for the more general momentum balances, Egs. (6-56) and (6-
68), in Section 6.2 for each one of the five phases. glbbal scalarfl-Groups scale the inertia, gravity, mechanical
pumping, and flow resistance forces in the main loop of the system. The main loop is taken for Phases 1 through 4
to be one of the reactor coolant loops of normal operations (CMT Side B, Cold Leg 1 in Figure 1.1), since these loops
are active for all phases. The main loop for Phase 5 is the loop from containment through the IRWST tank, the reactor
vessel, the ADS-4 valves, and back to thetaamment, because the IRWST flow dominates the flows during Phase

5.

The causative process the action of the reactor coolant pump for forced circulation, and the action of gravity due
to density differences for natural circulation. The associatadgsative proceselated scaling groups are unity in,
respectively, Eq. (6-56) for forced circulation, and Eq. (6-68) for natural circulation. A small value of the capacitance
group,I1. in Eqg. (4-2), of the loop momentum balance indicates a fast response of flow rates in the main loop to the
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tripping of pumps, or any changes in valve settings or level elevations. The flows in AP600 respond quickly, as can
be seen from the small valueldg = I,y » for forced flow in Table 6.7 anéll. = I,y s for natural circulation in Table

6.42. An imbalance among tloausative proces®lated or thdractional scaling groups on the right-hand side of

the momentum balance indicates an imminent large change in main-loop flow rates at the beginning of the phase.

4.4.6.2 Distribution and Interaction of Flows

TheS, S;, andS -Metrics in the scaled momentum balance, Eqgs. (4b®yva and for the actual AP600 system Egs.
(6-56) and (6-68) are the two-, one-, and two-dimensional arrays, respectively, that measlisgithdion of inertia,

gravity, and flow resistance (impedance) relative to those of the main loop. The arrays apply to the causative term
related and to the fractional scaling methods, and for forced and natural circulation modes.

All metrics have as mangpwsas there are closed loops in the thermohydraulic system and equations in the system
of momentum balances. TIl&Metric of inertia is a square matrix since there is one independent branch exit flow
in every closed loop; all other branch exit flows are related to the former by mass conservatiof;-Nibgic of

gravity force distributions has only one column. Its elements are the ratios of initial specific loop over main loop
gravity forces. Thes,-Metric of flow impedance has as many columns as there are loop segments between branch
points.

The Inertia Metric, S, is shown schematically for the two-loop system in Figure 4.4, as the 2x2 matrix in the last
three rows and columns of Figure 4.5. The first colum in Figure 4.5 identifies the loops shown in Figure 4.4, one row
for each loop. The two independent branch exit flows are indicated in the column header, one column for each exit
flow.

® ® The general inertia elements are derived in Section 5.4.2.1 and defined
! 2 by Eg. (5-24), which shows that inertia is governechbhyA, the length
, over area aspect ratio, multiplied by density (see Eq. (4-3)), and that
Loop 1 (Soops (S inertia is concentrated in long pipe segments with small cross-
sectional areas, rather than in vessels with large cross-sectional areas.
Loop 2 SDap (SD)vLoop2 The scaled elementS, of inertia are defined by Eq. (4-5) or (6-62).

Figure 4.5 Inertia Metric for
Two-Loop System of Fig. 4.4

It is explained in Section 6.1.4.1 that:

+ The diagonaB-elements (printed iboldface) show the magnitude of tHeop inertiaassociated with the loop
of the row, relative to the main loop.

» The magnitude of the off-diagon&elements is a measure of thss-coupling between the loops by inertia
The elements printed iblue measure the coupling betweadjacent loops on the same sidithe system. The
elements printed in Tables 6.9 through 11 for four-loop systems (Chapter 6il):im(ta measure the coupling
betweenseparated loops, on opposite sid#she system.

» The element-by-element multiplication of tBeandI* matrices provide the time-dependent normalized inertia
matrix which is, along with the impedance matrix, needed to compute the eigenvalues and time constants of Eqgs.
(6-56). The Inertia Metric reveals how quickly the flow readjusts to changes in flow conditions: the larger the
S-elements of a row are, the slower responds the fluid in the loop associated with that row, and relative to the
responses in other loops.
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The Impedance Metric, S;, is shown schematically for the two-loop system of Figure 4.4, as the 2x3 matrix in the
last two rows and three columns of Figure 4.6. The first column in Figure 4.6 identifies the two loops in Figure 4.4.
The three segments of the system are identified in the column header: each loop segment has a column in the
Impedance Metric.

The elements of the general impedance metric for the AP600
system are derived in Section 5.4.2.4 and defined by Eq. (5-
41). These equations show that the elements of the
Loop 1 S)azo 0 (Se)a Impedance MetricS,, are governed by form losses, i.e., the
geometry, of primarily the connecting pipesthe system
Loop 2 0 S)az (S)as where the flows are largest. The scaled eleme8isof
impedance are defined for the system in Figure 4.4 by Eq. (4-
7), and for the general AP600 system by Eq. (6-64).

" alb a2b ab

Figure 4.6 Impedance Metric for
Two-Loop System in Fig. 4.4

It is explained in Section 6.1.4.1 that:

+  The magnitude of th&.-elements in a row show ttastribution of flow impedances the loop associated with
the row. Emerging from a branch point, the flow prefers downstream the loop segment with the lowest scaled
impedance values. The Impedance Metric determines the flow distribution in the system, particularly as the steady
state is being approached.

» Repeate@&-elements in @olumnindicatecross-coupling by impedanbetween the loops that are associated with
the rows containing the repeat8delements. Th&,-elements are repeated because the same loop segment is
common to more than one loop. The last column in Figure 4.6 belongs to the common Loop Section ab in Figure
4.4, and therefore couples, both loops in Figure 4.4. In the case of four loops in Tables 6.13 through 6.15, the last
column has equal values in every row because the reactor core couples all four loops.

» The element-by-element multiplication of t§eandP* matrices, shown in Eq. (4-6), provides the time-dependent
scaled impedance matrix with is needed to compute the ratios of specific over main loop characteristic frequencies.

We demonstrate the importance of impedance and inertia with the expression of dynamic response frequency for the
following simple case of a single loop. For a single, horizontal loop with single-phase fluid and no pumps, the
characteristic frequency of flow response is, from Eq. (5-49), equal to twice the ratio of flow impedance over flow
inertia (a linearized approximation).

K +f L
o+ ] —
| I

d,

i (4-4)

)42
A

Here, W, p, K, andf denote, respectively, the initial mass flow rate, fluid density, form loss coefficient, and Darcy
friction factor. L, d,, andA stand for length, hydraulic diameter, and flow cross-sectional area, respectively. Equation
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(4-4) reduces to,; - fv/ d, for a loop of uniform flow cross-sectional area and no form losses. Equation (4-4) is a
simple case that shows the importance of the inertia and impedance matrices for the determination of dynamic loop
response (via the calculation of eigenvalues in the case of coupled loop systems).

4.5 Criterion of Relevant Phenomenon

Since the magnitude of eathrGroup carries the magnitude of its respective term in an equation, the magnitude of
thell-Group’s humerical value signifies the importance of the tgumantitatively In fact, the numerical value of the
causative process-relatBdGroup (for its definition see Section 4.4.5.1) indicates directly how much largenaller

its respective term is in comparison to the causative term wkeSeoup is unity. For assessing importance (later

in Section 6.2) on the basis of the fractioh&iGroups (Section 4.4.5.2), one needs to compare the magnitudes of the
I1-Groups in the scaled fractional equations. Since there are five main phases and the changes of inventory, pressure,
temperature and flow rates of the primary system and its major components, it is quite evident that a single criterion
for relevance should serve to judge consistently what is important.

The working criterion for importance is that the phenomena and processes are conisipentantfor a facility if
the associatetl-Group is greater than 1/10 of the largest
I1-Group in the equation and evaluated for that facility.

Facility ;l This choice is based on the common engineering standard
- of keeping under consideration first-order terms and
! ignoring second-order terms. It should be recognized that
the adoption of this convention affects the total number of
important scale distortions, which is one of the major
Phenomenon "3” a, | results of this report.
H‘ For assessing very important scale distortions, phenomena
and processes are said in this report to have top-priority
I importance if their associated AP600 scaling groups differ
* by less than 20% from the largedtGroup in the same
equation.
Figure 4.7 Phenomenon Importance in Column Importance of phenomenon in any facility is recognized in
of II-Group Matrix the matrix of I-Groups. The matrix is broken up in

individual tables, one table for each conservation equation,
as shown in Section 6.2. Each facility has its own column.
APG600 has the leading column of numeri€kiGroup values. Importance is determined by comparing the magnitude
of theIT-Groups in thecolumnof the respective facility. The phenomena are arranged in the rows of the tables in
Section 6.2 in the order of their importance for AP600, with top priority of importance in the top ralin§groups
of important phenomena in AP600 are highlightediten. Scaling groups of AP600 phenomena with top priority
importance are highlighted imold green, as indicated in Figure 4.7.

4.6 Criterion of Scale Distortion

The ratio of twoll-Groups from two different facilities, but corresponding to the same term in the equation, are a
measure of similarity or scale distortion for the phenomenon which is represented by the term in the equation. The
ratio of 1 implies similarity, or no scale distortion.

A phenomenon or process is taken to be distorted in a test facility, relative to the same phenomenon or process in the
APG600 if the ratio of test facility over AP6-Groups is less than Y% or greater than 2. This implies a difference of
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the order of 100%. It should be recognized
that the adoption of this convention also
affects the number of important scale
distortions, which is one of the major results
of this report. The count of important scale
distortions has been repeated, however, with 1, 1,
the criterion of “less thars or greater than
3,” to indicate the sensitivity of the
assessment to the thresholds of %2 and 2.

Facility 1| Facility 2

. . ) ] . Phenomenon “3” 1, 1,
Scale distortions are recognized in the matrix

of IT-Groups by observing the magnitude of
the numerical values @i-Groups in theow

of a phenomenon. In the tables of Section
6.2, thell-Groups of important phenomena

whose numerical value is less than % or I, 1,
greater than twice the value of the

corresponding  AP600 TI-Group is

highlighted inred as shown in Figure 4.8.

The scale distortion in a test facility is Figure 4.8 Phenomenon Distortion in Row

considered to beconservative if the of II-Group Matrix
associated process reduces the minimum

coolant inventory or the subcooling

temperature in the reactor vessel of the test

facility more than in the AP600.

This completes the description of the scaling process used in the present analysis. The next chapter presents the

models, i.e., the conservation equations, and the thermal and caloric state equations which serve as the basis for
scaling. The scaled conservation equations and the scaling criteria are presented in Chapter 6.
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In this chapter are presented all the conservation equations and their combinations with thermal and caloric equations
of state which are common to two or more phases of the thermohydraulic transient.

5.1 Model Selection

The models are selected to describe the global system response and the component interactions within the system.
Global conservation equations for the system control volume are written in terms of volume-averaged variables for
recognized portions of the system, and in terms of transfer processes that are taking place at the control volume
boundary.

The system response is dominateddiepressurizatioin Phases 1 through 4. Pressure has been identified in Section

4.4 as an important state variable characterizing the primary system during Phases 1 through 4 and the secondary
system during Phase 2. The time rate of pressure change is modeled by combining the total system mass and energy
balances with the thermal equation of state as described in [17] but extended here to a system whose control volume,
V, is occupied by any combination of subvolumégsV,,, V,, andV,,, of, respectively, subcooled liquid, saturated two-

phase mixture, single-phase vapor, or noncondensible nitrogen gas, Whafer V,, + V, + V,. All subvolumes

are permitted to change size with time, but the total voluhés constant. The subvolumes may interchange mass

and energy. Each subvolume exchanges heat with the environment. The subvolumes encompass the fluid either in
components (Pressurizer (PRZ), Core Make-up Tank (CMT), etc.), or in portions of components or in the primary
system. The primary side of the Steam Generators (SG) (U-tube and plenum volumes) is part of the primary-side
system volume; the secondary SG volume is sepavateysq

20000000009

reoseselefelee00000¢
471202020 L 0202020202«

QN2

Qz qw Break

Figure 5.1 General Subvolume Assembly

The overall system volume discharges subcooled liquid or two-phase mixture to the environment (break flow, ADS
flow). Figure 5.1 shows schematically the assembly of subvolumes with the heat exchange raf@ terms  and beak flow
for Phases 1 and 2.
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5.2 Modeling Assumptions and Limitations

We list below the modeling assumptions. The prefixes of the cardinal Roman numerals indicate the model for which
the simplification has been introduced: p, T, and W for time-rate of pressure, temperature, and momentum change
equations.

(p-1) The two-phase mixture is always in thermal equilibrium at the pregsure

(p,T-ii) The volume average of a thermophysical property function equals the function evaluated with volume-
averaged state variables.

(p, T-iii) The kinetic energy and dissipation of viscous energy are ignored relative to the thermal energy transport.

(p-iv)  The momentum balance is decoupled from the energy balance because the flow rates are subsonic
everywhere except at the break or at a valve with critical flow. The region of steep pressure gradients in the
vicinity of choked flow is excluded from the control volume, and the volumetric flow rate of critical flow is
computed from quasi-steady critical mass flow rate datiens and the mean density upstream of the break
(or valve). In the subsonic interior of the control volu¥g ~ 0, the pressure gradient is ignored relative
to the absolute pressure and the temporal change of pressure [21].

(p,T-v) The nitrogen temperatures in both accumulators are the same.
(W-vi) The flow in lines between vessels, in RPV, and in SG primary side is turbulent.

(W-vii) The changein momentum flux is caused by phase change and unimportant: in adiabatic piping (high-
velocity flows) with primarily single-phase fluid, in vessels with little phase change (after scram) but low
velocities.

It must be recognized that the purpose of scaling is not the precise prediction of the AP600 plant response but, instead,
a comparison of the magnitude of terms representing the processes which evolve during the postulated transient. None
of the above simplifying assumptions introducdgmwitation in the achievement of this objective.

5.3 Validation of Models

Under normal circumstances, a scaling analysis is performed before the design of a test facility is completed, and before
there is any opportunity for comparing those reference parameters that are needed for scaling but cannot be specified
by the designer. Examples of such parameters would be reference flow and heat transfer rates. The scaling analysis
must, therefore, be performed normally for all the possible heat transfer and flow regimes (natural or forced
circulation, etc.) that cannot be ruled out prior to the design and operation of test and prototype facilities.

The scaling unceainty arises frommodelinguncertainty in general. The models used for scaling consist of
conservation equations, thermophysical material propeiitiésnsic closure relations) and correlations for mass,
energy, and momentum transpaxifinsicclosure relations) across the boundaries which surround the control system,
and which separate subsystems inside the system. The scaling uncertainties arise from three sources: (1) from the
assumptions listed in Section 5.2 above, (2) from the assumptions made regarding those of the volumes listed in
Section 4.4 for which it is not specified by design how they are occupied by subcooled liquid, saturated two-phase
mixture, superheated vapor, or inert gases, and (3) from the extrinsic closure relations which are needed to estimate
reference parameters for scaling that cannot be specified by the designer. Thénefonest important need for
validation in support of scaling analysis is tle&perimental confirmation of estimated reference parameters and

of fluid distribution in the system. The simplifying assumptions of Section 5.2 and the distribution of fluids in the
system determine the mechanical, volumetric, and thermal capacities and, therefore, the rates of temperature, volume,
and pressure change. There is no need, however, to confirm conservation equations by experiment since no
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uncertainties arise from drawing specified system and component control volumes and writing down global
conservation equations.

Sincethisscaling analysis is being carried out after the completion of experiments in APEX, ROSA, and SPES, and
since selected experimental data are available from these experiments, we have compared estimated reference
parameters and mechanical, volumetric, and thermal capacitieavaitableexperimental dataThis comparison

gives the only assurance that the scaling analysis presented here complies with Scaling Principle (1) explained in
Section 4.3, namely with the requirement that all scaled variables must be of order linitys explained in Section

4.3 that without this assurance, ranking of phenomena or processes and an assessment of scaling distortion are not
possible.

The equations for estimating the reference parameters are given in Sections 5.5.1, 2, 3, and 4 for time, pressure,
volumetric flow rates, and mass flow rate, respectively, and the comparison of estimated parameters and experimental
data is presented in Section 5.5.5.

It is important to realize that scaling in itself consists only of algebraic operations which do not alter the validity of
the equations and, as mathematical operations, these cannot be effectively confirmed by experiment.

It is also important to realize that the purpose of scaling is not to predict events, but to determine that similitude exists
between prototype and test facilities so that the same important phenomena and processes occur in prototype and test
facilities. It was explained in Section 4.2 that this requires only that thktiles are governed by the same equations,

i.e., that the leadinfl-Groups and the scaled initial conditions are the same for the facilities. The prediction of events
would require the solution to the governing equations. Scaling requires the estimation of parameters only at a single
instant at the beginning of each phase.

5.4 Conservation Equations

Conservation ections are the basis for the scaling analysis [17]. The transi@ss and energgonservation
equations are written for the fluid in the entire primary systertumeand thevolumesof its components, in terms

of ordinary differential equations in time, to obtain the rate of change for pressuaesip, of primary and secondary
systems, respectively, for liquid volume fractian(inventory), and temperaturdsin single-phase portions of the

system. Specific control volumes for mass and energy balances are given in Figures 5. 2, 3, and 4 for each time phase
of the transient. The global mass and energy balances are applied in this scaling analysis to control volumes in
standard form. The momentum balance application is special because of the complexity of the system with arbitrary
orientations in three directions and the dependence on the local geometric detail and global system topology.

The transientnomentumbalance is written here, in contrast to the familiar global, three-dimensional form for a
volume, inscalar formfor the fluid in everyclosed lood17, 21], namely either the four (4) or seven (7) loops internal

to the system, as shown in Figure 1.1, for Phases 1 through 4, or through five (5) loops that are open to the containment
for Phase 5. The four-loop system consists of the two double loops leading from the Upper Plenum through two Steam
Generators on Sides A and B, each double loop passing through a separate Cold Leg, cl1 and cl2, respectively. All
four loops are closed through the Reactor Pressure Vessel. The seven-loop system consists of the four-loop system plus
two CMT and one PRHR loops. Specific loop diagrams are given in Figures 5.5, 6, and 7. The transient momentum
balance is derived from the local, one-dimensional form, which is integrated along sectionally straight loop segments.
The results are joined with standard form loss models, summed up over a closed loop, and written to obtain the
transient or steady-state volumetric flow rates in the system [17].

This formulation of the loop momentum balance determines the form in which the forces appear in the momentum
balance. The conventional global momentuatamce produces the time rate of change of the three-dimensional,
volume-averaged fluigelocity, v, in terms of three-dimensional body and confactesacting on the fluid in the
volume. While such a formulation is relatively simple for a component with one-dimensional flow, it is entirely
impractical to assemble the momentum balance for a system of many arbitrarily oriented components, by using the
component momentum balances and eliminating all internal (three-dimensional) forces at component interfaces while
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accounting for all reaction forces from the solid structures. One could scale, instead, all the individual momentum
balances of all the vessels and all the straight sections of all the connecting pipes between vessels but this alternative
is also impractical because it gives an unmanageably large number of scaling criteria. The (system of) loop momentum
balance(s), on the other hand, combines the system characteristics of all the vessels and pipe segments located between
branch points in the loop into a single loop segment characteristic. The result is simplicity without any loss of
generality for the description of tHiid dynamics.

The conventional momentum balancentains (for the sake of simplicity, we consider here single-phase flow) fluid
velocityv, inertiapV = pAL, pressure forces, = pAat inlet and exit cross-sections, and flow resistance fdfces

TA,, at the walls. In théoop momentum balancéuid velocityv is replaced by fluid volumetric flow rat®, forces

F, atinlet and exit cross-sectional areas are replaced by pregsuned wall shear is replaced by resistance forces per
unit of flow cross-sectional area. As a consequence, ingftiais replaced and representeddiyA, and forces by
forces per unit of flow area.

It is shown later in Section 5.4.2.1 that integration of a simple scalar momentum balance for each loop, combined with
the integral of the volumetric flux divergence equation, suffices to describe the transient flow everywhere in the system
of loops [21]. The first step in the simplification of the momentum balance for one-dimensional flow is the
replacement of the directed forces by scalar pressures. The forces exerted by solid structures on the fluid are completely
accounted for by the introduction of pressure differences due to form losses. All internal pressures except the pressure
rise due to pumps are eliminated by utilizing the fact that for pressure, as for any state variable, the closed-contour
integral¢dp = 0 around every closed loop in the system.

This first step changes the representation of inertia fpdhs pAL to pL. This is the inertia per unit of cross-sectional
flow area. This step replaces also forces by forces per unit of flow area.

The fluid velocityv can vary spacially at any given instant in a component or a loop segment between two loop branch
points by as much as two orders of magnitude, simply on account of flow cross-sectional area variations. It is,
therefore, impractical to represent astélethe flow in a component or a loop segment between two loop branch points

by a single velocity, without violating the scaling requirement that all variables be scaled to be of order unity. In
contrast to the fluid velocity, the fluid volumetric flow rate is of the same order of magnitude everywhere between two
loop branch points, except in the rare instance when a condensation shock or intensive boiling occurs. The fluid
volumetric flow rate is the natural kinematic state variable for analyzing or simulating the fluid flow in networks of
pipes and vessels [17, 21]. Thus, the second step in the simplification of the momentum balance for one-dimensional
flow is the replacement of the volume-averaged, directed fluid velocity by the scalar fluid volumetric flow rate at the
entrance to a loop segment.

This second step changes the representation of inertia in the loop momentum balangle iogr/A. 1t is the inertia

per square of cross-sectional flow area and represents inertia in the loop momentum balance, as shown in Section
5.4.2.1. The traditional inertia is the ratio of force oveca@erntion. The inertia in the loop momentum balance is

the ratio of pressure over the time rate of change of volumetric flow rate. The inertia in the loop momentum balance
encompasses all the geometric effects; the scaling groups representing loop inertia also contain all geometric effects
related to inertia.

5.4.1 Mass and Energy Conservation
The mass and energy conservation equations are combined with the caloric equation of state to yield the ordinary
differential equation for the time rate of pressure change. Talknggof this equation leads to the characteristic time

of depressurization in terms of system total elasticity and volumetric break flow rate, the scaling criterion for
mechanical system compliance, and the scaling criteria for all the heat transfer to and from the system.
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5.4.1.1 Control Volumes for Mass and Energy Balance Equations

Figure 5.1 shows schematically the assembly bi/siumes with the heat exchange rate tef@s . The subvolumes
are separated by movable or rigid interfaces and may exchange mass and energy. The overall systevh=/@lume
+V,, +V, + V. isfixed. Figures 5.2, 3, and 4 show the specific primary system control volumes for Phases 1, 2 (and
3), and 4, respectively. The primary system control volumes consist of the components in solid boxes and the
connecting lines. For Phase 1, Pressurizer (PRZ) and Surge Line (SRL) are filled with two-phase mixture in thermal
equilibrium at primary system pressysg the rest of the primary system, the Core Make-up Tanks (CMT), and the
Passive Residual Heat Rejection (PRHR) system are filled with subcooled liquid.

CMT-A CMT-B

SUMP

10

ACC-A

P>l
L
P>l
[E]

Figure 5.2 Primary System Control Volume for Phase 1lInitial Depressurization:
blue lines and components in blue boxes are filled with subcooled liquid,
red line (SRL) and component in red box (PRZ)
is filled with saturated two-phase mixture.

For Phase 2, the Passive Heat Rejection phase (see Figure 5.3), the primary-system control volume consists of the
Pressurizer (PRZ) and Surge Line (SRL) which are filled with vapor, the Upper head (UHD) and Steam Generators
which are filled with two-phase mixture in thermal ééorium at primary system pressupg, the rest of the primary

system, the Core Make-up Tanks (CMT), and the Passive Residual Heat Rejection (PRHR) system are filled with
subcooled liquid. After the Accumulator valves are opened (second subphase, see Figure 3.1 on Page 3-1), the primary-
system control volume is extended to include the nitrogen gas and fluid in the Accumulators (ACC).

For Phase 3, the ADS-123 Blow-Down phase, the primary-system control volume is the same as for the second

subphase of Phase 2; except that it includes the nitrogen gas and liquid in the Accumulators. The nitrogen gas has
expanded isothermally during the last part of Phase 2.
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9 JcmTa

10

ACC-A

o}
=

Figure 5.3 Primary System Control Volume for Phase 2Passive Heat Rejection:
blue lines and components in blue boxes are filled with subcooled liquid,
components in dark red boxes are filled with saturated two-phase mixture

pale red indicates vapor-filled PRZ and SRL (same, with ACC, for Phase 3).

MDA T | s

bl-A bl-B
F P ICMT-B

3
N
i ila
>
j:a
&

SUMP
ADS-4 V.
2,

A7 N
Y hl-B”|
hl-A 3 2 K \ ‘ ‘
cll-A i cll-B 19
H L

}7
cl2-A J cl2-B 8 N

dvi-A dvi-B

Figure 5.4 Primary System Control Volume for Phase 4ADS-4 Depresslization:
blue areas in blue boxes denote subcooled liquid, red box, pattern and solid lines
saturated two-phase mixture, PRHR and dashed lines are vapor-filled.
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For Phase 4, the ADS-4 Depressurization phase, the primary-system control volume is shown in Figure 5.4. The
control volume is filled with saturated two-phase mixture and vapor, except for the subcooled liquid in CMTs, ACCs
and RPV Downcomer (DC).

For Phase 5, the IRWST injection, depressurization is not modeled because the primary system is open to the
containment atmosphere, and the system pressure is dictated by fluid elevations.

5.4.1.2 Time Rate of Pressure Change

For single-phase fluidn volumesV, andV, shown in Figure 5.1, thmass balancés written, for convenience, first
as the local mass balance

V-V

(5-1)

) Dp, (2p| Du
dp), Dt du/, Dt

wherev, p, p, andu stand for velocity, density, pressure, and internal energy, respectii&lyme, andD/Dt is the
substantial derivative. By virtue of simplifying assumption (p,T-iii) listed in Section 5.2, the energy balance for single-
phase fluid is

Du
— = -V.d-pvV. (5-2)
th a-p

J is the heat flux vector. After invoking simplifying assumptions (p, T-ii) and (p-iv) listed in Section 5.2, and after
substituting Eqg. (5-2) into Eq. (5-1), one finds, with the aid of differential calculus and standard thermodynamic
property identities, the volumetric flux divergence equation for single-phase fluids (subcooled and saturated liquids
(in V), superheated and saturated vapor3/(n

C K
\VAR V-V = Lp— ﬁv.q, (5-3)
(RY c pC
p p
wherec, G, Br, andk are the isochoric and isobaric specific heats, the isobaric thermal expansion coefficient, and the
isothermal compressibility. The superscripted dot means differentiation with respect to time. For nitrogen, modeled
as aperfect gasEg. (5-3) reduces to

Vy: VY= - L rlyg (5-4)

TP TP

For two-phase mixture in control subvolurig, of Figure 5.1, the mixture volumetric flux divergence equation,
simplified on account of assumptions (p-i) and (p-iv) listed in Section 5.2, is

= dp plk
Vij o = v, [ - = o, — (5-5)
m fg© g dt sz,:g k pk
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5. Modding Equaions

where j,, Vi, and a are the mixture volumetric flow rate, the specific volume change due to phase change, and the
volume fraction, respectively. Subscripts f and g denote saturated li quid and vapor, respectively. The superscripted
prime means differentiation with respect to presaure along the saturation line. Ty is the rate of equili brium phase
change. The expresson for I’ is derived from the mass and energy balances to yield the contributions from heating
and coding (baili ng and condensing) and from presaure variations (flashing and condensing) as foll ows:

1-Y o.p b
T = =—V-d+£ k=9.f s

9 h, dt h

, (5-6)
fg

where h stands for enthalpy. By combing Egs (5-5) and (5-6) one gets the mixture volumetric flux divergence
equation for the two-phase mixture in subvaume V,, of Figure 5.1

V2(p : v'j_)m = _{Z Oy

k=g,

Vig Pk Y
9 (ph, -1} + = |tp- Bv.qg. (5-7)
hfg ( . ) Pk ” hfg

Equetions (5-3), (5-4), and (5-7) show that the single- and two-phase fluid dilatation depends only on two processes,
namely on hea addtion and depresaurrization. For two-phase fluid, this is a consequence of the equili brium
asuumption (Assumption p-i in Section 5.2). Conversdly , the rate of depresaurization can depend only on volume
changes due to volume discharge and volume expansion or contraction caused by heating or coding, respectively,
which may include phase change.

By integrating Egs (5-3), (5-4), and (5-7) over thetotal volumeV in Figure 5.1, by using the divergence theorem to
convert volume into area integrals, the mean-value theorem of integral calculus for volume averaging, smplifying
assumption (p,T-ii) presented in Section 5.2, and thefact that V =V, + V, + V,, + V,, isrigid, one obtains the very
important equation for the time rate of presaure changein thetotal volume V of Figure 5.1.

Vg | bKADS hy v PG, PC, 0

b = |- > @ &(QZ(P)net > ﬁQnet * (ﬁ) Pep * Y;:LQN - (5-8)
|

Each term in the square bracket is a rate of volume change. Thefirst term is the sum of volumetric flow rates, @,
leaving the control volume V through break and valve openings. The second term is the volume generation or
annihilation by phase change, the third and fourth terms are the volume generation or annihilation by thermal
expansion or contraction by net heating or coding, Qnet, and by the pumping power, Pqp, in single-phaseregions. The
denominator of Eq. (5-8) isthe total system elasticity or mechanical compliance Vy,,, where the system isentropic
compresshilit y (volumetric mechanical compliance) is given by

V.
vj - {Z Y
j

C x
W = L% = _Z[L
i j=lv Cp

Y (v, - 1)+ Lk

— +=——1. (59
hfg Pk

V Yyp V

k=g,f

A

Equaion (5-9) showsthat the total system eaticity isa series of up to four subvdume-fraction-weighted, isentropic
compresshiliti es, namdy, y; = Vi/V [-1/v (oviop) |, one each for single-phase liquid, single-phase vayor, ideal gas (each
subvdume having its own averaged temperature), and two-phase mixture, regardless of their distribution within the
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system. Equation (5-9) is derived for the cases prevailing at the beginnings of all the phases analyzed, namely for
continuous volumetric flow rates at the interfaces between subvolumes. Should there be phase change (due to mixing
of vapor with subcooled liquid, for example) associated with the mass flow rate from some region (1) to region (2) then
1. Vi(1- po/p)/V would have to be added 1g.

Equation (5-8) demonstrates also the important fact that a given amount of heat exchanged with any control subvolume
has profoundly differing effects on the system pressure, depending on whether the subvolume contains single or two-
phase fluids. Moreover, the equation shows that a large volume (such as the primary system volume) of liquid being
heated or cooled strongly (by fission power, or SG cooling) can affect the pressure as much as a small volume of two-
phase mixture (in Pressurizer, with a small heater). Equation (5-8) shows also that pressure changes only because of
volume changes caused by volume discharge or injection and by heat transfer.

5.4.1.3 Time Rate of Inventory Change

The loss of liquid inventory in the system with fixed control volureand the component volumg, containing a
two-phase mixture is modeled as the gain of vapor. See Figure 5.1. The vapor mass balance gives the rate of change
of vapor volume fractiony, in V,, and is, on account of Assumption (p-i) in Section 5.2, given, for the prevailing cases
thatV,, is rigid or that the void fractions at the moving boundary equals the volume-averaged void fraction, by

: da _ -
For V2(p' Vz(Ppg? = Z W, + VZ(P(Fg - apg p), (5-10)

in

where the time rate of vapor generation per unit of volumgjs given by Eq. (5-6), and the rate of change of
pressurep, is given by Eq. (5-8Y\; is the vapor mass flow rate, counted positive when entévipgandp, is the

vapor density. The volumetric flow rates between components are computed by integrating, over the component
volume, and with the pressure derivative from Eq. (5-8), the volumetric flux divergence equation, Egs.(5-3), (5-4), or
(5-5), depending on which type of fluid occupies the component.

After substituting Egs. (5-6) and (5-8) into Eq. (5-10), one obtains the time rate of change of vapor fraction in terms
of transfer processes taking place at the system boundary, namely in terms of the volumetric flows at tidg break,
and at the ADS valves (discharging from subcooled regidhg), the direct vapor discharge (if any) frow,, the

heat transfer to two-phase regio@s,, to single-phase regions of liQyid, , and pumpingPpeteesingle-

phase liquid, and heat transfer to single-phase regions of vapgr, and to the noncondensﬁ@l@ gas , all
contained in the system volumeé, The general expression for the vapor conservation equation is

\Y V . [V V
=XV ﬂ = O + v (I)g - QZ(p _fo _ =XV
Y dt bk ADS V2(p Y, hfg ¥.p g hfg V2(p
Br ) /- Br (- y-14 (5-11)
-  — + P - _— - 1]
[ pc, ), (Qltp PP)| pC, V(Qltp)v vp QNz

where obviously not all the terms are appropriate for every phase, and where the rate of volume expansion per unit of
energy, in the two-phase region is
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a(pg g * hfgpgl) + (1-o)phy - 1_ (5-12)
pghfg

¥

o

The elasticity of the systeny,, is given by Eq. (5-9). The right-hand side of Eq. (5-11) shows rates of volume
displacements, as show the terms in the square bracket of Eq. (5-8).

5.4.1.4 Time Rate of Temperature Change

The scaling analysis deals with heat transfer between, and
o temperatures of, saturated two-phase mixture (Assumption (p-i) in
Section 5.2), subcooled liquid, and structures. The energy balance
below is written to predict the temperature change insthtecooled
liguid. The temperature in the two-phase regions of the system
volume, V, is the saturation temperature (Assumption (p-i) in
Section 5.2) at the system pressure given by the integral of Eq. (5-
8). With heat transfeto the fluid counting positive, structural
temperatures are predicted by integrating the energy balance of

. e structures, given by
st — A
(CpM)stc dt - stc’
Figure 5.5 Schematic Control Volume The energy balance for the fixed volurdg of the reactor cooling
for Primary System. (dark blue box; system (subscripps), that is filled with subcooled liquid and
P for PRHR, C for CMT) connected to the Pressurizer (PRZ), the Core Make-up Tank (CMT),

the Passive Residual heat Rejection (PRHR) system, and (possibly)
the Accumulators (ACC), is combined with the mass balance for the
same control volume to give

d .
Vl(p_ pl h - L = (Qnet>1 * PPP * Z \Ni(hi - h) - kahps (5-13)
dt P/ Jps ¢ inj, i
d - yw-w
W A bic? (5-14)

where the summations are taken over PRZ, CMT, PRHR, and ACC, with the mass floAVatesnting positive

when entering the primary system (see dark blue heavy box in Figure (5.5). The flonw¥atksough the CMT and

PHRH system are driven by buoyancy and, therefore, computed from the coupled loop momentum balances. The mass
flow rate, W,,, from the pressurizer to the primary system is driven entirely by the fluid expansion in the PRZ, and
computed from the flux divergence equation, Eq. (5-7).

V,, .
— fg _ ;
Woy = Py [ h Qap = zpV p] : (5-15)
g
where the pressure derivative is given by Eq. (5(8)gé is the (electrical) heating power supplied to the two-phase

region (PRZ), and the elasticity (or mechanical volumetric compliance) of the two-phase region is, as in Eq. (5-9),

NUREG/CR-5541 5-10



5. Modeling Equations

Yoy = {Z 0y

V,
2 ﬁ(pkhk' - 1) + X

hfg Py

} Vo _ (5-16)

After expanding the enthalpy derivative in Eq. (5-13) in terms of temperature and pressure, and after substituting Egs.
(5-14), (5-15) and (5-8), into Eq. (5-13), one finds for the time rate of temperature changerégather cooling
systemn(or primary system of normal operation), as before in terms of transfer processes taking place at the global
system'’s boundary, namely in terms of the volumetric flows at the break and at the ADS ®g|yéise heat transfer

to two-phase regionQ&D, to single-phase regions of quG)g), Rupdand to the noncondensible gQ'R,Z , all
contained in the system voluni¢,

dT ~ Br ¥y

V, pc — = W(h-h)+(Q + P 1+ ————

107 7p gt CM'IzF;RHR '( i ) ( 1o PP)[ pC, wV

. V| P Y. [ v-1 - )
+ Q LY [ p, (h, - h)l - — 1o, -1=Q,|, )
2¢ hfg XVV 2(p( 2¢ )jl XVV bk 'Yp N, (5 17)
where

Y, = Vl(pBTT - VXZ(pPZ(p (hZ(p - h). (5-18)

Obviously, not all the terms in Eq. (5-17) apply for every phase. Equation (5-17) is general, however, and is modified
and used also for the temperature prediction of liquid in components CMT and PRHR.

5.4.2 Momentum Balance

The momentum balance is used to scale the dynamic component interaction in the primary system of the AP600, and
to estimate the reference flow rates which are needed to normalize the mass, momentum, and energy balances. The
local, one-dimensional momentum balance is integrated, as explained by Wulff [17] to obtain the loop momentum
balance for every closed loop of the system in terms of the loop momeévituntich is a scalar momentum per unit

of area. lIts rate of change is derived in terms of scalar pressure differences, rather than in terms of vectorial resultant
forces.

For Phases 1 through 4, i.e., the time before the depressurization of the system establishes communication (by
subcriticalflow through break and ADS valves) with the containment atmosphere, the seven loops (five for ROSA)
are contained inside the primary system. For Phase 5, the quasi-steady IRWST and sump injection phase, there are
five loops that are closed with segments of constant pressure in the containment atmosphere. The special formulation
for Phase 5 is described in Section 5.5.4. Figures 5.6, 7, 8, and 9 show the loops for normal operation and Phases 1,
2, 3, 4, and 5, respectively. ROSA has two loops fewer than AP600 for Phases 1 through 4.

5.4.2.1 System Momentum Balance
There is a loop momentum balance written for every closed loop. The loop momentum balances are then combined

into a vector equation of first-order ordinary differential equations for scaling as a single vector equation. The vector
equation is the global momentum balance of the system.j'Telement of that vector equation is given by
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dM -
d_tj = g'g_gkpmdz + APppj - Xj:(AMF) - 2}: RW. W, |, (5-19)
J

where thg™ loop momentum is defined by

Li
dz _ dz
Mj 98me - Z JWmK
J

i€] 0
L, L, L
=Y | (@ (O)ffd—z+ffA(D d—z—jaA«V»dZ
£ ( m)i PA pTIM A PNy ' (5-20)
i€ 0 0 0

The loop momentum balance, Eq. (5-19), is derived by summing upréissure differencescross the segments of

the loop, i.e., by utilizing the fact that the contour integral of pressure gradient around everydpogguals the sum

of the pump-induced pressure increases in that loop. The summation elinghatgésrnal pressures from Eq. (5-19).
Internal pressures are scalars (akin to voltages in electrical circuits) and more natural to eliminate than internal forces
(which are vectors, involving fluid-to-structure interactions). The important consequence of formulating the
momentum balance for a loop segment in termgregsure differencanstead of resultant forces, and in terms of
volume flow rate instead of the familiar velocity, is that one obtains in the case of single-phase fluid, not the familiar
fluid mass pV, i.e., density times segment volume), but rather the inertia per area squdréq, &s the inertia
representation (analogous to capacitance in electrical circuits) of the loop segmentl.\aherk are the segment

length and cross-sectional area, respectively. For two-phase filotd) (becomes the first integrand in the bracket

of Eq. (5-20), withf, given by Eq. (5-25). The associated integral is, for this report, the so-called inertia of the loop
segment, which leads to the loop inertia and inertia matrix of the system. Equation (5-19) demonstrates that flow rates
in a closed-loop system can be predicted without computing pressures.

As seen in Eqg. (5-20), the defining contour integral is replaced, in the first line, by the suntexrals taken along

a loop segment of constant flow cross-section. In the second line, the mixture mass flow rate is expressed by its drift-
flux identity, in terms of the liquid mass flow rate at the entrance to the segment, times the density fingtiam

by Eqg. (5-25), and then the contributions from momentum flux change due to phase change, and from the vapor drift.

The second term in Eq. (5-19) is the driving pressure due to gravity, with the unit vl;r;tor, pointing in the normal
flow direction. The third term in Eq. (5-19) is the pressure induced by the Reactor Coolant Pumps. The fourth term
accounts for the changaMF, along theé™ segment in th¢" loop, of the momentum fluXyIF, where

W, @, (1-a) + WD

MF = for a=0,1
o(l-a) A2
W o,
MF = for a=0
A2
WV(I)V
MF = Y. for a=1. (5-21)
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CMT-B

SUMP

dvi-A 7 dvi-B

Figure 5.6 Four-Loop Control Volume
for Normal Operation and for Phase 1,
Initial Depressurization.

CMT-A CMT-B

SUmMP

ACC-A ACC-B

hl-A |
Cl1-A cll-B Bv 19

7
cl2-A = r cB 8 Eﬁ

dvi-A 7 dvi-B

Figure 5.7 Seven-Loop Control Volume for Phase 2,
Passive Heat Removal
Green loops are closed on shortest connection.
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Figure 5.8 Seven-Loop Control Volume for Phase 3,
ADS-123 Blowdown
Green loops are closed by shortest connections.
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Figure 5.9 Seven-Loop Control Volume for Phase 4,
ADS-4 Depressuization.
Green loops are closed by shortest connections.
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SG-A SG-B CMT-B
CMT-A :{
/
15 _

SUMP
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ACC-A o i i ACC-B
4 - |3 2 N hi-B
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¥ cl EEV‘ Lo f 4
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1 J12 |13
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Figure 5.10 Six-Loop Control Volume for Phase 5,
IRWST Injection .
Loops in color are closed by shortest connections.

The lastterm in Eqg. (5-19) is the pressure drop due to wall shear and form losses. Its detailed derivation is found in
[17]. The flow resistanceR, is

K+ ((p% f)

2p|A2

L
d, (5-22)

wheref, 9, L, d,, andA denote, respectively, the Darcy friction factor, the two-phase friction multiplier, the length
of thei" duct segment in thi¥ loop, andK is the form loss coefficient for the exit of the segment and defined in terms
of the standard form loss factdr,

2 2

AV |y

Amin
C = S (SaCoa) * Coa

S(X)=0 for x<k
=1 for x>k .

A,
A+

K =¢

(5-23)

S(X) is the unit step function. The prediction dfis described in Idelchick [23], the subscrifitcandbd indicate
forward and backward directions, respectively.
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The first term in the last line of Eq. (5-20) dominates the momenritnit contains the so-called inertia of tfife
segment, i.e., the “inertiatlated to the volumetric flow rate_(0), at the entrance to the loop segment, and to the
pressure differencim Eqg. (5-19), rater than the traditional inertia of segment mass which is relatetbmtyand
resultant forcesee also the final form of the momentum balance, Eqg. (5-36), below). The inertia of the loop segment
is

Li
_ dz
'S { A (5-24)
where the density function is
f(@ = (pl - a(2) Ap Co) (5-25)

and equals, for single-phase liquid, angl, for single-phase vapor. The second term in the last line of Eq. (5-20) is
the momentum induced by phase and phasic density changes. Here

_ A . Pk
AG, = —£r -pY o~

m oy Era o (5-26)

and the pressure derivative is given by Eq. (5-8). The last term in the last line of Eq. (5-20) is the momentum induced
by phase separationyg is the void fraction-weighted, area-averaged vapor drift velocity.

There ard\N, =4, 7, 7, and 6 closed loops, respectively, with= 5, 9, 9, and 7 branch points in Figures 5.6, 7, 8, and

9. The loops have been described in Section 5.4 on Page 5-3. The branch points in the four-loop system are shown
in Figure 5.6 as Paints 1, 5A, 5B, and 6. For the seven-loop system, the four additional branch points are given in
Figure 5.7 as Paints 2, 7, 8, and 19. WuIff [23] has shown that a systdinabdsed loops anlll; branch points calls

for (N_ + N; -1) linearly independent equations for té ¢ N; -1) transient volumetric flow rate,,(0, t) in Eq. (5-

20), at branch exits (i.e., whezes O for the associated loop segment). These flow rates are needed to evaluate the last
line in Eq. (5-20) and to calculate the transient local mass flow rates anywhere in the system. Open injection or
discharge points or connections to dead-ended components are not counted as branch points because their associated
flow rates are, respectively, imposed, computed from critical flow or quasi-steady valve flow models, or from the
appropriate volumetric flux divergence equation, Egs. (5-3), (5-4), or (5-7); see Eqg. (5-15) as an example. Therefore,
the loop momentum balances provible volumetric flow rates in the role of state variables from which all the linearly
independentN, + N; -1) flow rates can be computed for the branch point exits and, from that the flow for any time
and any location in the system [23].

N, of these equations are given by the loop momentum definitions Egs. (5-20), for which the momenta are
obtained by integrating Egs. (5-19). We associate with each loop (with jhdeonveniently selected primalgop
segment (subscrijptr) that has the primary volumetric flow radg, (0, t) (or state variable) at the entrance. We calll
all other branch point exit volumetric flow rates secondary flow réitgs(0, t). Correspondingly, we decompose the
loop inertia defined by the first sum in the last line of Eq. (5-20) by associating witji-#lement of thel|, x N,)
matrix, A;, the inertia of the primary loop segmerin loopj, and with the elements of th&l[ x (N; -1)] matrix Xy,
the flow inertia contributions of the secondary loop segments. We use the Einstein summation convention: repeated
indices imply summation. Thus, by rewriting the definition of the loop momentum given in the last line of Eq. (5-20),
now with the sum of primary and secondary volumetric flow rates for the first and important inertia term, and with
S,, for the combination of phase change- and phase separation-induced momenta, one finds

d :
M; = f?WmKZ = A [P, (OD)] + qu[(Dmsn(O,t)]q * Sy IELNG (5.27)
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5. Modeling Equations

TheseN, equations are combined withl{ - 1) linearly independent equations of volumetric flow rate continuity at
branch pointslj.

Y (@n(0.0) +(S), = O, (5-28)

kel

wherel =1, .. .,Ng;. Flows leaving the branch count positive, and $'s represent the dilatation of incoming flows
along the upstream segment and are defined from the integral of Eq. (5-5):

o (zt) = ®,01) + [A® dz = (O1) + S, (5-29)
0

Egs. (5-27) and (5-28) form a system if ¢+ N; - 1) equations, implicit in thel + N; - 1) unknown volumetric flow

rates at branch exits that are needed in Eq. (5-20). This system of equations was solved to obtain the inertia and
impedance matrices for AP600, APEX, ROSA, and SPES by use of the mathematical software package MATHCAD.
The formal solution was obtained by specifying first #inittance matrixvhich characterizes the system connectivity.

5.4.2.2 System Admittance Matrix

For most system topologies, one can derive the inertia matrix and impedance matrix by inspection and manual matrix
inversion. It was found, however, to be more convenient to follow Reference [21] and to use the admittance matrix
shown in Appendix 6 and the available mathematical software package MATHCAD for obtaining the matrices in Eq.
(5-32) below and for arranging the inertia and impedance matrices. Below we explain the admittance matrix and the
linear algebra performed with MATHCAD to obtain the inertia and impedance matrices.

One finds that all the signs ofb,, (0, t) in the summation of Eq. (5-28) are represented by either -1 (for flows
approaching the junctiob), 0 (for all flows through segments that are not directly connected to the jurijtianl

(for flows leaving the junctior). The coefficients {-1, 0, +1} are organized in tig x (N, + Ng - 1) system
admittance matriH in which eactbranch pointis represented bymw and eachunknown branch exit flow rated,,

(0, 1), by acolumn(see Appendix 6).

H = (AB), (5-30)

The first (N; - 1) columns inH are associated with the secondary branch exit fl@ys(p, t)],, and form thelNg x

(N - 1) matrixA. The lastN, columns are associated with the primary branch exit flows,(D, t)],, and form the

N; x N matrixB. The columns irH are to be arranged in the same order as the vector elemént$d][t)].} and

{[ @ (0, V)] 4 ¢in EQ. (5-27). The elements in every columnkfsum up to O (as seen in Appendix 6). Next, the
system admittance matrlX is augmented with thé&l; X N; identity matrix| to yield the augmented admittance matrix

H,
(Ha) = (ABI) . (5-31)

pq

By performing elementary row reductions on the augmented admittance mHtixpo0e obtains its row-reduced
echelon matrix whose rank idl§ - 1), because onlyN; - 1) conservation equations of branch points are linearly
independent; thdl," secondary exit flow satisfies the mass balance automatically because the global mass balance,
Eq. (5-8), is satisfied (see Appendix 6). After removal of the last row (WithH{ N - 1) Os, followed byN; 1s) and

the (N, + Ng)™" column of zeroes, the row-reduced echelon matrix has this block structure,

(a8, )a (5-32)
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5. Modeling Equations

and yieldssimultaneouslyin addition to the Il - 1) x (Ng - 1) identity matrix in first position, theNg- 1) x N,

reduced matrix A;lBr , and the reducead,(- 1) x (Ng - 1) square matri)Ml in second and third positions,
respectively. The inversg™ and the productA,; ' B,) are constants (having -1, 0, 1 as elements) and characterize the
topology of the system. Both matrices need to be extracted only once for a given system from the row-reduced echelon
matrix given by Eq. (5-32).

By replacing all positive elements of the system admittance mHtty zeroes and by removing its last row, one
obtains the s - 1) x (N_ + N; - 1) reduced admittance matrl,.. Finally, with all the elementsS)), of dilation
(shown in Eg. (5-28) but defined in Eq. (5-29)) ordered in accordance with their associated volumetric flondates {[
(0, 1)]s3, and {{ @, (0, 1)] .3 4 We form the dilatation vector

Y-:(Hr)ij(S(D)j, i=1,...,Ng-1, j=1,... N +N;-1 (5-33)

and write the volumetric flow continuity equation, Eq. (5-28), for a branch pgint (

A [[2a00), ]+ (B [@00),] - Y, = O 53

p q

By pre multiplying Eq. (5-34) with the invers& ™ from Eqg. (5-32), by solving then the result for the unknown
secondaryoranch exit flow rates, {b,, (0, t)]s3,

(@), ] = -(a7), (), [(2n00),]

: + Y, } (5-35)

q

and by substituting the solution ofd{,, (0, )]} ,into Eq. (5-27) one finds the vector equation for the system loop
momentunexplicitin terms of only theprimary branch exit flow rates.e., the dynamic state variable flow ratesp{[
(0,1)],3 » the known dilation vectory,,, and the known momenta induced by phase change and phase sep&ation,

M, = Iip[(d)m(o,t))pr]p - X, (A;l)upyp £ Sy, =L N (5-36)

5.4.2.3 Inertia Matrix

TheN_ x N_ square matrid,, in Eq. (5-36) is theglobal system inertia matrijd 7] and given by
— _ -1 5-37
Iip - Aip Xiu (Ar >ut(Br)tp' ( )

It is recognized as the inertia matrix because it reduces for the simple case of single-phase flow the equations of system
momentum balance, Eq. (5-19) to

a3

ji dt Rpde + AppRj - Z R\%|Wm| ' (5-38)
J

j
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5. Modeling Equations

sinceAMF in Eg. (5-19) andYy andS, in Eq. (5-36) are 0. Figure A.6.1 in Appendix A.6 shows the admittance
matrix and the row-reduced, augmented matrix for AP60@ase 1i.e., the Initial Depressurizatiom@rmal
condition3. The volumetric flow rates shown in Figure A.4.1 refer to the branch point designations in Figure 5.6.

Equation (5-24) defines the inertiafor two-phase flow in @omponenti.e., the contributions to the elements of the

inertia matrix,I, representing the inertia of theop segmenbetween branch points. Appendix A.1.4 lists under
“Aspect Ratios” the numerical values of the geometric inertia coefficidms,for the components AP600, APEX,

ROSA, and SPES. These aspect ratios were computed from the flow cross-sectional areas of the components, as given
in Appendix A.1.2, and from the channel lengthgljsted in Appendix A.1.3. The density functiof) defined by Eq.

(5-25), is evaluated, with density and void fractions occurring at the beginning of every phase, as an average for every
loop segment.

Figure A.6.1 in Appendix A.6 shows the admittance mafHxj.e., the combination of the two parsandB, which

are associated with the secondary and primary flow rates, respectively, and the row-reduced, augmented matrix, all
for the AP600, APEX, and SPES duriRfjases 1.The volumetric flow rates shown in Figure A.6.1 on Page A.6-2

refer to the branch point designations in Figure 5.6.

Table 5.1 presents the inertia matrix with symbol entrigsf the loop segments for the four-loop systems AP600,
APEX, and SPES at normal operating conditions and for Phase 1, i.e., the phase of Initial Depressurization. The
subscripts of denote the segment endpoints shown in Figure 5.6. Tables 5.2, 3, and 4 have the inertia symbols,
replaced by the corresponding numerical values in kij/ m, and serve to compare the inertia matrices of normal
operation for AP600, APEX, and SPES in numerical form.

Table 5.1 Inertia Matrix for Four-Loop Operation of AP600, APEX, and SPES
under Normal Conditions and Phase 1, Initial Depressurization.

Loop Flow Rate leaving from

on Side | through||SG Exit of Loog, | SG Exit of Loog,| SG Exit of Logg| SG Exit of Lo

ColdLeg 1

Cold Leg 2

Cold Leg 1

Cold Leg 2

Each row in Tables 5.1 through 5.7 represents a loop as indicated in the first two columns. Each column represents
the primary flow rate (state variable) of the loop, as noted in the heading of the matrix. The Cold-Leg flow rates at
the Steam Generator exits are the primary flow rates for the coolant loops, as shown in Figure 5.6. Diafg)nal (
symbols represent the whole loop, off-diagdsiat andmasenta symbols, respectively, neighboring and opposite-side

loop segments.

For normal operation and during Phase 1, all flows are positive around the loop. Therefore, the diagonal elements of
the inertia matrix in Tables 5.1 through 5.5 (bold-face symbols) represelttdhénertia The magnitude of the off-

diagonal elements shown e is a measure of the cross coupling by inertia between loops on the same side of the
reactor, while the magnitude of the off-diagonal elements showmitnta is a measure of the cross coupling by

inertia between loops on opposite sides of the reactor. Coupling by inertia is through Hot Leg, Steam Generator, and
Reactor Vessel for loops on the same side of the reactor. Loops on opposite sides are inertia-coupled only through the
Reactor Vessel.
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5. Modeling Equations

Table 5.2 Numerical Values of Inertia Matrix for Four-Loop Operation: AP600
under Normal Conditions and Phase 1, Initial Depressurization (kg m )

Flow Rate leaving from

through || SG Exit of Loog,

Cold Leg 5.25x10

SG Exit of Loop,

SG Exit of Logp

3.11x10°

SG Exit of LogH]

3.11x10°

5.25%x10

5.25x10

3.11x10°

3.11x10°

5.25x10

Table 5.3 Numerical Values of Inertia Matrix for Four-Loop Operation: APEX

under Normal Conditions and Phase 1, Initial Depressurization (kg m )

Flow Rate leaving from

through || SG Exit of Loog,

Cold Leg 5.56x10

SG Exit of Loop,

SG Exit of Logp

3.33%10°

SG Exit of LogH]

3.33%10°

5.56x10

Cold Leg

5.56x10

3.33%10°

Table 5.4 Numerical Values of Inertia Matrix for Four-Loop Operation: SPES

under Normal Conditions and Phase 1, Initial Depressurization (kg m )

Flow Rate leaving from

through || SG Exit of Loog,

8.25x10

SG Exit of Loop,

SG Exit of Logp

7.42x10°

SG Exit of LogH]

7.42x10°

8.25x10

8.25x10

7.42x10°
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5. Modeling Equations

For ROSA which has only two Cold Legs and only two reactor cooling loops, the inertia matrix was derived by the
same method as described for AP600. For the two-loop system of ROSA, the 2x2 inertia matrix is shown in Table 5.5

below.

Table 5.6 presents the inertia matrix with symbol entries for the 7-Loop operation of AP600, APEX, and SPES during
Phases 2 through 4. The indices of thedements refer to the flow diagrams in Figures 5.7 through 5.9. The inertia
matrix is derived from Eg. (5-37), using the row-reduced echelon matrix in Figure A.6.2 of Appendix A.6, and then
numerically evaluated with the data listed in Appendix A.1.4 and with the fluid densities listed in Appendices A.4.3

through A.4.4.

Table 5.5 Inertia Matrix for Four-Loop Operation of ROSA

under Normal Conditions and Phase 1, Initial Depressurization.

Loop Flow Rate leaving from
on Side | through || SG Exit of Loog | SG Exit of Loop
B |9 6.63x16 | s48410°

A |codteal 55100 | eeaag |

Table 5.6 Inertia Matrix in Symbolic Form for AP600, APEX, and SPES During Phases 2 Through 4

Loop Flow Rate leaving from Flow Rate from
[0}
S %’ CMT CMT ) ) CMT PRHR urge Line )
» > Branch of | Branchof| SGExito]l SGExitof Branchgf Branch¢f Branch o Hot Le Breal]in
S _g Loops, to | Loog,,to]| Loop, Loop, Loog ,tq Logp ,t4  Logp,tq )/ oo 9 Lagp
s RPV CMT, RPV PRHR Pa
Cold Leg
B 1 I loop-B1 IB,7-l-5 I 6-1 I 6-1 I B,7-1-19 I B,6-1-5 0 O (_I 6-1)
A CMT, ('|6-7) |cmtA,8-9-7 ('|6-7) ('I 6-7) (‘I 6-9 0 0 I 6-7
Cold Leg
A 1 |6 1 I 7-1 IIoop-Al IA,6—1-5 I 6-1 (-I A,Z—Q (-I A,l-% (-I 7-1
Cold Leg
A 2 |6 1 I 7-1 I A6-1-5 IIoop-A2 I 6-1 (-I A,Z—Q (-I Al-a (-I 7-)
B CMT.B ('IB,19-7) 0 ('I 6-9 ('I 6—) IcmtB,19-9-7 ('|6-7) 0 0 |6—7
Cold Leg
B 2 IB,6-1—8 I B,7-1-8 I 6-1 I 6-1 B,7-1-8 I loop-B2 0 O ('I 6-1)
A PRHR |6 1 I 7-1 I A5-6-2 I A6-1-2 I 6-1 Irhr,2-5 (-IA,l—Z) (-I 6-])
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5. Modeling Equations

Table 5.7 shows the numerical values of the elements of the inertia matrix for the 7-Loop operation of AP600 during
Phase 2. Theelements in Table 5.6 are evaluated according to Eq. (5-37), using the data listed in Appendix A.1.4
and with the fluid densities listed in Appendices A.2.3 through A.2.4. The negative elements in the inertia matrix
indicate that the flow corresponding to the column of the matrix is, in the common segment of the loop corresponding
to the row of the matrix, in the direction opposite of the normal flow in that loop.

Table 5.7 Inertia Matrix in Numerical Form for AP600 During Phase 2
(All lines being filled with single-phase liquid, kg/m )

Loop Flow Rate leaving from Flow Rate from
CMT CMT CMT CMT PRHR urge Line
sigd th H Branch of | Branchof| SGExito] SGExitof Branchdf Branch¢f Branch Jﬁ) Hgot Le BreaHlin
on S104 roug Loops, to | Loopg,,to Loop, Loop Loap ,tg Logp ,td Logp , td of Loo 9 Lagp
RPV CMT, CMT, RPV PRHR Pa
B |9 52110 [ 3.0410 | 381.70| 3811 3.76'p 3.09j0 0O o -38}10
A CMT, -5.29-16 | 1.49-16 | -5.29-F0| -5.2940¢ 0 -1.46'30 0 0 5.29"10

A | c9teafl 38110 [ 3.28.70| 52110 | 3.004q 3281p 381j0 20910 -33p10 -?.st-m

A | Co9ted)l 381.10 | 328.70| 3.094d 52110 | 3281p 381J0 -20910 -3:3p-10 -:-iHZB-lO

B | owts [|-14610| o | 52920 -5201916616 | 52940 0 0 5.2@"10
B [C9]l 38110 | 3.76.70[ 38110 381%p 3.76.]%.21.10 0 0 -3.8"-10
A | prer |[ 38110 | 32870 3124d 100tp 3280 3.81|1038.16 62]L-10 -3.“31-10

Appendix A.7 shows the numerical values of the elements of the inertia matrix for the 7-Loop operation of APEX and
SPES, and for the five-loop configuration of ROSA during Phases 2. For Phases 3 and 4, the elements were evaluated
the same way as for Phase 2, but with different density in some of the loop segments. No inertia matrix was evaluated
for the long lasting, quasi-steady Phase 5.

Inertia, |, is defined in Eq. (5-24) for two-phase flow incamponent It is the principal part of the inertia, accounting

for the geometric effects, mixture density and void distribution. The effects on inertia of phase change and local vapor
drift are accounted for byx®,, given in Eq. (5-26). As seen from Eq. (5-25)educes for single-phase flows to the
familiar inertia,pL/A, which is the reason for calling‘inertia.”

Equation (5-37) defines the global inertia matrix of loop system. The elements of the global system inertia matrix of
two-phase flow], in Eq. (5-37) also reduce for single-phase flow to the famliaiA-combinations of the system. The
diagonal elements dffor loops with a single primary flow in its closed contour are the loop momenta if , in the
definition of loop flows, only pasive flows are encountered around the closed contour, and if none of the branch exit

NUREG/CR-5541 5-22
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flows selected as primary flow is of a collecting branch (e.g., plenum exit flow). Only under these conditions are the
off-diagonal elementsa measure of theross-coupling between loops by inertsnce every pressure difference
induced in a common loop segment by acceleration in one loop exerts the same pressure difference in the other loop(s).

A final note on the importance of the inertia matrix: the eigenvalues of the system of momentum balances, Egs. (5-19),
are obtained from its Jacobian with respect to the primary volumetric flow rates which, by the chain rule of
differentiation applied to Eq. (5-27), involves the inertia matrix. The inertia matrix and the impedance matrix
determine, therefore, system stability in the vicinity of a point in time (linear stability criterion).

5.4.2.4 Impedance Matrix

The global momentum balances, Egs. (5-19), for a system of loops contain the flow resistance terms of friction, and
form loss as expressed by Eq. (5-22). The friction (wall shear) term is proportional to the mass floWatsly

at low Reynolds numbers. Form losses are always proportional to the square of the mass flow rate. For the purpose
of scaling, however, the flow is taken to be always turbulent (simplifying assumption W-vi listed in Section 5.2), and
both friction and form losses are proportionaMbW| and depend always on the direction of the flow.

By using the integral of Egs. (5-19) to get the loop momenta, by solving the linear system of equations, Egs. (5-36),
for the primary volumetric flow rates, and by using Eqgs. (5-35) for the secondary volumetric flow rates, one obtains
all the mixture volumetric flow rates at the entrance of every flow segment in every loop of the system. With the

volumetric and mass flows predicted, one evaluates first the mass floWVatd, the entrance of each loop segment

W, = [fp ((I) m)(O) - ocAp«ng»]i. (5-39)

and thendirectly the irreversible dissipation in terms of the resistance of each component {(Jndexach loop
segment (with indek and entrance mass flow rafé) between branch points of a loop (with indgx

Z (Apfr * Apform)

ick

R (W[ W[), (5-40)

L
K + ((pﬁ) f>i T
E 1 ni | (5-41)
2p|i Ai2

ick

Ry

where the repeated indices in Eqg. (5-40) do not imply summation, and all the symbols are defined below Eq. (5-22).
Equation (5-23) shows that the form loss coefficidqtdepends on flow direction.

A single flow resistance coefficienR;, combines in Eq. (5-40) the flow resistances of all components in a loop
segment. This implies not only a reduction of the very large number of local resistance coefficients associated with
all the discontinuities of flow cross-sectional areas in a hydraulic system, but also flexibility for controlling flow
resistances to achieve hydraulic similarity between different facilities.

As for the inertia matrix, the irreversible dissipation of the system is expressed in terms of only the primary mass flow
rates, W) ., one for each loop with indgx This is achieved by expressing all the secondary mass flow rates in terms

of primary mass flow rates, using Eq. (5-35). As a result, the resistance vector in Eq. (5-19) becomes the product of
the flow impedance matriR and the kinetic energy vectod,  [17].

The distribution of flow resistance in a loop system determines the flow distribution under steady-state conditions and,
along with the inertia matrix discussed in Section 5.4.2.3, the transient redistribution of flow in the system during a
transient [17]. The flow impedance matri displays, therefore, perspicuously thembinationof resistance
coefficients that governs the distribution of flow in a loop system and the cross coupling between loopsdignce
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The flow impedance matriR displays the resistance characteristics relataystem topologyvhereas thelynamic
stateof the system is represented by the vedtor  of kinetic energy. The flow impedance Bneltidxges weakly
with time as the fluid density and possibly the Reynolds number change (at low Reynolds numbers).

The central idea is to express the resistance vector in Eq. (5-19) in terms of only thi,sarimeary mass flow rates
that are associated with tiNg primary volumetric flow rates, as obtained, according to Eq. (5-36), from the known
N, loop momenta. For this purpose, the total bf € N; - 1) independent mixture mass flow rai&&(0, t) of the loop
system are grouped intd primary, W, (0, 1), and (s - 1) secondarw\V,, ;,(0, t), flow rates and arranged in the
same order as the volumetric flow raiesEq. (5-27). The primary mass flow ratéd, (0, t), are given by Egs. (5-
36) and (5-37), while thd\; - 1) secondary mass flow rates are given by

(WD), = = (A7), (B} [ (Wi O0)], (42

Thej™ loop resistance vector in Eq. (5-19) is broken up in the same way as the loop inertia in Eq. (5-27), that is

E (Apfr " Apform)k = Ejp[Wm pr(01t) |Wm pr(01t)|]

A p
kej
+ Zig [Wi 6n0.0 W, 5,(0.0)] ]

. i=1,..0N, (5-43)
q

where the indicep andg imply summationE is theN, x N. matrix of resistance elemen,, defined in Eq. (5-41)
and associated with the loop segments ofthmary flow rates,W,, ,, andZ is theN,_x (Ns- 1) matrix of resistance
elementsR,, also defined in Eq. (5-41) but associated with the loop segments sétumdanflow rates,W,, , The
matriceskE andZ are obtained by simply replacing the inertia elementa @ndX, respectively, by the resistance
elements of the associated loop segments. Nlhe(N, + N;- 1) flow impedance matri® is thenE, augmented by
Z

P = (EZ) (5-44)
and to be multiplied with the, + N;- 1) x 1 column vector of directed kinetic energy,
— _ — — T _
H = (A, H,)" (5-45)

to produce the elements (see Eq. (5-43)) of the resistance vector in Eq. (5-19). TRedlssnents ofH are given
by

Hy = [(mer(t) (W o (D)1 (W e (D) Imer(t)|)NL]T, (5-46)

and the lastN;- 1) elements oH are given by

I:isn = [(WmSn(t) |Wmsn(t)| )1’ .- "(Wmsn(t) |Wmsn(t)| )NBfl]T’ (5-47)

where each vector element is given by Eq. (5-42). Indicial notation defines the matrix algebra for generating the
resistance vector in Eq. (5-19)
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PH, =, ()

ij * Eiq (Hsn) : (5-48)

p q

With the above matrix-vector product stibsted into Eq. (5-43) and the result substituted for the friction term in the
global momentum balance, Eq. (5-19), this equation is written, with indicial notation, to show the impedance matrix
P of the form loss and friction term.

dM

j
Wulff [17] introduced earlier a more complicated matrix multiplication of a simpler, more compact form of the
impedance matrix with a more complicateshtrix of directed kinetic energies. The standard matrix-vector
multiplication, adopted from [21] and presented here in Eq. (5-48) is preferred, however, because the directed kinetic
energy appears as the simple vedtbr,

P displays clearly the impedance coupling between loops, and we arrive at the following interpret®idrhef
relative magnitudes of the elements in eamlvof P in Egs. (5-44) and (5-48) reveal the floasistance distribution
in the loop associated with that row. Loops which share a common element in one arohonaisareimpedance-
coupled the stronger the larger the common element is relative to the other elements in the respective row.

Table 5. 8 shows the impedance matrix in symbolic form for the four-loop systems of AP600, APEX, and SPES, for
normal operating conditions and for Phase 1, i.e., before the occurrence of the S-Signal. The resistance coefficients,
R, are defined by Eq. (5-41). The subscripts denote the end points of loop segments, as shown in Figure 5.6. Each
row is labeled to show the loop of the system, and each column is labeled to show the loop segment to which the
resistance coefficient belongs.

Table 5.8 Impedance Matrix for Four-Loop Operation
During Phase 1 of AP600, APEX, and SPES
(for subscripts oR, see Fig. 5.6)

Resistance Coefficients of Loo#

Loop Sections between Branch Poin
RPV to . .
. . SG Exit | Interior ofI
on Side| through EX|1t ?fSSG 0 RPV RPV

Cold Le

B 1 9 RB,l—S RBl,S—G Rﬁl
Cold L

B % | Reas | Rezss| Ra

Cold L
A i 1 e F2A,1-5 I:gf-\l,S-G F%l

Cold L
A ° 2 e F2A,1-5 I%’-\2,5-6 F%l

The numerical values of the impedance matrices for AP600, APEX, and SPES are shown in Tables 5.9 through 5.11.
Actually shown are the geometric parametgy&2n 1/(m kg), whereR is defined by Eq. (5-41). Consequently, the
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tables are used to cover Phases 2 through 4: the values of the elements of the impedance matrix listed are to be
multiplied with twice the fluid density, that is, for scaling purposes with twice the fluid density at the beginning of the
respective phase. Tables 5.9 through 5.11 serve to compare, in absolute values, the impedance-related geometry of
the three facilities. It imbvious that the form loss and friction factors of the tesilifeas differ by three orders of
magnitude from those of the AP600. However, what counts are the comparison of scaled system impedance and scaled

impedance matrices shown in Chapter 6.
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Table 5.9 Impedance Matrix in Numerical Form for
Four-Loop Operation of AP600, Phase 1

(Shown is R, in 1/(m kg), for identification of values see Table. 5.8)

Ir
L Resistance Coefficients (pRof Loop Sectiorfp
oop between Branch Points:
on Side| through Ingg/ c;olE_xi5t SGRI?Dx\i; to Intgrg)\; of
-
B |9l 18404 | 3.469 3.386
B |9l 18404 | 3.469 3.386
A | CO9te9 (18404 | 3.469 3.386
A | COdtes [l 18.404 3.469 3.386

Table 5.10 Impedance Matrix in Numerical Form for
Four-Loop Operation of APEX, Phase 1

(Shown is §, R, in 1/(m kg), for identification of values see Table. 5.8)

Ir

Loo Resistance Coefficients (gRof Loop
P Sections between Branch Points:
. RPV to Exit SG Exitto Interior of
on Side| through | ot 5571 5 RPV RPV
F
B | o || 20616 | 25010 | 2.38:0
g 1
B | o9 || 20616 | 25010 | 2.38:0
eg 2
A | o | 20610 | 25010 | 23819
g 1
Cold
A Leg 2 2.06-10 2.50-10 2.38-14
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Table 5.11 Impedance Matrix in Numerical Form for
Four-Loop Operation of SPES, Phase 1
(Shown is R, in 1/(m kg), for identification of values see Table. 5.8)

Ir

Resistance Coefficientg2p) of Loop

Loop Sections between Branch Points

RPV to Exit SG Exit to Interior of

on Side | through It 5™y 5 RPV RPV

Cold Leg
1

ColdzLeg 3.01-16 7.46-10 3.53-10

ColdiLeg 3.01-16 7.46-10 3.53-10

3.01-16 7.46-10 3.53-1(

> |> || @

ColdzLeg 3.01-16 7.46-10 3.53-4(

The impedance matrix for the two-loop system of ROSA was developed by the same method as those for AP600,
APEX, and SPES. Table 5.12 presents the geometric paramgfia 2/(m kg), whereRis defined by Eq. (5-41),

for ROSA. Thus, the values in Table 5.12 are the impedance-related geometric parameters for ROSA and can also
be compared with the values given in Tables 5.9 through 5.11 to see that the form loss and friction factors of ROSA
differ by two orders of magnitude from those of the AP600. However, for assessiiligusle) one must compare the

scaled system impedance and scaled impedance matrices shown in Chapter 6.

Table 5.12 Impedance Matrix in Numerical Form for
Two-Loop Operation of ROSA, Phase 1 (Shown is 3, R, in 1/(m kg))

Ir
Resistance Coefficients (pRof
Loop Loop Sections between Branc
Points:
Hot-Leg Il
on Side| through Entrance to Interior of RP
Cold-Leg Exit
F
B ColdlLeg || 3.82-16 11.76-F0
A ColdlLeg || 3.82-16 11.76-F0

After the S-Signal has occurred, for Phases 2, 3 and 4, AP600, APEX, and SPES have seven interacting loops. The
impedance matrix for AP600, APEX, and SPES during Phases 2, 3 and 4 is given, in symbolic form, In Table 5.13.

The resistance coefficient®, are defined by Eq. (5-41). The subscripts denote the end points of loop segments, as
shown in Figure 5.7, 5.8, and 5.9. Each row is labeled to show the loop of the system, and each column is labeled to
show the loop segment to which the resistance coefficient belongs.
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Table 5.13 Impedance Matrix in Symbolic Form for Seven-Loop Operation of

AP600, APEX, and SPES (Phases 2, 3, and.4)

(for subscripts oR, see Fig. 5.7, 8, and 9)

-
Loop Resistance Coefficients of Loop Sections between Branch Points:
on RPV to PRHRto | (Remaind¢gr SG to CI_\ T (Remainfler  Uppq rfrg/rilslge\llll CMT f OfrnoFr)nR:cht
Side through IT_F;I;E{ of I_SOF;IF_)}\of o;)nlgjlcgléeg B[igh in o[)egolc Dovvrnco e, Upper CoDIe/ ILeg EJeg to S
A Plenum in Loop
B COIi e 0 0 Reis Re15.10 Re1106 Re7 Rz 0 0
A CMT, 0 0 0 0 Rsz,s-e Re.7 0 R B2,8-9-7 0
ALY Ruz | Res | Bes | 0 | Russ | Rer | Ru | O 0
AL N Ruz | Res | Bas | 0 | Russ | Rer | Ru | O 0
B | cmTB 0 0 0 0 RBl,19-6 Re7 0 R B1,19-9-7 0
B |9 o O | Reas | Reuss | Ress | R | Ra | O 0
A PRHR RA,l—Z 0 O 0 RA1,5-6 R6-7 R7-1 0 R A2-17-5

The numerical values of the impedance matrix elements for AP600 are shown in Table 5.14 on the next page. Actually
shown are again the geometric parametgfRia 1/(m kg) whereRis defined by Eq. (5-41). Consequently, the tables

are used to cover Phases 2 through 4: the values of the elements of the impedance matrix listed are to be multiplied
with twice the fluid density, that is, for scaling purposes with twice the fluid density at the beginning of the respective
phase. Corresponding tables for APEX, ROSA, and SPES, and the impedance matrices for Phase 5 are given in
Appendix 8.

5.5 Reference Parameters

In this section are defined the reference parameters as obtained in accordance with the rules that were explained in
Section 4.4.3. All reference parameters were expressed in terms of design-specified geometric quantities and in terms
of specified initial and operating conditions. Where a reference parameter could not be computed directly from design
specifications, steady-state or transient conservation equations had to be used to estimate characteristic reference
parameters. There is no need for precise predictions of indirectly obtained reference parameters; instead, reliable
estimates are needed which can serve to normalize the system variables such that their order of magnitude is one.

NUREG/CR-5541



5. Modeling Equations

Table 5.14 Impedance Matrix in Numerical Form for Seven-Loop Operation of
AP600 During Phases 2 Through 4 (Shown is 3 Riin 1/(m kg),

for identification ofR, see Fig. 5.12)

Ir
Loop Resistance Coefficients (gRof Loop Sections between Branch Points:
on RPV to PRHR to | (Remaindgr SGto CMT (Remainfler  Uppe rfrgﬁslgslll CMT f O%%RSS
Side through I PRHRof| SRLof | of)HotLep Branchin of) Coldq Downco ne, Upper Cold Lep F_Oeg o0 S
Loop, Loop, and SG Logp Leg r Plenum DVI in Loog

B Coki Leg 0
A | CMT, 7.48%1(
A Coki Leg
A Colg Leg
B | cMTB

Cold Leg
B 2
A | PRHR

5.5.1 Time References

Reference times are estimates of the time taken by the system for passing through a phase or a subphase. Their
selection is important for obtaining time derivatives of order of unity. The reference time is a common factor in all
scaling criteria obtained by thigactional scaling method (Sect. 4.4.52) but it does not affect the ranking of
phenomena. In the scaling method related tactiugsative-procedSection 4.4.5.1) the reference time has no impact

on either the ranking of phenomena or on the assessment of scaling distortions, except for scaling the capacitance term
in transient conservation equations.

The reference (or characteristic response) timeis found for a phase by setting the capacitance scaling dgigup

of Eq. (4-2) equal to 1, in that equation which describes the important process during the phase. For Phases 1 and 2,
the important process is the draining of the pressurizer and drainage time is the reference time. The characteristic
times of ADS-123 and 4 depressurizations were used for Phases 3 and 4, respectively. For Phase 5, the time of
draining the IRWST was taken as the characteristic time. Below are the generic definitions of characteristic or
reference timeg,.

Thecharacteristic drainage timér the fluid in volumeV is
\

drn = !
(DO

t (5-50)

where®, is the initial volumetric break flow rate (cf. Section 5.5.3) for Phases 1 and 2, or, for Phase 5, the volumetric
flow rate at the IRWST drain line (cf. Section 5.5.3).
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Thecharacteristic fluid residence tinfer the fluid in the loop of specified volumé,, is

t — Vloop

res !
(DO, loop

(5-51)

whered, ,,, is the design-specified initial volumetric flow rate of the fluid entering the loop.

Thecharacteristic time of depressurizatian estimate of the time that the system, having the system elasticity or
mechanical compliancé y,,,, requires to pass through the pressure raxggeas the result of fluid leaking from a
break or discharge valve at the volumetric flow rd@g(cf. Section 5.5.3). Itis

APy Ay 0 V
by = —t—. (5-52)

0

5.5.2 Pressure References

For Phase 1the first phase which begins at break initiation and ends at the S-Signal initiation, the reference pressure
difference equals the difference between the specified initial pressure and the S-Signal pressure trip set point, as
recorded for each facility in the EXCEL Spreadsheet Section Phase 1 of Appendices 4.1 (for the time before scram)
and 4.2 (for the time after scram). The initial pressure and the pressure trip set point for the S-Signal are given in
Appendix 4.1.

For Phase 2 the phase which begins at the S-Signal pressure trip set point and ends when the liquid level elevation
reaches the 67% mark in one of the Core Make-Up Tanks, the reference pressure difference equals the difference
between specified S-Signal pressure trip set point and the pressure trip set point for Accumulator flow initiation. The
pressure trip set point for Accumulator flow initiation was selected because it is the only design-specified pressure that
is approximately equal to the system pressure at the time when one of the liquid levels in the CMT’s reaches the 67%
mark.

The S-Signal trip and the Accumulator trip pressures are recorded in Appendix 4.3 for each facility. The reference
pressures are computed in the EXCEL Spreadsheet Section for Phase 2 of Appendix 5.2.

For Phase 3,The ADS-123 Blowdown phase, the reference pressure difference equals the difference between the
design-specified pressures of trip set point for Accumulator flow and of the containment. Both pressures are listed for
the four facilities in Appendix 4.4, and the pressure difference is computed in the Phase 3 section of the EXCEL
worksheet that is reproduced in Appendix 5.3.

For Phase 4 The ADS-4 Depressurization Phase, the reference pressure diffeggde,computed as the difference

between the estimated starting pressure of Phase 4 and the hydrostatic pressure upstream of the closed IRWST shut-off
valve in the Direct Vessel Injection (DVI) line. The starting pressure of Phase 4 is estimated from the estimated time
for draining the Core Make-up Tanks from the 67% to the 20% elevation marks, and from the integral of the
depressurization equation, Eqg. (5-8). For integrating Eq. (5-8), the ADS-123 discharge volumetric flow rate is taken

to be a function of pressure. The integral of Eg. (5-8), evaluated with only the causative term of ADS discharge, yields
for Apy,

((DADVS:LB) Atdrn
1- e WP/, (5-53)

Ap, = Py
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wherep, is the initial pressure of Phase®,.s,,; is the causative discharge volumetric flow rate (cf. Section 5.5.3),
zvis the system isentropic compressibility, Eq. (5-9), and the tikhg,, for CMT draining is estimated from Eq. (5-
50)

Vevr Ag (5-54)

dmn — =

Doyt~ Peng .
whereAg, = 0.47 is the liquid volume fraction that drains from the CMT during Phase 3. The mean rovaIéMaF,
is obtained as the average of the draining volumetric flow rabgg;, estimated with the initial and final level
elevationslq, in the CMT. The volumetric flow rateb.,, is computed from the steady-state momentum balance
for the CMT loop, Eq. (5-19), with the time derivative and the momentum flux change terms set equal to zero, and
with the resistance coefficient®, defined by Eq. (5-41)

At

cMT Y o R : (5-55)

In Eq. (5-55),gandH,, stand for, respectively, the gravitational constant and the elevation of the Hot Leg centerline.
The CMT draining by gravity is counteracted by the condensation-induced volumetric hold-up rate

d — and CMT

(5-56)
cnd
Py hfg

where the heat flux is limited by conduction (thick-walled CMT), the depressurization Atygejs computed from
Eqg. (5-52), and the driving temperature differendg, is the initial difference between hot-leg and CMT temperatures.
The wall area is the average between initial and final wall areas.

The accuracy of estimating the starting pressure of Phase 4 suffers from the uncertainties in estimating the starting
pressure for Phase 3, the condensation heat transfer, and the duration of the ADS-123 blowdown phase. The estimated
starting pressure of Phase 4, and the estimated duration of the ADS-123 phase are compared with experimental data
in Table 5.15. The comparison shows that the reference starting pressure is accurate enough to meet the scaling
requirement for getting normalized pressures and normalized pressure derivatives of order of unity. The estimations
of starting pressure for Phase 4 are shown in the EXCEL worksheet Section for Phase 3 in Appendix 5.4.

For Phase 5 there was no depressurization equation to be scaled since the pressures are governed by the constant
containment pressure and gravity heads.

The compressibility (or mechanical compliance) of nitrogen gas in Egs. (5-8), (5-9), (5-11), and (5-17) is scaled with
the absolute pressure that exists at the beginning of the respective phase.

5.5.3 Volumetric Flow Rate References

Reference values for normaliziingdividually all volumetric flow rates are computed either from steady mass and mo-
mentum balances for HEM critical flow through the break and ADS valves, or from quasi-steady correlations for
choked flow of subcooled liquid, or from the steady form of the loop momentum balance, Eq. (5-19) for subcritical flow
(cf. Eq. (5-55)).
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For Phase 1the first phase which begins at break initiation and ends at S-Signal initiation, the reference volumetric
flow rate is the critical break flow rate, estimated from thi¢ical mass flux in Appendix 4.1 for initial conditions of
Phase 1. The critical mass flux of subcooled liquid is computed from the expression by Bestion [22], using the
equilibrium quédity, x,, the system pressurg,, and the saturation pressugg,, corresponding to the cold-leg
temperature

Gcrit,O = (1 B O'544Xe,0> \/ 2pI,O [ Po - 0'9(1 B Xe,O) psatJ (5-57)

and then multiplied with the specified break area and divided by the average liquid density in the Cold Leg, to yield
the reference volumetric flow rate, i.e., the break flow rate

GCI’it, 0 Abk- (5'58)
Pio

Dy =

SinceVp =0 (Assumption p-iv in Section 5.2) is implied in the derivation of the depressurization equation, Eq. (5-8),
one must use the cold-leg density on Eq. (5-58) instead of the the fluid density at the throat section of the break. The
estimated break mass flow rat€%,; , Au are compared with experimental data in Table 5.16. For ROSA the
estimate is 14% low, for SPES estimate and test data agree, but there are no data for APEX because APEX does not
model Phase 1.

For Phase 2 the phase which begins at the S-Signal initiation and ends with the 33% liquid inventory depletion in
the CMT, the reference volumetric flow rate for time scaling is also the critical break flow rate, estimated from the
critical mass flux in Appendix 4.3 for itial conditions of Phase 2. Equations (5-57) and (5-58) are evaluated again
for Phase 2.

For Phase 2, the reference volumetric flow rates are needed also for the natural circulation flows through the Core
Make-up Tanks (CMT) and the Passive Residual Heat Rejection (PRHR) system. These flow rates are estimated from
the steady form of the loop momentum balance, Eq. (5-19)

— A chrcnt 9B (Tmin_ Tmax) (5-59)
CMT, PRHR Z Rl '

ieloop CMT, PRHR

D

Here, AHi e O: Brs Por Tawe @Nd T denote, respectively, the elevation difference between the thermal centers,
gravitational constant, isobaric thermal expansion coefficient, mean fluid density, and maximum and minimum fluid
temperatures. The minimum temperature of the fluid is the initial CMT and PRHR temperature and equals the initial
containment temperature; the maximum temperature equals the hot-leg temperature for the PRHR, and the cold-leg
temperature for the CMT. The resistance coefficieRtsre defined by Eq. (5-41).

The estimated CMT and PRHR flow rates are compared with test data in Table 5.16 of Section 5.5.5. For APEX and
ROSA the estimates are less than 7% too small, for SPES, however, the estimate is about 50% too large.

For Phase 3 the ADS-123 blowdown phase, the reference volumetric flow rate is estimated as the critical
homogeneous equilibrium (HEM) flow rate through the ADS-123 valve. The critical HEM flow was computed with
the aid of MATHCAD, using HTFS polynomial fits to saturation properties of water [24]. The mas<3lugatisfies

the steady-state energy and mass balances

G(p) = /2(f" D) (5-60)

v(p)
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and reaches a maximu@,;, ,, for which dG/dp= 0, as the pressure drops isentropically along a path through the
ADS-123 valves. To establish isentropic expansion, one needs to satisfy

= %_—Sf(p) (5_61)
Siy(P)

h = h(p) +xhy (P) (5-62)

Vo= v (P) XV (P), (5-63)

wheres, is the upstream stagnation entrogyh, s, andv, are, respectively, equilibrium quality, enthalpy, entropy,
and specific volume, and subscrif@ndfg denote, respectively, saturated liquid and phase change. The maximum
Gy, o is found by solving

h + G2V’ v

= 0, (5-64)

vZG
where the prime means differentiation with respect to pressure along the saturation line. The &glugidn Eq.
(5-64) is transferred from MATHCAD to EXCEL, as shown in Appendices A.2.4 for ADS-123 flow at the start of
Phase 3, and in Appendix A.4.5 for ADS-4 flow at the beginning of Phase 4. ADS-123 flow at the start of Phase 3
is from the vapor-filled Pressurizes € 1). The HEM critical mass fluxG;, is multiplied with the respective flow
area and divided by thapstreanfluid density, to obtain the reference volumetric flow rate as shown in Eq. (5-58).

The flow rate estimates are compared with test data in Table 5.16 of Section 5.5.5. The estimates are for APEX,
ROSA, and SPES, respectively, 23% too high, 3% too low, and 14% too high. This is sufficiently accurate to assure
order of unity for the scaled flow rates.

For Phase 4the ADS-4 depressurization phase, the reference volumetric flow rates through the break, the ADS-123
and ADS-4 valves are computed by MATHCAD from the HEM model given by Egs. (5-60) through (5-64), evaluated
with the quality of, respectively = 0 at the breakx = 1 at the ADS-123 valves, and= Xy, wherexy is the core exit

guality computed from the equilibrium quality at the core exit

XCREHEM — Qcr” Wea(N 1) (5-65)
WCR hfg
and the drift-flux correlation to give
_ 1 (5-66)
o T AcrPr Vy 1 pr
RL=TRNPY S PSR
Xere Hem Wer XCRE HEM Pq

The core heating poweQCR, is the decay heat, the core W, is computed as the sum of the draining flows from

the Pressurizer (PRZ) and Core Make-up Tank, both being mass flom\\atesndW,,, estimated from the steady

form of the momentum balance, (see Eg. (5-55) for the volumetric flow rate), evaluated with the respective level
elevations in PRZ and CMT at the beginning of Phase 4. The subcooling enthalpy flow rate in Eq. (5-65) equals the
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sum of subcooling enthalpy flow rates of the flows from the PRZ and CKijandy are the standard Zuber-Findlay
distribution parameter and void-fraction weighted, area-averaged vapor drift velocity for bubbly flow.

The flow rate estimates are computed by EXCEL as shown in Appendix 4.5 and compared with test data in Table 5.16
of Section 5.5.5. The estimates are for APEX, ROSA, and SPES, respectively, 40% too high, 30% too high, and by
a factor of 2 too high. Except for SPES, this is sufficiently accurate to assure order of unity for the scaled flow rates.

For Phase 5the IRWST and sump injection phase, the normalization of flow rates was carried out on the basis of Mass
flow rates which are defined in Section 5.5.4 below. All volumetric flow rates were computed by dividing mass flow
rates by fluid density.

5.5.4 Mass Flow Rate References

Mass flow rates were normalizéatlividually. For Phases 1 through 4 the subcritical flows were normalized with the
product of volumetric flow rates times fluid density. The volumetric flow rate estimations are described in Section
5.5.3 above.

For Phase 5, the IRWST and sump injection phase, the flow rates are governed by gravity, and therefore all reference
mass flow rates were computed by solving, with MATHCAD, simultaneously six coupled steady-state loop momentum
and three junction mass balances, to obtain these nine mass floWatgs:, the ADS-4 flow on the Pressurizer side;

Wpsq & the ADS-4 flow on the CMT sidérysy the flow from the IRWSTW.g,, the flow from the PRZ surge line;

W, the break flom\\,, , andW,, g, the flows toward the steam generators on, respectively, the PRZ and CMT sides;
W, the flow from the Upper Plenum toward the PRZ; alid , W, g, the cold-leg flows from the steam generators

on, respectively, the PRZ and CMT sides. The reader is referred to Figure 5.10.

Six loop contours are formed, namely, (1) and (2) through Loops A and B, the primary-side coolant loops; (3) through

the loop from the containment through the PRZ to the ADS-4 valve on the PRZ side and back to the containment; (4)
through the loop from the containment through the PRZ to the ADS-4 valve on the CMT side and back to the

containment; (5) through the loop from the containment through the IRWST to the break and back to the containment;
and (6) through the loop from the containment through the IRWST to the ADS-4 valve on the PRZ side and back to
the containment. The six loop momentum balances are

for Loop A:
[ ( SGI~ SGE)
" (pl B p)LPRV] -Ry, A( SRt Win = Waps 4, A)| SRL™T WADS4,A|
_RSGWCLA| WCLA|
RG?( eLa*Wers* )| eLatWeLs* bk|
* Rn( IRWST WCL,A - WCL, B bk)| 2W, IRWST WCL,A - WCL, B ka|

TRy A Wi |W1A|'
(5-67)
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for Loop B:

[AP(LSGE_ LSGI)
+ (pI_B)LPRV]g = R, B(W Wips 4, B)| Wips 4, B|
R Werg | Wers !l - Rbk6( CLB+ka)| eLe * Wik

RG?( cLa® CLB+ka)| Wea t Wers * bk|

* Rn( IRWST WCL,A - WCL, B bk)| 2W, IRWST WCL,A - WCL, B ka|
*R, 5 Wig |WlB|'

(5-68)
for the loop from the containment through the PRZ to the ADS-4 valve on the PRZ side and back to the containment:

g[pl (HPRZb * Lprz™ HHL) - pCRE( Haps an™ HHL)] = *Rsris WSRL|W RL|

B RADS4 WADS4 A | ADS-4, A|

(5-69)

for the loop from the containment through the PRZ to the ADS-4 valve on the CMT side and back to the containment:

g[pl (HPRZb * Lprz™ HHL) - pCRE( Haps an™ HHL)] = *Rsris WSRL|WSRL|

- R1723 A WlA |W |
*Ri ;8 1B| |
* Ryps a8 Waps 4.8 | Waps 4,81 -
(5-71)
for the loop from the containment through the IRWST to the break and back to the containment
gp (HIRWST+LIRWST_ HHL) = +Rrus™Wirwst! Wirwst]
+R67( cLat CLB+ka)| oAt Worg * bk|
*Re. bk( CLB+ka)| cLe bk|
(5-72)

+ Ry bk|ka|'

5-35 NUREG/CR-5541



5. Modeling Equations

For the loop from the containment through the IRWST to the ADS-4 valve on the PRZ side and back to the
containment:

P (HIRWSTb * LIRWST) = plgey
- pCRE(HADS—4,A_ HHL)]g = +RIRWST\NIRWST|\NIRWST|
*Ry 23 W1A|W1A|
* R?l(Z\NIRWST_ WCL,A B WCL, B ka)|2\NIRWST_ WCL,A B WCL, B~ Whi

*Rups 4,8 Wivaps 4.8 |WADS—4,B |
(5-73)

In Egs. (5-67) through (5-73), the symlgpktands for the gravitational constakhtfor fixed and design-specified
component elevations found in Appendix 1L5pr the elevations of moving liquid levels as found in Appendix 1.5

for the design-specified levels and in Appendix 4.6 for the computed elevagitsthe density andyp the difference

between the densities of saturated liquid and vapor. The over-bar denotes core average (arithmetic mean of inlet and
exit densities). The resistance coefficiefsare defined by Eq. (5-41); their subscripts are shown in Figure 5.10, and
their numerical values were computed from the listing in Appendix 1.7 and are shown in Appendix 8. The resistance
coefficients for cold-leg pipes and valve passages in parallel are combined by

R, = "R (5-74)

R+ VRS

The six momentum balances, Egs. (5-67) through (5-73), are supplemented with three mass balances, one for the RPV,
one for the Hot Leg at the PRZ side, and the third for the Hot Leg on the CMT side:

W, + Wy = 2W W g - W g - W

IRwsT ~ YYeLAa © YYeB T V'bk
= - - 7
Wsre Wiosaa ™ Wenasea = Wera = Wia (5-75)
Wi = Wsas ™ Wers © Wenasas

The nine coupled equations, Egs. (5-67) through (5-73) and (5-75) were solved with the aid of MATHCAD. The
results are listed in Appendix 5.5, the reproduction of the EXCEL Worksheet for the reference parameters for Phase
5. The comparison between reference mass flow estimates and available test data is shown in Table 5.15 of the next
section.

5.5.5 Comparison of Reference Parameters with Test Data

Where a reference parameter could not be computed directly from design specifications, steady-state or transient
conservation equations had to be used to estimate characteristic reference parameters. It was explained in Section 5.3
that the estimates need to be confirmed to ascertain scaled variables of order of unity. This Section presents in Table
5.15 the comparison of estimated with available experimental dettes comparison gives the assurance that the
scaling analysis presented here complies with Scaling Principle (1) explained in Section 4.3, namely with the
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requirement that all scaled variables must be of order unityvas also explained in Section 4.3 that the ranking of
phenomena or processes and the assessment of scaling distortion depend on the compliance with this principle.

Table 5.15 covers all phases of the transient. There are two rows for every compared parameter, the first one
presenting the estimates, the second row the data from the test facility. Each facility is represented in a column, as
indicates in the top row of the table. The estimated reference parameter for AP600 may be of interest and are,

therefore, included even though there are no test data available for AP600. The table shows that the accuracy of the
reference parameters is for most facilities sufficientuport the scale distortion criterion described in Section 4.6.

Table 5.15 Comparison of Estimated Reference Parameters with Experimental Data

PHASE 1, Depressurizatiof,
before scram

PRZ Fluid Residence Time, .t esti 303 268 279
test not available 220 285

Depressurization Time, break| esti 178 168 249
test not available | ot applicabld 203 300

Surge line Ref. Mass Flow Rate  esti 41.7 1.45 0.1d
test not available not available | not available

Break Mass Flow Rate (kg/s) esti 55.2 1.81 0.1
test not available 2.10 0.13

PHASE 2, Passive Decay
Heat Removal

CMT-B nat. circul. ref. mass

flow rate, W, (kg/s) estim. 44.26 0.22 1.09 0.11
test not available 0.20 0.68 0.05

CMT drgitlg,":/?g re({('gr}“s"’)‘ss flowl  estim. 54.51 0.44 1.53 0.13
test not available 0.20 0.55 0.06

PR:;'ORW”rztt'e‘f'{,fé”"(Ii‘éjé;nass estim. 135.47 0.58 3.92 0.30
test not available 0.53 2.80 0.29

Tir_ne for primary & secondaryt estim. 259 61 249 312
side pressures cross-over ($)

test not available 70 213 490

Cross-over pressure, primary|&

secondary-side pressures (MPa stim. 6.27 2.07 6.60 6.30

test not available 2.2 7.00 5.93
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Table 5.15 Comparison of Estimated Reference Parameters with Experimental Daf@ontinued)

PHASE 3, ADS-123
Blowdown

ADS-123 Mass Flow Rafe
(HEM) (kg/s)

estim.

361.0

10.1

test

not available

10.4

CMT Draining, Volumetric
Flow Rate (M /s)

estim.

5.59e-02

1.3e-03

test

not available

1.4e-03

Duration of ADS-123 Phas
(s), CMT draining from

estim.

723

869

test

not available

485

917

Depressurization Rate at
ADS-123 Trip (Pa/s)

estim.

-2.0e+04

-9.8e+03

-1.6e+0

-1.3eH)4

not available

-1.8e+04

-2.6et04

-7.9e+03

PHASE 4, ADS-4

Starting Pressure

2.73e+(

1.37e+

05 3.03e

not available

1.24e+05

3.31e+05

3.67e+05

ADS-4 Mass Flow Rate,
both sides (kg/s)

estim.

200.6

2.00

6.80

test

not available

1.43

5.30

CMT Draining, Volumetric
Flow Rate (M /s)

estim.

4.0e-02

3.23e-04

test

not available

3.91e-04

6.80e-05

PRZ Level above bottom df
PRZ

estim.

10.57

151

4.76

test

not available

2.10

3.00

ADS-4 Depressurization
Time (s)

estim.

672

282

NUREG/CR-5541
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5. Modeling Equations

Table 5.15 Comparison of Estimated Reference Parameters with Experimental Daf@ontinued)

PHASE 5, IRWST Injection

IRWST Mass Flow Rate
(kgls)

90.4

not available

1.2

ADS-4 Mass Flow Rate
(kgls)

399

0.61

not available

not available

PRZ Draining Mass Flow
Rate (kg/s)

707

461

not available

Break Mass Flow Rate (kg

5.28

not available
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6. SCALING GROUPS

The conservation equations were derived in Chapter 5. This chapter presents the scaled conservation equations and
the scaling groups with their definitions, their numerical evaluation for every phase, and their interpretations.

6.1 Scaled Equations and Scaling Groups

In this section are presented the scaled equations and the scaling groups in symbolic form, along with their general
definitions. For phase and component-specific interpretations of the scaling groups, see Section 6.2.

It was explained in Section 4.4.5 that two useful scaling methods have been employed in this work, onatsadhiee
procesgelated scaling method as shown in Eq. (4-2), the other is the fractional scaling method shown in Eq. (4-3).
The respective advantages of the two methods are described in Sections 4.4.5.1 and 4.4.5.2. We present both methods
here in the same order as in Section 4.4.5.

6.1.1 Depressurization

Equation (5-8) for the time-rate of depressurization is the global mass balance of the primary system. It is scaled with
the specified geometric parameters listed in Appendix 1, the specified initial conditions listed in Appendices 4.1
through 4.5 for Phases 1 through 4, and with the computed reference parameters described in Section 5.5.

6.1.1.1 Causative-Process Related Scaling of Depressurization

The scaling of the depressurization equation, Eg. (5-8), is given first followingathsative-proces®lated scaling
method, i.e., according to Eq. (4-2). Thausative-process relatestaling exhibits the scaling grodfy,c of the
system’s elasticity or mechanical complianddae equation scaled by tltausative-process relatedethod is written

for use with two types of discharge volumetric flow rates: one for the referencedigy, , (i.e., break flow for Phases
1 and 2, ADS-123 flows for Phase 3, ADS-4 flow for Phase 4) and the second for additional discharge flows (break
flow for Phases 3, and 4, ADS-123 flows for Phase 4). The reference flow is the causative process for
depressurization. According to Eq. (4-2), the scaling group of the reference flow is, therefore, unity. The scaling of
Eq. (5-8) yields this depressurization equation, scaled bgaheative-process relatedethod:

(VAR B/
1_IMC Xth P - (Dref + ZHcD,i(Di * 1_IQ'ZQD h_ Q2<p M ZHQ ol T~ (Q1<P> net
i g vl PC
Br) L. Qx
+ Mgy —g Pop + HQ-NZ—Z. (6-1)
p P/ | p* " pmin
Apo

All terms in the depressurization equation, and their respective processes, are compared against the term of the
causative process: the break or ADS discharge (therBipgg, = 1, orIl, ,ps=1). In Eq. (6-1), all the starred
guantities are the scaled quantities of the unstarredtijigsrin the original depressurization equation, Eq. (5-8), they

are formed according to Eqg. (4-1). In Eq. (6-1)
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6. Scaling Groups

AP, o V
M, = ——% (6-2)

(DO tref

is the scaling group of the systenmchanical compliangevhere the reference parametags, yv, o, ©o, andt,;, are,
respectively, the difference between initial and end pressures of the phase, the initial system mechanical volumetric
compliance or elasticity, the reference discharge (break) volumetric flow rate, anygstieareference time. The

smaller the system’s mechanical compliance grdlp, is the faster will the pressure change in time, and the more
guasi-statically will the pressure adjust to external agents acting on the system. In physicdlljgyrissthe ratio

of thecharacteristic time for the pressure chammeer thecharacteristic system timeCharacteristic times have been
defined previously in Section 5.5.11,,. = 1, if the characteristic time for pressure change is the characteristic time

of system response.

In Eq. (6-1).11,; = ¢y, / 9 are the scaling groups sécondary discharger injection volumetric flow rates, with;

denoting the individual initial secondary discharge or injection volumetric flow rates. These are zero during Phases
1 and 2, they stand for the break flow when the ADS-123 flows are the dominating discharges, and they stand for the
break and ADS-123 flows when the ADS-4 flows are the dominating discharges.

In Eq. (6-1), the scaling group of mechanical energy additioRésctor Coolant Pumps

(¥
clo( Br
Mep = (APpp) — (6-3)
PP PP
0 @, PC, o
whergApy,) s the initial pressure rise in the Reactor Coolant Pu isittze fatal core volumetric flow

rate, @, the initial (reference) volumetric flow rate at the break, and the thermophysical progeriesndc,, are
the isobaric thermal expansion coefficient, density, and isobaric specific heat, respetijpsédthe ratio of volume
expansion rate due to thermal expansion over break volumetric flow rate.

In Eq. (6-1), the scaling group of thermal expansiorhbgting of single-phase fluid

_ _ (Q1<P>o
Qle O

ﬁ] , (6-4)

where(Ql ) is the initial heating power applied to the single-phase flydhe initial (reference) volumetric flow

rate at the break, and the thermophysical propeftiep, andc,, are the isobaric thermal expansion coefficient,
density, and isobaric specific heat, respectiv is the ratio of volume expansion rate due to thermal expansion,
caused by heating the single-phase fluid, ovér break volumetric flow rate.

In Eq. (6-1), the scaling group phase change by heating of two-phase flaid

V,
ﬁ] , (6-5)
he) .

NUREG/CR-5541 6-2



6. Scaling Groups

where (Q2$> is the initial heating power applied to the regions of two-phase mixtyiis,the initial (reference)
volumetric flow rate at the break, and the thermophysical propertjesidh, are the specific volume change and
enthalpy of phase change, respectivély is the ratio of volume expansion or contraction rate due to phase change,
resulting from net heating or cooling of the two-phase mixture anywhere in the system, over break volumetric flow
rate.

In Eq. (6-1), the scaling group tfiermal expansion due to heating of noncondensiblegyas

M. = (QNZ)O (L) (6-6)

QN, R Apo v-1

where(‘Q'N is the initial heating power applied to the regions of nitrogendggis, the initial (reference) volumetric
flow rate &Cthe breakip, is the difference between initial and end pressures of the phase,isitite specific heat

ratio of (the noncondensible gas) nitrogehi,, is the ratio of volume expansion or contraction rate due to net
heating or cooling of the inert gas in the system, dver break volumetric flow rate (cf. assumption p,T-v in Section 5.2).

Equation (6-1) shows that the phenomenon of system elasticity and every transfer process of the control volume has
a term. All but the reference flow have a scaling group. Depressurization is scaled by up to six scaling groups.
Equation (6-1) is the scaled depressurization obtained froroahsative proces®lated scaling method and has, as
explained in Section 4.4.5.1, two advantages: (1) the magnitude afatlmative processelated scaling groups
indicates the importance of their associated processes relative to the well-&aosativeprocesses of break and ADS
discharge flows which are responsible for the depressurization, and (2) the method of scaling reveadangith a
scaling group namelyIy,c in Eq. (6-2), how close the depressurization is to steady-state conditions relative to the
overall system change.

6.1.1.2 Fractional Scaling of Depressurization

The fractional scaling method of the scaling is explained in Section 4.4.5.2 to proviftadtienal scaling groups

asin Eq. (4-3). Thé&actionalscaling groups have the advantage of displaying for every transfer of mass and energy
across the boundary of the control volume the effect that the process has on the time rate of chersgeref Each
fractional scaling group shows thfeactional contributionof its respective transfer process to the total time rate of
pressure change. The largésictional scaling groups are the most important ones as they bring about the largest
changes.

Thefractional form of the scaled depressurization equation is obtained by dividing the causative-process related, scaled
depressurization equation, Eq. (6-1), by the scaling group of the system’s mechanical comfljgndehe result is

Ve )T B+ /.
thot P bKXA%DS p.@,1 1 P, Qy hfg] QZ(P ; P, Qyp pcp] (Ql(P> net
. (6-7)
p‘QNz P..
P+ min
Apo

CorrespondingI-Groups in Egs. (6-1) and (6-7) have the same subscripts, except that the subsérggotsoofal T1-
Groups in Eq. (6-7) for depressurization have the prefijpof
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6. Scaling Groups

Thefractional scaling group of flow dischargeat appears in Eq. (6-7) is

11 o=t L
p,®,i ref Apo (Xv)ov

and equals the ratio of volume displaced through pover the system volume expansion due to depressurization.

(6-8)

Thefractional scaling group of thermal expansion due to pumping p@peearing in Eq. (6-7) is

BT] ‘ (ApPP (Dcr>0 (6-9)
0

11 = _ - -
p,PP [ PCp ref Apo(Xv)OV

and equals the ratio of volume displaced by thermal expansion, due to pumping of single-phase fluid, over the system
volume expansion due to depressurization.

Thefractional scaling group of thermal @ansion or contraction due to net heating or cooling of single-phase fluid
that appears in EqQ. (6-7) is
BT ( Ql(p, net) 0
Hpv Ql@ = cC tref A V
p o] 0 pO (XV) 0

and equals the ratio of volume displaced by thermal expansion or contraction of single-phase fluid over the system
volume expansion due to depressurization.

(6-10)

Thefractional scaling group of phase change due to heating or cooling optvese mixturéhat appears in Eq. (6-7)
is
Vfg ( QZ(p, net) 0
Poow = | " Ap) v
B Py (Xv) 0

fg
and equals the ratio of volume displaced by boiling or condensing due to heat transfer (not flashing!) over the system
volume expansion due to depressurization.

(6-11)

Thefractional scaling group of thermal expansion due to heating or cooling of inert nitrogeq. (6-7) is

(6-12)

M, = [Y_l) t (QN2)°
p,QN2 ref 2
Y /o Apg (Xv)ov

and equals the ratio of volume displaced by expansion or contraction of inert gas, caused by heat transfer, over the
system volume expansion due to depressurization.

Thefractional scaling group of volume expansion due to break flat appears in Eq. (6-7) is

I — (DOtref _ 1

pbk T A N/ 1

APy 1y oV I, (6-13)
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6. Scaling Groups

and equals the ratio of theharacteristic system timeover thecharacteristic time for the pressure change.
Characteristic times have been defined previously in Section 5.5.1. The system elasticity or mechanical compliance
group,Iy, is defined by Eq. (6-2).

Notice that everyractional scaling group hatt,, as a factor. Consequently, the ranking of processes is not affected
by the choice of reference timg,, nor the characteristic time of depressurizatigp(see also Eq. (5-52) in Section
5.5.1), but the assessment of scaling distortion is affected because the timing could be distorted in a test facility.
Numerical evaluations of tHa-Groups are shown in Section 6.2.

6.1.2 Inventory

Equation (5-11) for the time-rate of vapor volume fraction is the vapor mass balance of the system controlWolume,

It is used to determine liquid volume fraction, or liquid inventory, and it is scaled with the specified geometric
parameters listed in Appendix 1, the specified initial conditions listed in Appendices 4.1 through 4.6 for Phases 1
through 5, and with the computed reference parameters described in Section 5.5.

6.1.2.1 Causative-Process Related Scaling of Liquid Inventory Loss

The scaling of Eq. (5-11) for the time rate of inventory change is given first followingaheative-proceszlated

scaling method (see Eq. (4-2)). Tbausative-proces®lated scaling exhibits the scaling grdig. of thesystem’s
volumetric complianceThe inventory equation scaled by tb@usative-process related methedvritten also for the

use with two types of discharge volumetric flow rates: one for the referencedigy, , of Eq. (6-14) (i.e., break flow
for Phases 1 and 2, ADS-123 flows for Phase 3, ADS-4 flow for Phases 4 and 5) and the second for direct vapor
discharge flows@’, (discharge from PRZ). The scaling of Eq. (5-11) yields the vapor inventory equation, as scaled
by the causative-process related method:

XV : da BT : Xk
m,.| =~ = -Y1.. |—/]0
“lw | dt |2v: Q‘”’[ pc, ) ¢
BT ’ *
- gl — | Pep
PCp
V.Q2e| waah vV 2
! hfg lPot p g hngZ(p !
: : Qy, (6-14)
p* N pmin
Ap,

All terms in the scaled “inventory” equation, Eq. (6-14) and their respective processes are compared against the term
of the causative process: the break or ADS discharge flow (thedgfagg, = 1, orIl, \ps= 1). In Eq. (6-14), all the

starred quantities are the scaled quantities of the unstarretitgesaim the original vapor mass conservation equation,

Eq. (5-11), they are formed according to Section 4.4.5.1 and Eq. (4-2). In Eq. (6-14)

T,V
| | = —_—
vVC v q (6-15)
a,0 70 tref
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6. Scaling Groups

is the scaling group of the systerwslumetric compliancewvhere the reference paramet®s,, x., o, ©,, andt,;, are,
respectively, the initial value of the saturation property function given by Eq. (5-12), the initial volumetric system
mechanical compliance or specifiv elasticity, the reference discharge (break) volumetric flow rate, and the system
reference timeV is the primary system volume. The smaller the system’s volumetric compliance gfus the

faster will the liquid inventory deplete. In physical ternik,., is the ratio of thecharacteristic time for liquid
depletionover thecharacteristic system time,. Characteristic times have been defined previously in Section 5.5.1.
IT,c = 1, if the characteristic time for liquid draining is selected to be the characteristic time of system response.

In Eq. (6-14)11,, , = @,/ @, is the scaling group afirect vapor dischargewith @, denoting the reference volumetric
flow rate. The direct vapor discharge occurs during Phases 3 and 4, when ADS-123 steam flows from the PRZ.

In Eg. (6-14), the scaling groups, Iy ,,, andIl, of mechanical energy addition, net heating of single-phase
regions, including the noncondensible hitrogen, are’the same as defined by Egs. (6-3), (6-4), and (6-6) for Eq. (6-1).
Thus, there are only three new scaling groups introduced by Eq. (6-14). The scaling group for heating of the two-phase
region is

Vg o WV

I R Y
h ¥, pq hfg o

bk ADS) ¢ | ' fg

and is the ratio of vapor volume expansion or liquid volume reduction rate due to phase change, resulting from net
heating or cooling of the two-phase mixture anywhere in the system, over break volumetric flow rate.

Equation (6-14) shows that the loss of inventory is caused not only by volume discharge but it is also influenced by
heating and cooling on the primary system boundary, and that it is scaled by at most three new scaling groups.
Equation (6-14) is the scaled equation for inventory loss obtained froweilsative proces®lated scaling method.

Section 4.4.5.1, explains the two advantages of this method: (1) the magnitudeafifative proces®lated scaling

groups indicates the importance of their associated processes relative to the break and automatic depressurization flows
which are responsible for the inventory changes, and (2) this method of scaling reveals with a single scaling group,
namehT,cin Eq. (6-15), how far the inventory draining is from steady-state conditions relative to the overall system
change.

6.1.2.2 Fractional Scaling of Inventory Loss

Section 4.4.5.2 presents tfractional scaling method according to Eq. (4-3) and providestaetional scaling or
IT-Groupss for the liquid inventory equation. THesGroups display for every transfer of mass and energy across the
boundary of the primary system control volume the fractional contribution of the respective transfer process to the time
rate of change of vapor volume, or, equivalently, to the rate of change of liquid inventoryfrakiienal scaled
inventory equation is obtained by dividing Eqg. (6-14) by the scaling group of the system’s volumetric comlignce,

in Eq. (6-15). Theresultis
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6. Scaling Groups

XV : da BT : Xk
- = - Hd. - Q
¥, ) dt > ‘Q'l‘P[ pc,)
BT ’ *
- Wypp| — | Pee
PC,
w02l T T o 2
! hfg lPot p g hfg V2(p !
+ 11, @y (6-17)

Correspondind@I-Groups in Egs. (6-14) and (6-17) have the same subscripts, except that the subscripts of fractional
IM-Groups in Eq. (6-17) have the prefix of

The fractionalscaling groupthat represents in Eq. (6-17) thrapor volume contraction or expansion due to net
heating or coolingQ,, , of single-phase fluithe control volume is

Ha,Q,ltp (Q1<P> [ BT] [tref Ta) (6-18)

pC XVV 0

and it equals the ratio of volume displaced by thermal expansion or contraction of single-phase fluid over the system
volume expansion due to depressurization, times the ratio of system reference time over reference time for liquid
volume depletion.

Thefractional scaling groupepresenting in Eq. (6-17) thapor volume contraction or expansion due tdibg or
condensatioras a result of the net heat transfer r@lg in the two-phase fluidegimes is

¥

o

Vfg Ay \Y

LA (6-19)
olh ¥, pq hfg o

II

ref

Q. 2¢ (Q2<P> B Ty Vv .

and it equals the ratio of volume displaced by phase change over the system volume expansion due to depressurization,
times the ratio of system reference time over reference time for liquid volume depletion.

Thefractional scaling group of vapor volume contraction or expansion due to mechanical (pumping) power added
to single-phase fluithat appears in Eq. (6-17) is
¥
0 p P/o WY )

and it equals the ratio of volume displaced by thermal expansion due to mechanical power addition over the system
volume expansion due to depressurization, times the ratio of system reference time over reference time for liquid
volume depletion.

Hipp = [Appp

(Dbk
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Thefractional scaling group of vapor volume expansion due to breaktfiavappears in Eq. (6-17) is

IT = |t O it 1 (6-21)
abk T ef bk - T -
r vV 0 e

and it equals the ratio of system reference time over reference time for liquid volume depletion.

Notice again that everfyactional scaling group hat, as a factor. Consequently, the ranking of processes is not
affected by the choice of reference tirhg, (see also Section 5.5.1), but the assessment of scaling distortion is affected
because the timing could be distorted in a test facility. Whereas there are cdi@aups in Egs. (6-1) and (6-14),
there is no such correspondence between Egs. (6-7) and (6-17). The numerical evaluatiofis@fdhps in Egs.
(6-18) through (6-21) are shown in Section 6.2.

6.1.3 Temperatures

Equation (5-17) for the time-rate of temperature change is the liquid energy balance for the system control volume,
V. It could be used to predict the liquid temperature, and it is used here for scaling. It is scaled with the specified
geometric parameters listed in Appendix 1, the specified initial conditions listed in Appendices 4.1 through 4.6 for

Phases 1 through 5, and with the computed reference parameters described in Section 5.5.

6.1.3.1 Causative-Process Related Scaling of Temperature Change

The scaling of Eq. (5-17) for the time rate of primary-system liquid temperature change is given first given for the
causative-procesglated scaling method represented by Eq. (4-2). Equation (5-17) is scaled for Phases 1 and 2 of the
transient, for the primary system, with and without passive CMT and PRHR circulation, and for two types of discharge
flows: one for the reference flowb,; , (i.e., break flaly,  for Phases 1 and 2, ADS-123 figws ;5 for Phase 3,
ADS-4 flow® 5 , for Phases 4 and 5), and the second for direct vapor discharge #yéom PRZ. Equation (5-

17) is scaled for the subphases in which core heating and SG cooling, or PRHR cooling dominate, and for the subphase
starting after accumulator injection. The liquid energy balance is also scaled for temperature changes in the CMT and
PRHR control volumes.

Thecausative-proces®lated scaling method yields the scaling grblyp of thesystem’s heat copacity or thermal
complianceand has, as explained in Section 4.4.5.1, two advantages: (1) the magnitudeafitatve process

related scaling group indicates the importance of the associated process relative to the energy flow through the break
when heating and cooling are balanced, and otherwise relative to the dominant cooling rate (by SG or PRHR); and
(2) thecausative procesglated method of scaling reveals with a single scaling group, ndmgiy Eq. (6-22), how

far the thermal response of the system or a component is from steady-state conditions relative to the overall system
change.

Primary-System Temperature Change, Break Flow Dominating

The scaling of Eg. (5-17) yields the scaled equation for the time rate of temperature change during Phase 1 in which
the liquid temperature change is governed by break fibyy, , and when there is no CMT or PRHR circulation:
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LdT" _ _— . Br ¥ )~
1_[Tc(p Cp) v (HTval(P Qi * Hrpp Pep ) [1 " p=cvav
. V, ¥ *
+ T, 1T w5 (h - h
T.Q2p QZ(P { hfg XVV pf( f )]}
Y )" QN*
=L o, -, 4 —2 i
oV bk T.Qu, D (6-22)
p-+ AD
b

All terms in the energy equation for the liquid temperature, and the processes associated with these terms, are
compared against the term of the causative process: the break discharge (tlhgrgigre 1). In Eq. (6-22), all the

starred quantities are the scaled ditéss of the unstarred quantities in the original energy conservation equation for

the subcooled liquid, Eqg. (5-17), they are formed according to Eq. (4-1). In Eq. (6-22)

b _ Vl(P (pCPAT>o(XV)oV _ Vl(P(pCpAT)o(XV)oV
™ tret (Poid),(F7), (Vi.prz), (Fr),

is the scaling group of the systenfieat capacityor thermal compliancewhere the reference parametams, ¥

1o Qoo andt,, are, respectively, the driving temperature difference, the initial value of the thermal expansion
function defined by Eq. (5-18), the mechanical volumetric compliance (Eq. (5-9)), the initial (reference, break)
discharge volumetric flow rate, and the system reference time. The smaller the system’s thermal compliance group,
I, is the faster will the liquid temperature change. In physical tefipg,is the ratio of thecharacteristic time for

thermal responsever thecharacteristic system timenultiplied by the ratio of thermal heat over mechanical work
capacities, MAR)/(AV(Ap), whereAV, is the thermal expansion or contraction of the subcooled liquid volume.
Characteristic times have been defined previously in Section 5.5.1. The second of Egs. (6-23) is written for Phase 1,
the initial depressurization phase, where the Pressurizer drain time is the characteristic time (cf. Eq. (5-50)).

(6-23)

In Eqg. (6-22), the causative-process related scaling grougufacooled liquid temperature change due to heating or
cooling of the liquids

Br ¥;
PC, Vaty o

where(Q'l ) is the initial net heating power applied to the single-phase fiyithe initial (reference) volumetric flow
rate at the break, and the thermophysical propeftiep, andc,, are the isobaric thermal expansion coefficient,
density, and isobaric specific heat, respectivély,,, is the ratio of net cooling power over the rate of mechanical
work discharge at the break.

Vit Qu (6-24)
lIIT(I)bk

11 =

T,.Qlp 1+

In Eq. (6-22), the causative-process related scaling grougufarooled liquid temperature change due to mechanical
energy addition to the liquitly the recirculation pumps is
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II = II _PP (6-25)

and equals the ratio of RCP pumping power over the rate of mechanical work discharge at the break.

In Eq. (6-22), the causative-process related scaling grougufazooled liquid temperature change due to heating or
cooling the two-phase mixtuie

N
FI/ " p2<p(h2<P - h)

\ v QZ(p
lIIT(I)bk

Mrgz = [7° (6-26)
fg

0 0

and equals the ratio of the effect of heating or cooling of the two-phase mixture (e.g., in PRZ) on subcooled liquid
temperature, over the effect on that temperature from mechanical work discharge at the break. When saturated liquid
crosses from the two-phase into the subcooled liquid regiop,jtendh,, are to be replaced ky andhy, respectively,

in Eq. (6-26) and in Eq. (5-18) foF.

Primary-System Temperature Change, Dominated by Wall Heating or Cooling
When the change of liquid temperature is governed by the net cooling due to the imbalance between full-power Steam

Generator cooling and reduced core heating after scram, as is the case during Phase 1.2, then the scaling of Eq. (5-17)
yields, for the time prior to the initiation of CMT and PRHR circulation,

daT* N BT lIIT :
I~ (pC,) = 1Q,, + M mpPo )]l + ——
TC( p) dt ( 1¢ TPP PP) pCp XVV
) V, Wy *
t g, Q. {9 —T +p (h -h
T,Q29 ~<2¢ {hfg XVV 2<P( 2¢ )
Y. (6-27)
B HT,bk — (Dbk .
v

Equation (6-27) applies only to Subphase 1.2, the second part of Phase 1, after scram. For this subphase the power
of the mechanical work at the break, which is the reference energy in Eq. (6-22), is replaced by the net cooling by the
Steam Generators. The scaling group of the systeegiscapacityor thermal compliancén Eq. (6-27) for Subphase

1.2is

Vl(P(p G AT(I)bk)O

1+ E_TT

(6-28)

TC1.2 .
(VI,PRZ)O Ql(p

0

which equals the ratio of the rate of thermal energy release from the subcooled liquid over the net cooling power.
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6. Scaling Groups

The causative-process related scaling group for heat transfer to the single-phase fluid regions is equal to one for Eq.
(6-22) for Subphase 1.1. For Eq. (6-27) of Subphase 1.2 the effect bfdhk flowis represented by the causative-
process related scaling group
¥
-
")
0

v
B %

Thk 1.2 (6-29)

1~ (Q1<P>o

0

It is the ratio of mechanical power discharged through the break over the cooling power in the Steam Generators.
In Eq. (6-27), the causative-process related scaling grougufarooled liquid temperature change due to mechanical
energy addition to the liquitly the recirculation pumps equals

P

Bl (6-30)
Q)

TPR1.2
and is the ratio of RCP pumping power over the cooling power in the Steam Generators.

In Eg. (6-27), the causative-process related scaling grougufacooled liquid temperature change due to heating or
cooling the two-phase mixtuie

Vi ‘PT
h=g V TP 2<P(h2¢' - h) ;
fg v 0 QZ(p
H1q2e12 v . (6-31)
1 + T _T Ql(P 0
pcp XVV 0

This is the ratio of the effect of heating or cooling of the two-phase mixture (e.g., in PRZ) on subcooled liquid
temperature, over the cooling power in the Steam Generators.

Primary-System Temperature Change, Domination by PRHR Cooling
PRHR cooling dominates the liquid temperature change at the beginning and during the early part of Phase 2. For this
phase, Eqg. (5-17) is scaled after the inclusion of the CMT-A and CMT-B circulation flows and yields these causative-

process related scaling groups:

The system’s thermal compliance groliz, for Phase 2,

V. (pCpAT

1(|) 0

ez Lot (WPRHR>O(h - hPRHR>0

(6-32)
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6. Scaling Groups

is the causative-process related scaling group of the systeratscapacity All the symbols are as defined above The
smaller the system’s thermal compliance graiig, is the faster will the liquid temperature chande;. , is the ratio

of thecharacteristic time for liquid cool-dowby PRHR cooling over theharacteristic system timeCharacteristic
times have been defined previously in Section 5.5.1.

The causative-process related scaling grouptiticooled liquid temperature change due to heating or cooling of the
single-phase liquids

BT ‘PT
pcp XVV 0

11 = |1 + (6-33)

TQ 19,2

Qy
WPRHR( h- hPRHR) 0

which is the ratio of net wall cooling power over PRHR cooling power.

The causative-process related scaling groupstdycooled liquid temperature change due to mechanical energy
addition to the liquidby the recirculation pumps is, as in Eq. (6-25)

_PP (6-34)

and equals the ratio of RCP pumping power over PRHR cooling power.

The causative-process related scaling grougtiticooled liquid temperature change due to heating or cooling the
two-phase mixturduring Phase 2 is

Y

Vfg _T 4 p2(p(h2(p - h)}

h

Q,
(h-h

Q2,2 W (6-35)

Y o\ VYPRHR

fg PRHR) 0
and equals the ratio of the heating or cooling power of the two-phase mixture, over the PRHR cooling power.

The effect of thdoreak flowon the change of liquid temperature is represented by the causative-process related scaling
group

b
T
— Dy
Av 0
Mg, = W hh : (6-36)
PRHR( B PRHR)O

It is the ratio of mechanical power discharged through the break over the PRHR cooling phwer= 1, because

the PRHR cooling is the reference transport process. The representative, causative-process related scaling groups for
the effects of CMT circulation on the change of the liquid temperature in the primary system are, for CMTs on the
Pressurizer side (A), and CMT side (B)

I WCMT;AB] [ h_hCMT;AB]
0

T.CMTAB [ W hoh (6-37)

PRHR PRHR

NUREG/CR-5541 6-12



6. Scaling Groups

Equation (6-37) is the ratio of CMT over PRHR cooling power. The reference mass flowMatase computed from
the steady momentum balance, and the initial enthalpies in Eq. (6-37) are computed from the specified initial
temperatures.

Temperature Change in Core Make-up Tank

Equation (5-17) reduces for the Core Make-up Tank, at the beginning of Phase 2 when CMT circulation is initiated,
to

dT
Vl(ppcp=

dt = WCMTAB(hCMTAB_ h) + Ql(p,CMTAB, (6-38)

CMT, g

whereQ is the heating power passing from the CMT tank walls to the single-phase liquid in the CMT. Equation (6-
32) implies that the mass flows entering through the Pressure Balance Lines and leaving through the Direct Vessel
Injection Lines are equal. Scaling of this equation yields the equation scaled by the causative-process related method
(see Section 4.4.5.1)

dTEMT
TC,CMT

dt~

with two causative-process related scaling groups, the first one representthgitimal capacityof the fluid in the
CMT

I1 = Wewr (h* - héMT) + HTQ,CMTQCMT (6-39)

CV
p—V )
(p ¢,V )CMT (Tl - TCMT)o _ [ % ) cwr
Lot (WCMT)O(hI - hCMT)O Lot (WCMT)O

I1 (6-40)

TC,CMT

which is the ratio of the CMT’s thermal response time over the system referencé iméth the CMT’s response

time being the time it takes to raise the initial CMT temperatliggy, to the initial mean temperatur@, of the liquid

in the primary systemII;c cyris also the ratio of the heat capacity of the liquid in the CMT over the heat capacity of
the liquid circulating through the CMT during the system reference time. The difference between the Cold-Leg and
mean fluid temperatures is neglected in Eq. (6-40) because the difference is lessGhaftel scram. The CMT
volume, Vg, includes the volumes of the Pressure Balance Line (PBL) and the Direct Vessel Injection Line (DVI).
The reference mass flow rat®yi,1), is computed from the steady momentum balance equation, Eqg. (5-56), as shown
in Appendix 5.2. All initial conditions are found in Appendix 4.3.

The second causative-process related scaling group for the CMT temperature equation scales theaffbeating
(QCMT)O
I1- =
Q, CMT (W

(6-41)
CMT)O (hCL - hCMT)O

where the wall heating powe(QCMT> is computed for Phase 2 in Appendix 5.2, using the Dittus-Boelter correlation
for convective heat transfer. The nitial enthalpies are listed in Appendix 4.3.
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6. Scaling Groups

Temperature Change in Passive Residual Heat Rejection System

Equation (6-38) is applied to the fluid in the tube-side volume of the Passive Residual Heat Rejection System, with the
subscriptCMT replaced by’PRHR and scaled to yield the two causative-process related scaling groups that are similar
to those defined by Egs. (6-39) and (6-40) for the CMT, the first one representitigetimeal capacityof the fluid in

the PRHR

CV
p—V )
(p CVV)PRHR(Tl - TPRHR)O _ [ % ) prer

TC PRHR t W

I1 =
PRHR)O (hl - hPRHR>0 Lres (WPRHR)O

(6-42)

ref (

where the difference between the Hot-Leg and mean fluid temperatures is neglected because the difference is less than
1°C after scram.

The second causative-process related scaling group for the PRHR temperature equation scales theadiffeeatifig
during natural circulation

Q

PRHR)O (hCL - hPRHR)O

, (6-43)

where the wall heating powe(QpRHR> is computed for Phase 2 in Appendix 5.2, using the Dittus-Boelter correlation
for convective heat transfer. The initial enthalpies are listed in Appendix 4.3. The scaling groups given by Egs. (6-42)
and (6-43) for the PRHR have the same interpretations as the scaling groups given by Egs. (6-40) and (6-41) for the
CMT temperature.

Primary System Temperature Change after Start of Accumulator Injection

The mass flow rate from the Accumulators is needed in the energy balance, Eq. (5-17). It is computed from the
volumetric flux divergence equation, Eq. (5-4), which produces the volumetric flow rate of the Accumulators for
pressures below the specified pressure trip set point for opening the accumulator valves:

wW -1 Q VN .
ACC  _ Dpoe = Y ACC A D, (6-44)
P Y P TP

where the pressure derivatijg,  is given by Eq. (5-8) and the pregstiren the integral of that equation. The first

term accounts for the thermal expansion that the nitrogen gas experiences as it is being heated by the wall; the second
term accounts for the expansion due to depressurization. The mean liquid temperature in the primary system decreases
as cold water from the Accumulators mixes with the coolant in the Direct Vessel Injection (DVI) Lines. Thus, after
scaling Eq. (5-17) one obtains for Phase 2, with PRHR cooling being dominant, the energy conservation equation for
the liquid in the primary system, scaled according to the causative-process related method (see Section 4.4.5.1)
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6. Scaling Groups

LdT" _ o Br ¥racc)”
HTC(pCp) dt- - HTQ1¢,2Q1<P [1 " p_C Ay vV
p
. V, ¥ *
« | V4 T,ACC
g

B Z HT, CMT WSMT ( h- hCMT)*
AB

lP *
T,ACC * * *
HT,bk,Z v Dy - WPRHR(h_ hPRHR)
Xv
Q, [V * (6-45)
T, ACC
* Uy acc - Y, * pl(hACC - h) '
p* " pmin XV
Ap,
Notice that¥; in Eq. (6-27), and defined in Eq. (5-18), is now replaced for Eq. (6-45) by
Wiace = VBT T
racc = ViphrT - XZ(pPZ(p( e ) * Wpl( Acc™ )’ (6-46)

and that the mechanical compliance defined by Eg. (5-9) must now include the term proportional to the gas volume
Vy,- Equation (6-45) has one causative-process related scaling group in addition to those defined by Egs. (6-32)
through (6-37). The additional scaling group characterizes the effects from Accumulator injection on the temperature
of the subcooled liquid in the primary system and is defined by
Qu . ¥ i
I _ 2 vy-1 N ( Mace - h) . TTACC (6-47)

TACC Worn( = Mere) ) 7 ( Pacc ),

0

and represents the ratio of heating and thermal convection power from the Accumulator over the PRHR cooling power.

6.1.3.2 Fractional Scaling of Energy Equation

Thefractional scaling of the energy conservation equation is explained in detail in Section 4.4.5.2. Itis of the form

of Eq. (4-3). When scaled by the fractional scaling method, the energy conservation equation has the advantage of
displayingdirectly for every transfer of energy across the boundary of the primary system control volume the fraction
that the corresponding transfer contributes to the time rate of change of the primary-system liquid temperature. The
fractional form of the scaled energy equation is obtained by dividing the causative-process related, scaled energy
equation, Eq. (6-27), by the scaling group of the system’s thermal complidpceThe result is
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daT- S x Br ¥racc)”
pcy— = (M;4, Q= + I o P )| 1 + — —2
( p) dt* ( Tval(P 1(P Tv PP PP) pcp XVV

) V., | ¥ *
* fg| T T ACC 3
g
lI] *
¥ T,ACC
B HT, bkq)bk oV
N

= 11t pryirWormer(Morr= 1)+ ABHT', o Wewrr (Mewr = )’

¥ (6-48)

T.ACC pl(hACC - h)jl*
Xv

Apo

and shows that every causative process related scaling group in Eq. (6-27), i.e., the scaling groups defined in Egs. (6-
29) through (6-31) need to be divided By, as defined by Eq. (6-28).

For Eq. 6-48 the effect of thiereak flowis represented by the scaling group

N
T,ACC
(Dbk tref
Xv 0
11 =

T.bk Vi (PCAT).

(6-49)
It is the fraction of thermal energy change in the liquid that is caused by mechanical work discharged through the
break.

In Eq. (6-48), the scaling group faubcooled liquid temperature change due to mechanical energtyaad the
liquid by the recirculation pumps is

(P ) 1+ETT,ACC
PPJq PCp Ty

TPP Vi (PC,AT),

tref
0 (6-50))

and represents the fraction of thermal energy change in the liquid that is caused by mechanical work supplied by the
Reactor Coolant Pumps (RCP).
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In Eq. (6-48), the fractional scaling group ubcooled liquid temperature change due to wall heat transfer to or from
1+ Br lIIT, ACC

the liquidis
Q t
( 1(P>O pcp XV

0
o = (6-51)
T.Q Vl(p(p CPAT)O

ref

I1

and represents the fraction of thermal energy change in the liquid that is caused by wall heat transfer experienced by
the subcooled liquid.

In Eq. (6-48), the scaling group faubcooled liquid temperature change due to heating or cooling the two-phase
mixtureis

. V,
(Q2tp>0 h=fg TXACC + pf(hf N h)] Lot
Mt 2 = — — - (-52)
Vl(p(pCpAT)0

This is the fraction of thermal energy change in the liquid that is caused by phase change due to wall heat transfer to
or from the two-phase region in the system voluvhe

In Eq. (6-48), the fractional scaling group feubcooled liquid temperature change due to CMT circulaison

(WCMT)O ( h - hCMT)O Lot . (6-53)

HT.‘ ot Vltp(p CDAT ) 0

This is the fraction of total thermal energy change in the liquid that is caused by CMT circulation.

In Eq. (6-48), the scaling group feubcooled liquid temperature change due to PRHR circulation

(WPRHR)O ( h - hPRHR)O Lo . (6-54)

HT, PRHR — Vl(P(pCpAT)O

This is the fraction of total thermal energy change in the liquid that is caused by PRHR circulation.

In Eq. (6-48), the fractional scaling group fmbcooled liquid temperature change due to heat transfer to the nitrogen
gas in the Accumulatoiis

(QN2>0 tref 7 - 1
Vltp(pcpAT)o Y( pACC)o

b4

v

Hipcc =

pl(hACC_ h)+
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and represents the fraction of total thermal energy change in the liquid that is caused by coolant injection from the
Accumulators.

CorrespondindgI-Groups in Egs. (6-45) and (6-48) have the same subscripts, except that the subscripts of the
fractional TI-Groups in Eq. (6-48) have the prefix  insteadlofEquation (6-48) applies to all phases. However,

the volumetric mechanical compliangg, and the thermal expansiolf; ,co must be evaluated for each phase,
without any non-participating subvolume. Notice that all fractional scaling groups of Eq. (6-48) are proportional to
the reference time, and the reference time, therefore, does not affect the ranking of the terms in that equation.

6.1.4 Flow Rates, Inertia and Impedance

In this section are derived, defined, and interpreted the scaling metrics (scaled SrraysandS, which characterize
thedistributionsof inertia, gravity, and flow resistance (impedance) in the system and the global scaling groups, or
I1-Groups, which characterize thelative importanceof inertia, gravity, and flow resistance. The concept of the
scaling metric§, S;, andS, and of the globall-Groups of the momentum balances have been introduced in Section
4.4.6 for a simple two-loop system with single-phase flow. Here, we scale the momentum balances for general two-
phase flow in the AP600 system.

The set of loop momentum balances is derived in Section 5.4.2 and given by Eq. (5-49). The equation accounts for
the inertia, gravity, pump, and flow resistance forces, and also for the change in momentum flux. The scaling of
momentum flux changes by using the Zuber and Subcool Numbers is described by Wulff [17] but omitted here on
account of Assumption (W-vii) explained in Section 5.2. The elements of the inertia, gravity, pump, and flow
resistance vectors are normalized with the reference values of the main loop, and the inertia and impedance matrices
are normalized so that the scaled and time-dependent gravity force elégferhe scaled and time-dependent
elementP,*, of the impedance matrix, the scaled and time-dependent element of the directed kinetic energy vector,
E*, and the scaled and time-dependent element of the inertia matrjxn the scaled form of the momentum
equation, Eq. (5-49), are of order unity.

6.1.4.1 Forced Circulation

For the Phase 1 with forced circulation, the pumping by the Reactor Coolant Pumps is the causative and driving
process, and the scaled momentum balances are given by

*

d l * ¥ *
HIN,Pd_ti = HGRP(SGG*>]- + APpp, - HRSP(SPP >jk E (6-56)

where repeated indices imply summation. The products in the subscripted brackets of Egs. (6-56) and (6-57) imply
element-by-element multiplication. All the scaledriablesof the vector equation, namely the scaled and time-
dependent loop momentum vector elemént, the scaled and time-dependent gravity force elen@fif,the scaled

and time-dependent elemeR}*, of the impedance matrix, the scaled and time-dependent element of the directed
kinetic energy vectoi5*, and the scaled and time-dependent element of the inertia mitriare defined by
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Moo= (S1) @
b My P (6-57)
Gj* = g-{]SIZp;dz* (6-58)
J
(t
R; (0)
E.(t
E' = ﬁ for E() >0 (6-60)
E;(0) '
L (t
o= 39 b Lo s o (6-61)
. 1,(0) )

Here,§ andk are the unit vectors of, respectively, the gravitational force and the positive flow dirgctiarl;,
andp,;* is the mixture density normalized by the reference mixture density as listed in Appendices A.4.3.2, A.4.4.2,
A.4.5.2, and A.4.6.2. The non-zero scaled elemegtsE*, and];* are initially equal to 1. The nondimensional
Inertia Metric, § is defined by its elements

((D0>j( lo )ji

SI-- - (no summation in numerator) (6-62)
Z (q)o)ref( IO>ref,i

i€ loopes

and displays thdistribution of relative inertian the integrated hydraulic system. It is computed from the inertia
matrix presented in Figures 5.1 through 5@, stands for initial or nominal volumetric flow rate. Subscriptd

ref denote, respectively, tH& and main or reference loops. The initial ineitjés evaluated with initial conditions
and thel/Aratios in Appendix 1.4 according to Eqg. (5-24). The elements of the nondimenS&oaatational Metrig

S are defined by

AH AT
s, - [( or Pr GR)O ]j | (6.63)
) (AHGR Pr ATGR)

ref

whereAHgg, Br, andATgg denote, respectively, the elevation difference of the thermal center, the isobaric thermal
expansion coefficient, and the driving temperature difference, all at the initial time, and with suljsanigtsf for

the j™ and reference loops, respectively. The nondimensi@navitational Metrig S;, is a vector that gives the
relative distribution of gravitational forceim the integrated system. The nondimensidngedance Metritias the

elements
W,o 2
) ®)
SP — ref
K W \? (6-64)
E W_ Ret

icloop,f ref
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and represent®lative distribution of flow resistance forcesthe integrated system. Equation (6-64) is evaluated
from the matrices given in Tables 5.8 through 5.Wstands for mass flow rate, the resistance coefficients are defined
by Eqg. (5-41), subscript 0 denotes initial value, and subsefishows association with the reference or main loop.

S, S, andS are the two-, one-, and two-dimensional arrays, respectively, that characterize the distribution of inertia,
gravity, and flow resistance (impedance) in a most compact form. The arrays apply to forced and natural circulation
modes.

The elements of thimertia Metric, S, are governed by the aspect ratios, i.e.,deemetry, of the connecting pipes
in the system (see Appendix 1.4 for aspect ratios).

(1) Each row of theg-matrix is associated with a loop, each column with the primary flow rate of a loop.

(2) The diagonag-elements show the relative magnitude of libvap inertiaassociated with the loop of the row,
if the flows are defined so as to be positive in the positive sense around the loop, and if none of the primary
flows is a plenum branch exit flow.

(3) The magnitude of the off-diagon§telements are a measure of @tress-coupling between the loops by
inertia.

(4) The element-by-element multiplication of tReandI* matrices provide the time-dependent normalized
inertia matrix with all the properties described in Items (1) through (3).

(5) The sum of th&-elements in the row of the reference loop add up to one, as a consequence of the scaling (Eq.
(6-62)).

(6) The Inertia Metric reveals how quickly the flow re-adjusts to changes in flow conditions: the larg&F the

elements of a row are, the slower responds the fluid in the loop associated with that row, and relative to the
responses in other loops.

The elements of th€ravitational Metric, S;, are governed by the elevation differencéshe thermal centeris, i.e.,
thegeometnyof, the system (see Appendix 1.5 for elevation differences).
(1) Each row of the&s; column vector is associated with a loop.

(2) The magnitude of each;-element in a row of the column vector shows the importance of gravity effects in
the loop associated with that row, relative to the gravity effects in the main or reference loop.

(3) The element-by-element multiplication of tBg and G* vectors provide the time-dependent normalized
gravity vector with all the properties described in Items (1) through (3).

The elements othe Impedance Metric, S;, are governed by form losses, i.e., theometry, of primarily the
connecting pipes the system (see Appendix 1.7 for flow resistance factors).

(1) Each row of th&-matrix is associated with a loop, each column with the directed kinetic energy in a segment
of the loop. The first\, columns are associated with the kinetic energy of the primary flows, the remaining
columns with those of the secondary flows which are expressed in terms of the primary flows (see Eq. (5-42)).

(2) The magnitude of th&s-elements in a row show ttdistribution of flow impedancea the loop associated
with the row.

(3) Repeate®-elements in a column indicateoss-coupling by impedance between the Idbpsare associated
with the rows containing the repeatg&delements.
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(4) The element-by-element multiplication of tBeandP* matrices provide the time-dependent normalized
impedance matrix with all the properties described in Items (1) through (3).

(5) The sum of th&s-elements in the row of the reference loop add up to one, as a consequence of the scaling
(Eq. (6-64)).

(6) The Impedance Metric determines the flow distribution in the system, particularly as the steady state is being
approached.

Thescaling arrays § &, andS, in Eq. (6-56) characterize thdistribution of inertia, gravity, and flow resistance
(impedance). Thscaling groupsor IT-Groups, in Eq. (6-56), on the other hand, characterize the relation between
global forcesof inertia, gravity, and flow resistance. The ratio of inertia over Reactor Coolant Pump (RCP) forces
yields the causative process related scaling grogystem inertigor dynamic capacitancé&r forced circulation

IN,P

(Dref (q)o)i
et ) . (6-65)
tref ApPP) 0 ieé:pref ( ° )I

Since thgoumpingof the Reactor Coolant Pumps is the causative and dominant phenorfiiperi,. The retarding
phenomenon is the friction and scaled by Tiroup ofsystem impedancef flow resistance, i.e., the ratio of
frictional pressure drop over pumping pressure rise

W [Wo ?
Hgep = 77—+ —=| R fit 6-66
(p ApPP>0 ielgt;pref ref ) | o (6-66)

which is, under steady-state conditions, also of order of unity. The causative processlieiimap ofsystem gravity
in Eq. (6-56) for forced circulation is defined, for the case of density change due to thermal expansion or contraction
by heating or cooling of single-phase fluid, by

- _ gAHGR (BTP Ql‘P)O

eRe \Nref (Cp ApPP)O

which is the ratio of gravitational over pumping forces.

(6-67)

6.1.4.2 Natural Circulation

For Phases 2, 3, 4, and 5, gravity drives and dominates the flow. The pumping term is zero and deleted. All terms
are compared with the gravity term of the reference loop representing the causative phenomenon, and the causative
process related scaling of the momentum balances, Egs. (5-49) gives, for natural circulation

de*
dt”

where repeated indices imply summation, and the products in subscripted brackets imply element by element
multiplication. The scaleglariablesof Eq. (6-68), namely the scaled and time-dependent loop momentum vector
elementM*, the scaled and time-dependent gravity force elen@fitthe scaled and time-dependent elemépt,

of the impedance matrix, the scaled and time-dependent element of the directed kinetic enerdy,Yemtat the

1_[IN,GR

= (SGG*)J- - HRSGR(%P*>jk E (6-68)
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scaled and time-dependent element of the inertia mdjtixall are identical to those defined by Egs. (6-57) through
(6-61) for forced convection.

Thescaling arrays $S;, andS in Eq. (6-68) for natural circulation are also identical to those defined by Egs. (6-62),
(6-63), and (6-64) for forced convection. They characterizalibtgibution of inertia, gravity, and flow resistance
(impedance).

The causative process related scaling groupsIT-Groups, in Eq. (6-68) characterize the relation betwglebal
forcesof inertia, gravity, and flow resistance. The ratio of inertia over gravity forces yields the scaling greygien
inertia for natural circulation

D

- ref
1_IIN, GR ~

> (lo) 6-69
ler O AHGR( Prp ATO )o icloope; Pref ( 0>I ( )

where the symbols have the same meaning as for Egs. (6-62) and (6-63), and where the reference temperature
difference is either known directly from initial conditions or computed from the reference heating or cooling power

by

— Ql(p,O
AT, = R (6-70)

ref

The ratio of flow resistance (impedance) over gravity forces yields the scaling greyptefn impedance for natural
circulation

oW %),
RSGR g AHGR( BTPAT)0 icioope | W,

ref

(Ro )ref‘i . (6-71)

6.2 Evaluation of Scaling Groups, Ranking and Scale Distortions

This section presents the results of the numerical evaluation df4@eoups that were derived and defined in Section

6.1. The numerical evaluation of tlieGroups was carried out with the specified geometric parameters listed in
Appendix 1, the specified initial coittbns listed in Appendices 4.1 through 4.6 for Phases 1 through 5, and with the
computed reference parameters described in Section 5.5 and evaluated in Appendix 5 of the proprietary database that
was transmitted separately to the NRC.

The numerical values of tHé-Groups are arranged in a matrixItfGroups that is similar to the one introduced by

WuIff [17]. This report has a matrix (or a table) @fGroups for each conservation equation and each phase. Each
table is explained and interpreted in the section of its presentation, with references to the general interpretations of
causative process related and of fractional scaling groups given in Section 4.4.5, and to the identification of relevant
processes, as well as of important scale distortions presented in Sections 4.5 and 4.6.

There are two types of matrices presented each for depressurization (mass and energy balances), inventory change
(phasic mass balance), and temperature change (phasic energy balance), as it was explained in Section 4.4.5, to give
the results from two useful methods of scaling the conservation equations. One method leads to the causative process
related scaling groups, as represented in Eqg. (4-2), the other fimttienal scaling groups as in Eq. (4-3).
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The first two columns of th&l-Group tables present the physical definitions and the symbols é14Beoups, as
introduced either in Section 6.1, or just prior to the table presentationthifdecolumnof either type of matrix ofI-

Groups shows the numerical values of Ti&roups for theAP600 nuclear power plantEach third-column entry in

the matrix ofcausative process related scaling groghws the fraction or multiple that the respective process effect
has on the AP600, relative to the effect from the causative process. Each third-column entry in the rfrattiongl

scaling groupshows the extent to which the process associated with the row of the matrix rotates the slope of the time
plot, thereby affecting the rate of change, as shown in Figure 4.3.

As explained in Section 4.5, thvertical scanof the third column reveals, from the magnitude of its entrieahich
phenomena and processes are importarior the AP600. The rows in thE-Group matrix are ordered such that the
APG600 entries in a column end up in the order of decreasing values, with the maximum value at the top. The criteria
of relevance adopted for this report were defined in Section 4.5: all phenomena and processes are domsitznet

if the associatedil-Group is greater than 1/10 of the largBsGroup in the equation represented by the table. The
values of importankEI-Groups are printed igreen, those of top priority irbold-faced green. Thevertical scansf

the fourth, fifth, and sixth columns reveal, also from the magnitude of their entries, which phenomena and processes
are important for their respective facilities, namely APEX, ROSA, and SPES, but this matter is not pursued in this
report because the focus is on AP600.

Thefourth, fifth, and sixth columnshow the numerical values of tlieGroups for the AP600-related test ifiies

APEX, ROSA, and SPES. As explained in Section 4.6 hitvézontal scanof any row with important phenomena

reveals by comparison of its entrieghich facility is similar or scale-distorted for the important phenomenon or
processassociated with the row. Section 4.6 introduced the working definition for scale-distorted: a phenomenon or
process is taken to be distorted in a test facility, relative to the same phenomenon or process in the AP600 if the ratio
of test facility over AP60I-Groups is less than ¥z or greater than 2. BGroups indicating important scale
distortions are printed ired.

6.2.1 Phase 1, Initial Depressurization

This section presents the results of the numerical evaluation df-Beoups for the initial depressurization phase.

See Table 3.1 on Page 3-2 which shows that this phase lasts from the instant at which the break occurs, until the S-
Signal is tripped. Presented are the scaling groups for depressurization, system inventory depletion, system
temperature change, and flow rates. Flow rate scaling is the same for Subphases 1.1 and 1.2.

No results are presented for the APEX facility, since APEX of Oregon State University did not simulate this phase.

The reference time for this phase is the time it takes to empty the Pressurizer (PRZ), because a low PRZ level can trip
the S-Signal. The time is computed according to Eq. (5-50) from

(=t = (VI,PRZ)O

(6-72)
ref drn ((Dbk)o

as the quotient of the specified initial liquid volume in the pressurizer over the computed initial break flow. The
specified initial liquid volume is listed in the Volume Section of Appendix 1.1. The break flow is computed from the
specified break area (specified in Appendix 1.2) and the critical mass flux according to Bestion [22] from Eq. (5-57),
with the upstream equilibrium gliy being x, = (h, - h)/hy,. The results for the critical mass flux, critical mass flow

rate and critical volumetric flow rate are found in Appendix 4.1. The confirmation of the break mass flow rate is given
in Table 5.15.
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6.2.1.1 Phase 1.1, Before Scram
6.2.1.1.1 Depressurization Before Scram

Table 6.1 presents the numerical values of tteusative process relatd@Groups. They are obtained from the
depressurization equatipgig. (6-1), applied to the control volume shown in Figure 5.2Jobphase 1.Xsee Figure

3.1 and Section 3.3.1 for the definition of Subphase 1.1). Jduesative process relatdd-Groups show the
significance of phenomena (system elasticity or system pressure response to volume changes) and processes (external
heating and cooling) relative to the causative and dominant process of fluid discharge through the break.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) the break flow is the dominant process, system elasticity (or mechanical compliance) and
phase change are important; andt{fre are no significant scale distortionsof depressurization during Subphase

1.1. APEX does not simulate this subphase.

EachIT-Group is interpreted in Section 6.1, next to the defining equation as indicated in the first column of Table 6.1.
The second column shows thieGroup symboal, the third through sixth columns list the numerical values dfithe
Groups, and the last column is provided for comments explaining distortions, if any. This table format is retained for
all tables off1-Groups in this report.

All geometric parameters appearing in fi€Group definitions, Egs. (6-2) through (6-5) are found in Appendix 1.
The initial conditions and initial thermophysical properties are found in Appendix 4.1. Tie system compliance
and computed reference parameters appearing ill4BGeoup definitions were computed through EXCEL and are
listed in Appendix 5.1.

The net initial cooling power applied to thetswlume occupied by single-phase flu(d)m) (see Figure 5.1), is the
difference between the specified Steam Generator cooling power, minus the core heating power. The difference is
equal to the initial pumping power of the Reactor Coolant Pumps. The reference volumetric flolyréddhe initial

break flow rate, and the thermophysical properfig$,c,, Vi, andh, are evaluated at initial conditions. The net

initial heating power applied to thelseolume occupied by two-phase mixtuu(ég%? , (see Figure 5.1) is the specified

full heating power of the Pressurizer, that is turned on to compensate for Re loss of pressure.

Table 6.2 presents the numerical values of figctional TI-Groups. They are obtained from tHepressurization

equation Eq. (6-7), applied to the same control volume as for Table 6.1 abovefradtmnal TT-Groups show the

impact that processes (external heating and cooling) have on the time-rate of pressure change. As concluded from the
causative process relaté@-Groups by the methods and criteria described in Sections 4.5 and 4.6, and summarized

at the beginning of Section 6.2 on Page 6-22, it is found that (1) the break flow causes the greatest fractional change
of pressure, the flow and phase change are important; anthé® are no significant scale distortionsof
depressurization during Subphase 1.1. APEX does not simulate this subphase.

Eachcolumnentry in Table 6.2 showsow muctthe tangent of the pressure vs. time curve in Figure 4.3 is rotated from

the horizontal by the phenomenon associated with the row of the entry and, consedwemtigpportantthat
phenomenon is during the respective phase. The rotation is downward for those terms in Eq. (6-7) whose signed
product of scaled state variable and scaled property function is negative; for a positive product the tangent is turned
upward. The larger the entry, the stronger is the effect on the slope of the depressurization equation.
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Table 6.1 Causative Process Relatell-Groups for Depressurization During Subphase 1.1

Denton ehero SF)I/TE?EI‘E AP600 Als-EirouplerA SPES comments
Break Flow(reference) I, 1 i 1 L
Complance(ta. (62). Mye | oo | - | o3 | o9
(Fl)fr:f?g-g)hange (PR2) I 2 0.17 - 0.12 0.15
(Té"qe&%”.%'»EXp' Py Pumping Hpp 0.04 - 3-10 0.04
oy P Py Heating My g, | 004 . 310 | 004

Differences between the entries iroavof Table 6.2 would imply differences in the system response, i.e., the fractional
change in pressure, due to the phenomenon associated with that row and, consequently, the steigthistbrtion

for that phenomenon. None of the relevant phenomenai( font) meet the criterion of distortion presented in
Section 4.7.

Table 6.2 Fractional II-Groups for Depressurization During Subphase 1.1

I1-Groups for
Definition of TT-Group Sl_)[/nél?ol of Comments
“Sroub 1 Apgoo | APEX | ROSA | SPES

Break Flow(Eq. (6-13)) 11 0.bk 1.70 - 1.59 1.12

Phase Change (PR#&q. (6- .

e ge (PR&q. ( o2 | 020 - 0.19 0.17

Thermal Exp. by Pumping _ .

(E1, (6.9) I, pp 0.07 4-16 0.04

Thermal Exp. by Heating . ; )

(Eq, (6:10) 61, | 007 4-10 0.04

6.2.1.1.2 Inventory Before Scram

Liquid inventory change is modeled as the compliment of vapor volume change. The model is presented in Section
5.4.1.3, the scaled inventory equation, Eq. (6-14), is scaled Inetirgative proces®lated scaling method and shown

in Section 6.1.2.1. The scaling groups are defined in Egs. (6-3), (6-4), (6-15), and (6-16). Equation (6-14) is applied
to the two-phase mixture in the Pressurizer and for Subphase 1.1 (defined in Figure 3.1 and Section 3.3.1).
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Table 6.3below presents the numerical values of taeisative process relatd@tGroups. Thecausative process
relatedIT-Groups show the significance of phenomena (system volumetric compliance) and processes (external heating
and cooling) relative to the process of fluid discharge through the break. By the methods and criteria described in
Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page 6-22, it is found that (1) the causative
break flow is the dominant process, volumetric capacity (or volumetric compliance) and break flow make the draining
atransient and (2)there are no significant scale distortionsof inventory depletion during Subphase 1.1 in ROSA

and SPES. APEX does not simulate this subphase.

Table 6.3 isread as Table 6.1. The table desription is found on Page 6-24. All geometric parameters appearing in the
I1-Group definitions, Egs. (6-3), (6-4), (6-15) and (6-16) are found in Appendix 1. Tti& iconditions and initial
thermophysical properties are found in Appendix 4.1. The initial system compliance and computed reference
parameters appearing in thieGroup definitions were computed through EXCEL and are listed in Appendix 5.1.

Table 6.3 Causative Process Relateld-Groups for Loss of Inventory During Subphase 1.1

II-Groups for
Definition of TTI-Group SI}II%EOI of Comments
“Group | Aps00 [ APEX | ROSA | SPES
Volumetric Compliance
(Eq. (6-15)) e 1.34 - 1.82 1.84
Break Flow(reference)
same as in Table 6.1 T 1 - 1 1
Phase Change (PR2) _ ) ) ) 1
(Eq. (6-16)) Iy, Q 2 6-10° 316 319
Thermal Exp. by Pumping I ) .
(Eq. (6-3),same as in Table 61 PP 0.04 310 0.04
Thermal Exp. by Heating Il ) .
(Eq. (6-4),same asin Table §.1f ~ Q¢ 0.04 3.10 0.04

As for the depressurization during Subphase 1.1 presented in Section 6.2.1.1, the net initial cooling power applied to
the subvolume occupied by single-phase fl @1@ (see Figure 5.1), is the difference between the specified Steam
Generator cooling power, minus the core heatin& power. The reference volumetric flodgasethe initial break

flow rate, and the thermophysical propertesp, c,, Vi, andhy, are evaluated at injtial conditions of Subphase 1.1.

The net initial heating power applied to thdsgsolume occupied by two-phase mixtuugég%)o , (see Figure 5.1) is the
specified full heating power of the Pressurizer.

Table 6.4 presents the numerical values of tfractional IT-Groups. They are obtained from thapor mass
conservation equatiQrEq. (6.17), applied to the control volume of the two-phase mixture in the Pressurizer, for
Subphase 1.1see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.1). déaghnentry in Table 6.4

shows the fractional contribution to tlvaporinventory change by the phenomenon associated with the row of the
entry and, consequentlypw importanthat phenomenon is during the respective phase fiflieonal TT-Groups

show that (1) break flow has the greatest impact and external heating and cooling have only insignificant effects; and
(2) there areno significant scale distortionsobserved from théractional TT-Groups for inventory change during
Subphase 1.1. APEX does not simulate this subphase.
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Table 6.4 Fractional II-Groups for Loss of Inventory During Subphase 1.1

Definition of TT-Group SI}IITB?gL%f [ Groups for Comments
AP600 | APEX | ROsA | sPEs
(E‘Erg_a(‘g_';'l‘;‘gv(re“erence) I, oy 0.75 - 055 | 054
(Tth?r(’g‘_g'O)E)Xp- by Pumping O, | 003 - 210 | 002
(Tthe_r(g“_"i‘g)E)Xp- by Heating M, 61, | 003 - 3.10 0.04
aee rganoe (PR2) 0,60 | 510 : 0.03 | 003

6.2.1.1.3 System Temperature Before Scram

The temperature change of the liquid in the primary system is modeled in Section 5.4.1.4 on the basis of energy
conservation applied to the control volume of the single-phase liquid in the primary system, and for Subphase 1.1 (see
Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.1). The scaled temperature equation for change
dominated by break flow, Eq. (6-22), is shown in Section 6.1.3.1. The reference temperature difference

ATy = (To)e™ TsaPo) (673)

for Phase 1 equals the difference between the initial primary-side mean temperature and the saturation temperature
corresponding to the initial pressure on the Steam Generator secondary side.

Table 6.5below presents the numerical values of tiaisative process relatdd-Groups for liquid temperature
response. Theausative process relatdd-Groups show the significance of four phenomena (system thermal
compliance) and processes (external heating and cooling) relative to the process of fluid energy discharge through the
break. Table 6.5 is read in the same way as Table 6.1 and as explained on Page 6-24.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) net cooling imbalance and mechanical pumping power are the dominant processes for primary
system temperature change, break flow is the causative process and phase change effect is still of first-order
significance; (2) the primary system temperature responds slowly because of its large heat capacity (or thermal
compliance); and (3here are three significant scale distortionstwo in ROSA and one in SPES, affecting the
change of subcooled liquid temperature during Subphase 1.1. The impact of the scale distortions is assessed on the
basis of Table 6.6 below. ThE-Groups in Table 6.5 which reflect scale distortions beyond the {¥, 2} limits
established in Section 4.6 are printedrinl and explained in the comments column of the table. APEX does not
simulate Subphase 1.1.

All geometric parameters appearing in fisroup definitions, Egs. (6-23) and (6-26) are found in Appendix 1. The
initial conditions and thermophysical properties are found in Appendix 4.1. The initial system thermal compliance
and computed reference parameters appearing ill4Beoup definitions were computed through EXCEL and are
listed in Appendix 5.1.
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Table 6.5 Causative process relatefl-Groups for
Change of Subcooled Liquid Temperature During Subphase 1.1

I1-Groups for
Definition of TT-Group Sﬁ'%?gl of Comments
UP | Ape00 | APEX | ROsA| sPEs
Thermal Compliance of Sub SPES: Relative Iova
cooled Liquid(Eqg. (6-23)) HTC 18.5 - 24.2 52.1 thermal response
function ¥+
Heating of Single-Phase Liquifl 7_. -
3 TO, 1 1.19 - 8.4e-3 1.62 Low SG Cooling in
(Eq. (6-24)) Q0 ROSA; only 16% of
Thermal Effect of Pumping on f“gépggsé 1S
Liquid TemperaturéEq. (6- HT, PP 1.19 - 8.4e-3 1.62 J '
25))
Break Flow(reference) HT' bk 1 - 1 1
Phase Change (PRZ) Effecton 7_. )
Liquid Temperaturgeq. (6-26)) | @20 | 024 020 | 0.46

Table 6.6 presents the numerical values of tiactional IT-Groups for liquid temperature response. They are
obtained, for Subphase 1.1 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.1), from the fractional
of the scalediquid energy balanceEq. (6-48), for the single-phase liquid in the primary system. fdetional T1-

Groups show the impact that processes (external heating and cooling, break flow, etc.) have on the time-rate of liquid
temperature change.

Eachcolumnentry in Table 6.6 showlsow muchthe tangent of theemperature of the liquigs. time curve in Figure

4.3 is rotated from the horizontal by the phenomenon associated with the row of the entry and, conséguently,
importantthat phenomenon is to liquid temperature change during the respective phase. The larger the table entry
in a column, the stronger is the effect on the rate of change of the liquid temperature and the more important is it to
scale the associated process well. Differences between the entriesiiofarable 6.6 imply differences in the system
response due to the phenomenon associated with that row and, consequently, the stesadgidistortiorfor that
phenomenon on liquid coolant temperature change. Important processes are high-lighted,itop priority
processes ibold face, and important scale distortionsied.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on
‘Page 6-22, it is found from tHgactional scaling groupshat (1) all fractional scaling groups are consistently small
and indicate a slow, or a small fractional, liquid subcooling temperature change; net cooling, break flow, and pumping

power are the leading transfer processes for the small temperature change, phase change due to depressurization during

Subphase 1.1 has the smallest effect on liquid temperature change; awd €&2)d one of the leading transfer
processes anmgonconservativelgistorted in ROSA and SPES, respectively, but the distortion is small because the
expected fractional subcooling temperature change in AP600 is small. APEX does not simulate Subphase 1.1.
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Table 6.6 Fractional II-Groups for Change of Subcooled Liquid Temperature During Subphase 1.1

I1-Groups for
Definition of TT-Group Sl}['né?OI of Comments
“orouP | Ape00 [ APEX | ROSA | SPES
Heating of Single-Phase Liquifl 7. . < - -
6.5¢-2 - 3.5¢-4 3.1e-2 | Low SG Cooling in
(Eg. (6-51)) Tt ) ) ROSA: only 16% of
; full-power is re-
Thermal Effect of Pumping IL - ) - i ;
(Eq. (6-48)) 1 PP 6.5¢-2 3.5e-4 3.1e-2 jected.
Break FlowEffect on Liquid SPES: Relative low
Temperature (Eq. (6-49)) H—[—y bk S5.4e-2 - 4.1e-2 | 1.9¢e-2 thermal response
function ¥+
Phase Change (PRZ) Effect op 7. . ) i i
Liquid Temperatureq. (6-52)) | ~ +Q2 | 1.3¢2 8.3e-3 [ 8.8e-3

6.2.1.1.4 Flow Rates, Inertia, and Impedance for Phase 1

The dynamic interaction between system components takes place in the connecting pipes and is modeled with the
system momentum balance. The system momentum balance is the vector equation, Eq. (5-49), that is derived in
Section 5.4.2 as the set of loop momentum balances which provide, via the loop madijetiia, volumetric flow

rates,®,, according to

the linear algebraic equations, Egs. (5-36). The scaling of Eq. (5-49) leads to the scaled momentum balance for forced
circulation in Phase 1, Eq. (6-56). TheGroups of that equation are defined in Egs. (6-65) through (6-67) and scale
theglobal system responsd he transient splits and distribution of flows among the components are scaled by the
three metrics, oscaling arrays $ S;, andS; in Eq. (6-56) characterizing, respectively, tistribution of inertia,

gravity, and flow resistance (impedanc§). S,, andS are conceptually intoduced in Section 4.4.6 and defined in Egs.
(6-62), (6-63), and (6-64).

The specified core flow and the initial pressure rise in the Reactor Coolant Pumps are the reference parameters needed
to evaluate Egs. (6-62) through (6-67); symmetry is used to determine the reference flows in the two and four loops,
respectively, of ROSA and of AP600 and SPES. The reference values are listed in Appendix 5.1.

Table 6.7presents the numerical values of the causative process rElaBdups of dynamic component interaction

and shows that pumping from Reactor Coolant Pumps is the causative process and balances the system flow resistance
(impedance); pumping and impedance are the only important transport phenomena. The extremely small inertia
scaling group (representing dynamical capacitance) indicates small inertia forces and rapid flow adjustments in AP600
and evermuch more rapichdjustment in ROSA and SPES. By the criteria described in Sections 4.5 and 4.6, and
summarized at the beginning of Section 6.2 on Page 6-22, it is found from the causative process related scaling groups
that the inertia forces are insignifcant and there are no significant scale distortions of global forces during Subphase
1.1. APEX does not simulate this subphase.

Table 6.8 By dividing thelT-Groups in the first three rows of Table 6.7, i.e., the scaling groups for pump, impedance,
and gravity effects, through tH@&Groups for inertia shown in the last row of Table 6.7, one findsfithetional IT-
Groups shown in Table 6.8. As a result of the small inditi&roups in Table 6.7, one obtains very laf@&roups
reflecting very large rates of flow change (accelerations).
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Table 6.8 shows that the flow rates in the system adjusts very quickly to any changes in RCP pressure rise or to
impedance change, such as changes in valve settings. Table 6.8 shows alsodyitiie response in the test

facilities is distorted by three and four orders of magnitude, respectively in ROSA and SPES. The global distortion

is conservativebecause the faster response decelerates the flow faster and leads sooner to the loss of subcooling
temperature.

Table 6.7 Causative Process Relateld-Groups of Dynamic Interaction Between Components During Phase 1

Symbol of I1-Groups for

II-Group | apeoo | APEX | rROsA | spPEs

Definition of TT-Group Comments

RCP Pumping (reference) Hpp b 1 - 1 1

System Impedance (Eq. (6-66)) Ilgsp 0.99 - 0.96 1.00
System Gravity (Eq. (6-67)) I p 0.02 - 0.07 0.07
System Inertia (Eq. (6-65)) Iy p 0.002 - 290 3710

Table 6.8 Fractional II-Groups of Dynamic Interaction Between Components During Phase 1

I1-Groups for

Definition of TT-Group Sﬁ'%?gh%f Comments
AP600 APEX ROSA SPES
RCP Pumping HWPF,’P 556 . 5.10° 410° g)r%ig%fggin ROSA
System Impedance (Eq. (6-66)) Ilyrsp 552 . 5.10° £10° fmig%rltzigin ROSA
System Gravity (Eq. (6-67)) Hygp 9.1 - 3-10* 810 L% ‘2,?.22 in ROSA

The Inertia Metric , S, is defined in Eqg. (6-62) and obtained by applying that definition to the entries of Tables 5.2
through 5.5. As explained in section 6.1.4.1, the diag&iaelementslfold numbers) show the relative magnitude

of theloop inertiaassociated with the loop of the row. See Section 6.1.4.1. for the interpretation of the Inertia Metric.
The Inertia Metric reveals how quickly the flow re-adjusts in a loop segment to changes in flow conditions (pressure,
or setting of valves, etc. and conditions in parallel loops, such as the occurrence of a break): the laggeletinents

of a row are, the slower responds the fluid in the loop associated with that row, and relative to the responses in other
loops.

Tables 6.9 through 6.12show that SPES has 20% stronger cross coupling between the loops of the same plant side
(blue numbers) than AP600, ROSA and SPES have twice the cross-coupling between loops of the opposite side
( ). The inertia distribution of APEX matches the distribution of AP600. Théiti@s’ systems
response is so fast, however, that®wdistortions during Phase 1 will not affect minimum core coolant inventory and
subcooling temperature.

NUREG/CR-5541 6-30



6. Scaling Groups

Table 6.9 Inertia Metric for Four-Loop Operation: AP600
under Normal Conditions and Phase 1, Initial Depressurization (-)

Flow Rate leaving from

through ||SG Exit of Loop,

Cold Leg

SG Exit of Loop,

SG Exit of Logp

SG Exit of LogH]

Cold Leg

Table 6.10 Inertia Metric for Four-Loop Operation: APEX
under Normal Conditions and Phase 1, Initial Depressurization (-)

Flow Rate leaving from

through ||SG Exit of Loog,

Cold Leg

SG Exit of Loop,

SG Exit of Logp

SG Exit of LogH]

Cold Leg

Table 6.11 Inertia Metric for Four-Loop Operation: SPES
under Normal Conditions and Phase 1, Initial Depressurization (-)

Flow Rate leaving from

through ||SG Exit of Loop,

Cold Leg

SG Exit of Loop,

SG Exit of Logp

SG Exit of LogH]

Cold Leg
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Table 6.12 Inertia Metric for Two-Loop Operation of ROSA
under Normal Conditions and Phase 1, Initial Depressurization.

Loop Flow Rate leaving from

on Side | through |} SG Exit of Loop | SG Exit of Loop

Cold Leg
B

A | Coldtes 07 0.924 ||

The Gravity Metric , &;, defined by Eq. (6-31) has, for Phase 1, all elements equal to 1 because at the start of Phase
1 all loops are symmetric with regard to heating in the Core and cooling in the Steam Generators.

The Impedance Metric, S,, is defined in Eq. (6-64) and obtained by applying that definition to the entries of Tables
5.9 through 5.12. Tables (6.13) through (6.16) present the numerical values of the impedance metric (scaled
impedance matrix) for AP600, APEX, ROSA, and SPES, respectively.

As explained in Section 6.1.4.1, tH&-elements in a row determine tlestribution of flow impedancea the loop
associated with that row, and, therefore, the flow distribution particularly as the steady state is being approached.
Repeated&.-elements in a column indicateoss-coupling by impedance between the ldbpsare associated with

the rows containing the repeatBdelements. However, the the forst two columns in Tables (6.13) through (6.16) have
the same values because of loop symmétey entries in Tables 6.14 and 6.16 indicate scale distortions of impedance
distribution in APEX and ROSA, respectively (elements differ from corresponding elements in the APEX table, Table
6.13, by more than the factor of 2). Notice that tBeelements in the row of every loop add up to one, as a
consequence of the scaling according to Eg. (6-64) and of the symmetry among the four loops.

Table 6.13 Impedance Metric for Four-Loop Operation of AP600, Phase.1

Ir
Loo Scaled Resistance Coefficients of Loo;J
P Sections between Branch Points:
RPV to . .
on Side| through Exit of SGRII?'; to Intggc\); of
| SG 1-5
B |9l o561 0.026 0.413
B |9l o561 0.026 0.413
A |99l o561 0.026 0.413
A |4t | 0561 0.026 0.413
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Table 6.14 Impedance Metric for Four-Loop Operation of APEX, Phase 1

Ir
Loo Scaled Resistance CoefficientsLoop
P Sections between Branch Points:
. RPV to Exit SG Exit to Interior of
on Side| through | ot 5571 5 RPV RPV
-
B [“1t9| o567 0.172 0.262
B [“9t9| o567 0.172 0.262
A |99 o567 0.172 0.262
A |Cdte9l 0567 0.172 0.262

Table 6.15 Impedance Metric for Four-Loop Operation of SPES, Phase.1

Ir
Scaled Resistance Coefficients ofi
Loop Loop Sections between Branch
Points:
RPV to . _
. ! | f
on Side| through EX|1t o; SG SGRIIED)$ to ntggci; 0
F
B [M9[ o653 | 0040 | 0.306
B |®99 o653 0.040 0.306
A |99l 0,653 0.040 0.306
A |9 0653 0.040 0.306

The Impedance Metric for the two-loop system of ROSA was developed by the same method as those for AP600,
APEX, and SPES, but from the entries of Table 5.12.

It was pointed out in Section 5.4.2.4 that the element-by-element comparison of the unscaled impedance matrices in
Tables 5.9 through 5.12 for AP600, APEX, ROSA, and SPES shows order of magnitude differences. These differences
do not necessarily reflect scale distortions. Instead, what is important afé#@&roups in Table 6.7 and the
Impedance Metrics in Tables 6.13 through 6.16. It is neither necessary nor sufficient to match ratios of resistance
coefficients locally, prototype over test facility.

Table 6.7 shows that there is gtobal impedance distortion in ROSA and SPES, but theredsal impedance
distortion in ROSA because there is relatively twice as much impedance in the reactor vessel of ROSA as in AP600,
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which encourages the coolant in ROSA to bypass the vessel. The distortion of impedance in ROSA is conservative
because it may decrease the coolant inventory and subcooling temperature in later phases.

Table 6.16 Impedance Metric for Two-Loop Operation of ROSA, Phase 1

Ir
Scaled Resistance Coefficients |pf
Loop Loop Sections between Branc
Points:
Hot-Leg Il
on Side| through Entrance to Interior of RP
Cold-Leg Exit
F
B Cold Leg 0.074 0.926
A Cold Leg 0.074 0.926

6.2.1.2 Phase 1.2, After Scram

Subphase 1.2 begins with the scram signal and ends with the S-Signal. The subphase is characterized by sudden net
cooling due to reactor scram while the Steam Generators are still at full-power cooling. The coolant shrinking occurs

in addition to break discharge, and depressurizatioalerates. The turbines are tripped but the reactor coolant pumps

are running.

6.2.1.2.1 Depressurization After Scram

Table 6.17 presents the numerical values of tteusative process relatd@Groups for depressurization during
Subphase 1.2. They are obtained from the sodégulessurization equatioiq. (6-1), applied to the control volume

shown in Figure 5.2 for Phase 1 (both subphases; see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.2).
The causative process relat@@Groups show the significance of phenomena (system elasticity or system pressure
response to volume changes) and processes (external heating and cooling) relative to the process of fluid discharge
through the break.

Table 6.17 is read as explained on Page 6-24: Ea@roup is interpreted in Section 6.1 next to the equation that
defines it, and the defining equation is indicated in the first column of Table 6.17. The second column sHaws the
Group symbol used in the scaled equation, the third through sixth columns list the numerical valués-Girtheps,

and the last column is provided for comments explaining distortions, if any.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, itis found that (1) the cooling in the Steam Generator is the dominant process (at least at the beginning of the
subphase), the break flow is taken as the causative process, system elasticity (or mechanical compliance) is important;
and (2)there is one significant scale distortion®f depressurization during Subphase 1.2. in ROSA, because its
starting power is only 16 % of the scaled-down value corresponding to its system volume. The distortion in ROSA

is conservative APEX does not simulate this subphase.

All geometric parameters appearing in fie€Group definitions, Egs. (6-2) through (6-5) are found in Appendix 1.
The initial conditions and initial thermophysical properties are found in Appendix 4.2. Tie 8ystem mechanical
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compliance and computed reference parameters appearingliR@neup definitions were computed through EXCEL
and are listed in Appendix 5.1.

The net initial cooling power applied to thetswlume occupied by single-phase flu(dgl (see Figure 5.1), is the
specified Steam Generator nominal cooling power. The reference volumetric ro@gaﬂethe initial break flow
rate, and the thermophysical properiesp, c,, Vi, andhy, are evaluated at initial conditions of Subphase 1.1. The
net initial heating power applied to thelswlume occupied by two-phase mlxtw(é;)2 o , (see Figure 5.1) is the
specified full heating power of the Pressurizer, that is still turned on to compensate for the loss of pressure.

Table 6.17 Causative Process Relatdd-Groups for Depressurization During Subphase 1.2

Definition of TT-Group SI}IITB?gL%f APE00 AII;I-E(?OUDZZFSA SPES Comments
;I'the.r(rgil))Contr. by Cooling HQ', o 1.1 ) 177 123 Redui%elg C?SAcoolinll
Break Flow(reference) IT,, 1 . 1 1
Mechanical Compliance My | o | - | oss | 115
(F’Er(‘q"f‘?g_g)hange (PRZ) My, | 020 . 014 | o018
(Tth?r(’g_g'»EXp- by Pumping I, 0.04 - 3.10 0.04

Table 6.18presents the numerical values of thhactional IT-Groups (see Eq. (6-7)), for depressurization during
Subphase 1.2 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.&acfitieal IT1-Groups show the

impact that transfer processes (external heating and cooling) have on the time-rate of pressure change. As concluded
from thecausative process relat€Groups in Table 6.17, there ame significant but conservative scale distortion

observed for ROSA from thieactional TT-Groups for Subphase 1.2, whereby “significant” is defined in Section 4.6.

The distortion is conservative because ROSA will discharge ADS-123 flows at higher pressure and lower subcooling
than AP600, due to less cooling in the Steam Generators. APEX does not simulate this subphase.

Eachcolumnentry in Table 6.18 showsow muctthe tangent of the pressure vs. time curve in Figure 4.3 is rotated
from the horizontal by the phenomenon associated with the row of the entry and, conseoenitigportanthat
phenomenon is during the respective phase. The net cooling with attendant liquid shrinking dominates the
depressurization. Differences between the entriesawapf Table 6.18 imply differences in the system response due

to the phenomenon associated with that row and, consequently, the streaggitedflistortiorfor that phenomenon.
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Table 6.18 FractionalII-Groups for Depressurization During Subphase 1.2

Symbol of I1-Groups for

II-Group | apeoo | APEX | rROsA | spPEs

Definition of TT-Group Comments

Thermal Contr. by Cooling Low SG Cooling.
(Eq. (6-10)) I 6 10 14.96 - 2.15 10.69 | Only 16% of full
power is rejected

Break Flow (Eq. (6-13)) 11

p, bk 1.35 - 121 0.87
Phase Change (PRZ) (Eq. (6-11) pr 3.2 0.27 - 0.17 0.15
Thermal Exp. by Pumping II . .
(Eq. (6.9) p,PP 0.06 3.1¢ 0.03

6.2.1.2.2 Inventory After Scram

The change of liquid inventory is modeled as the compliment of vapor volume change. The model is presented in
Section 5.4.1.3, the scaled inventory equation, Eq. (6-14), is shown in Section 6.1.2.1. As for the depressurization
during Subphase 1.2 presented in Section 6.2.1.2.1, the net initial net cooling power applied bvdherseioccupied

by single-phase quid(Q'l@> (see Figure 5.1), is the specified Steam Generator cooling power. The reference
volumetric flow rate®,, is the initial break flow rate, and the thermophysical propefiep, C,, Vi, andhy, are
evaluated at injtial conditions of Subphase 1.2. Tligghheating power gpplied to the subvolume occupied by two-
phase mixture,Q, , (see Figure 5.1) is the specified full heating power of the Pressurizer. Initial values are listed
in Appendix 4.2.2 8 the accompanying data base.

Table 6.19below presents the numerical values of tagisative process relatéftGroups. They are obtained from
thevapor mass conservatiomjeation Eq. (6-14), scaled by the causative process related method and applied to the
control volume of the two-phase mixture in the system for Subphase 1.2 (see Figure 3.1 and Section 3.3.1 for the
definition of Subphase 1.2). Thrwusative process relatédé-Groups show the significance of phenomena (system
volumetric compliance) and processes (external heating and cooling) relative to the causative process of fluid discharge
through the break.

Table 6.19 is to be read as explained on Page 6-24 for Table 6.1. All geometric parameters appearingdrotipe
definitions, Eqgs. (6-15) and (6-16) are found in Appendix 1. Thiainconditions and initial thermophysical
properties are found in Appendix 4.2. The initial system compliance and computed reference parameters appearing
in theTT-Group definitions were computed through EXCEL and are listed in Appendix 5.1.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) thermal contraction is (at least initially and temporarily) the dominant process, break flow
and system volumetric capacity (or volumetric compliance) are important; and (2) thame Sgnificant scale

distortion of inventory depletion during Subphase 1.2 observed for ROSA. The same low SG cooling in ROSA that
produced the conservative distortion in system depressurization, produces nonconservative scale distortion by retarding
inventory loss in ROSA. Both distortions cancel. This can be recognized by considering the rate of inventory over
pressure losses. APEX does not simulate this subphase.
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Table 6.19 Causative Process Relatdd-Groups for Loss of Inventory During Subphase 1.2

I1-Groups for
Definition of TT-Group Sl_)[/nébol of Comments
~Sroup 1 Apeoo | APEX | ROSA | SPES

Thermal Contr. by SG Coolind 7. ) Low Cooling Power
(Eq. (6-4),same as in Table 6).1] Qlp 1.1 177 12.3 in SG of ROSA
Volumetric Compliance II 143 3 1.60 1.62
(Eg. (6-15)) Ve - ' '
Break Flow(reference) I, 1 - 1 1
Thermal Exp. by Pumping I ) )
(Eq. (6-3),same as in Table 6.1 PP 0.03 2.0e-4 0.02
Phase Change (PR2) L. i } i .
(Eq. (6-16)) V, 0, 29 1.2e-3 3.6e-3 2.4e-3

Table 6.20presents the numerical values of frectional TTI-Groups for inventory drainage during Subphase 1.2, as
they appear in the scale@por mass conservation equatjdey. (6-17) (see Figure 3.1 and Section 3.3.1 for the
definition of Subphase 1.1). THrctionalTT-Groups show the impact that transfer processes (e.g., external heating
and cooling) have on the time-rate of inventory change. Eattmnentry in Table 6.20 showsow muchthe tangent

of the normalizediquid inventory vs. normalized time curve in Figure 4.3 is rotated from the horizontal by the
phenomenon associated with the row of the entry and, consequ@wlymportanthat phenomenon is during Phase
1.2. Differences between the entries iroa of Table 6.20 implyscale distortiorof the phenomenon associated with
that row, for liquid draining.

Table 6.20 FractionalII-Groups for Loss of Inventory During Subphase 1.2

Definition of TT-Group Sl_)[/%?glu%f [Groups for Comments
AP600 | APEX | ROsA| sPEs
emaconiysecooind 1, [ oo | [ [ ez [ tonoanacon
?Erg_a(‘é_';'l‘;‘;"(reference) I, o 0.70 - 062 | 062
(Tth?r(’g‘_g'o)E)Xp- by Pumping O,ee | 002 - 21d | o.01

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found from the fractional scaling method that (1) the loss of ligoldmein AP600 and SPES due to
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thermal shrinking is (at least initially) ten times greater than the loss due to the break flow, and SG cooling dominates;
and (2) as concluded from tlvausative process relat&tGroups in Table 6.19, there is alspe significant scale
distortion for ROSA observed from th&actional TI-Groups for inventory change during Subphase 1.2. However,
the effect of this distortion in ROSA is canceled by the related distortion of depressurization. APEX does not simulate
this subphase.

6.2.1.2.3 System Temperature After Scram

The temperature change of the liquid in the primary system is modeled in Section 5.4.1.4 on the basis of energy
conservation which is applied to the control volume of the single-phase liquid in the primary system (see Figures 5.2
and 5.5), and for Subphase 1.2 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.2). The scaled
temperature equation for change dominated by heat transfer, Eq. (6-27), is shown in Section 6.1.3.1. The reference
temperature differenc@T,, is taken to be the same as for Subphase 1.1 and given by Eq. (6-73).

Table 6.21below presents the numerical values of dagisative process relatdd@-Groups for liquid temperature
response during Subphase 1.2. Taasative process relaté&ftGroups show the significance of phenomena (system
thermal compliance) and processes (break flow, phase change, etc.) relative to the Steam Generator cooling power.

Table 6.21 is read as desrcibed on Page 6-24 for Table 6.1. All geometric parameters appearify@rdbp
definitions, Egs. (6-28) through (6-31) for Table 6.21 are found in Appendix 1. The initial conditions and initial
thermophysical properties are found in Appendix 4.2. The initial system compliance and computed reference
parameters appearing in thieGroup definitions were computed through EXCEL and are listed in Appendix 5.1.

Table 6.21 Causative Process Relatdd-Groups for
Change of Subcooled Liquid Temperature During Subphase 1.2

I1-Groups for

Definition of TT-Group Sl}['nébOI of Comments

“Sroub 1 Apg0o0 | APEX | ROSA | SPES

Cooling of Single-Phase

Liquid o 10 1 - 1 1

(reference)

Thermal Compliance of Sub Low Cooling Power

cooled Liquid(Eq. (6-28)) |§ S 0.06 } 0.44 0.09 Ilg tiSV(Z g E&?ﬁa@

city.

Thermal Effect of Pumping on

Liquid Temperaturgeg. (6- Hpp | 3910 - 1516 | 2.810

30))

Break Flow(Eq. (6-29)) I e 2.3.16 1.4-10 1.8-10

Phase Change (PRZ) Effect o
Liquid TemperaturgEqg. (6-31))

—

Uig o | 7210 - 1118 | 6.9-10
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By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found from the causative process-related scaling groups that (1) the Steam Generator cooling is the dominant
process for liquid temperature change, system thermal capacity (or thermal compliance) is small to produce a fast
temperature change; and (2) thereoi®e significant scale distortionsaffecting the change of subcooled liquid
temperature in ROSA during Subphase 1.2: the low starting power of causes the cooling power of the Steam Generators
to be disproportionally small compared to the heat capacity of the liquid. The distortion is conservative, because the
liquid temperature in ROSA remains higher than in AP600. APEX does not simulate Subphase 1.2.

Table 6.22presents the numerical values of tinactional TT-Groups for liquid temperature response. They are
obtained from thdiquid energy balanceEq. (6-48) scaled by the fractional scaling method (Section 4.4.5.2) for the
single-phase liquid in the primary system, and evaluated for Subphase 1.2 (see Figure 3.1 and Section 3.3.1 for the
definition of Subphase 1.2). Thiactional TT-Groups in acolumnof Table 6.22 show the fractional changes that the
external transfer processes have on the total liquid temperature change and, consdwenthportantthat
phenomenon is to liquid temperature change during Subphase 1.2. Differences between the emtwesfifiable

6.22 imply differences in the temperature response due to the phenomenon associated with that row and, consequently,
the strength afcale distortiorfor that phenomenon on liquid coolant temperature. The low starting power of ROSA
distorts the liquid temperature response in ROSA by retarding the temperature drop.

Thefractional TI-Groups for AP600 in Table 6-22 show that (1) the imbalance between Steam Generator cooling and
heating by decay heat during Subphase 1.2 has the largest impact on the temperature drop of the liquid; and (2) as
already concluded from theausative process relatd@Groups in Table 6.21, there is ondye significant scale

distortion observed from th&actionalTT1-Groups in Table 6.22 (red printing) for liquid temperature change in ROSA
during Subphase 1.2. The fractional temperature drop of the liquid in the primary system of ROSA is less than in
AP600. The scaling distortion is conservative, because the liquid temperature in ROSA remains higher than in AP600

Table 6.22 FractionalII-Groups for Change of Subcooled Liquid Temperature During Subphase 1.2

I1-Groups for
Definition of TT-Group Sl}[/nébOI of Comments
“Sroub 1 Apg0o0 | APEX | ROSA [ SPES
Cooling of Single-Phase Low SG Cooling in
Liquid IL - 3 ) ROSA; only 16% of
(Eq. (6-51)) T.Q o 16.8 2.26 11.06 fuIrI(-eE)eo(\:/)[/((:éI is
Thermal Effect of Pumping IL 0.065 ) de-4 0.031
(Eq. (6-48)) 1.PP ' '
Break FlowEffect on Liquid IL )
Terperature (B0, (6.49) + bk 0.038 0.031 | 0.020
Phase Change (PRZ) Effect oh L - i
Liquid Temperaturgeq, (652)) | ~ 1Q2 | 0.012 0.026 { 0.008

In summary, Phase 1 reveals only one scale distortion in ROSA, i.e., its disproportionate initial power. The single
scale distortion affects the rates of depressurization, inventory draining, and coolant temperature drop. The effects on
inventory from the first two appear to cancel, while the last one is conservative with respect to liquid subcooling
temperature.
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6.2.2 Phase 2, Natural Circulation and Passive Decay Heat Removal

This section presents the results of the numerical evaluation dftBeoups for the phase of natural circulation
through the Core Make-up Tanks (CMT) and passive heat removal through the Passive Residual Heat Rejection
(PRHR) system. See Table 3.1 on Page 3-2 which shows that this phase lasts from the instant at which the S-Signal
is tripped at the specified trip set point pressure of 12.8 MPa (128 bar, 1850 psig) [19] until it ends when the collapsed
liquid level in at least one of the CMTs reaches the designer-specified 67%-volume mark, which trips the automatic
depressurization. Presented are the scaling groups for depressurization, system inventory depletion, system
temperature change, and flow rates. The APEX facility of Oregon State University is included in the evaluation for
Phases 2 through 5, since these phases were simulated in APEX. It should be recalled that the AP600 scaling analysis
is evaluated for OSU for the 1-inch Cold-Leg Break Test SBO5 (see Section 1.2).

The S-Signal shuts off the Reactor Coolant Pumps; the corresponding term is delefgd aid As shown in Figure

3.1, the Steam Generators (SG) act as a heat sink in Subphase 2.1 and as a heat source in Subphase 2.2. Therefore
two IT-Groups are evaluated for each facility. The SG-heat transfer is computed with phase change on the primary
side, but with the difference between initial Hot-Leg and secondary-side saturation temperatures as the driving
temperature difference for Subphase 2.1, while for Subphase 2.2 the driving temperature difference was taken as the
difference between the saturation temperature at the cross-over pressure, shown as the intersect of primary (red) and
secondary-side (blue) pressure curves in Figure 3.1, and the saturation temperature at the Accumulator trip set point
pressure.

The cross-over pressugg, is computed by integrating simultaneously the depressurization equations for the primary
and secondary sides, by solving for the time at which the differéip;detween the primary- and secondary-side
pressures is zero, and by evaluating either pressure for that time. The Steam Generator is closed up, feedwater and
steam lines are closed, and the Steam Generator undergoes isochoric heating at first, then isochoric cooling, with the
pressure passing through a maximum. The integration is carried out with constants of unity approximating the scaled
property functions, the scaled decay heat, and the scaled break flow. The depressurization equations are obtained from
Eq. (6-7), written in fractional form (see Section 4.4.5.2) specifically for the primary and secondary sides:

.k _ BT ’ N\ ¥ * Vfg * K
XVPS ppS - Hpv Ql@ pC Ql(P B Hp, bk (Dbk + Hp, QZ@ E Qz(p (6-74)
p 9
dog = ). 6-75
WePse = — 1 56 Q2 - (6-75)
where Q, =h. o T ( Pps ™ pse) _
fg

TheIl_Groups in Eq. (6-74) are defined in Section 6.1.1.2. $team Generator depressurizatisrscaled by the
product,l’[p sc » Of the primary-system reference time, times the secondary-side response frequency.

h
M= L -, Au(Nen), | 677

p.SG I h
MC, SG M C + ( XV fg )
P seTy,
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Equations (6-74) and (6-75) are combined into a single differential equation for the time rate of change of the pressure
difference p,s* - psgf) = 6p*. The integral of that differential equation is

IT IT

p, 010 " Hp bk e’(np,QZw*Hp,SC)t* -
ITy ¢y + 11

P, SG

I, 510 * 11 bk

Sp* = | dp, +
I, o 11

(6-78)
p, SG

Equation (6-78) is solved for the tint& that it takes fordp* to become 0. That time is used to find the cross-over
pressurep*, from the integral of Eq. (6-75). The absolute tinheand the cross-over pressupg,are confirmed by
comparison with experimental data in Table 5.15.

The causative and reference process is the dominant PRHR cooling power. It is computed in Appendix 5.2 from the
mass flow rate of natural circulation and the enthalpy difference of the fluids in the Cold Leg and the PRHR at the
initial time of Phase 2. The flow rates of natural circulation for PRHR and CMTs are computed in Appendix 5.2, using
the steady-state momentum balance according to Eq. (5-59).

The reference time for Phase 2 is taken to be the same as for Phase 1 since the reference time does not affect the
ranking of phenomena or the assessment of scale distortion, and since using the same time provides time continuity
for the comparison of estimated reference parameters with data. The numerical value of the reference time for Phase
2 is listed in Appendix 5.2.

The reference pressure differenag,, is the difference between the specified trip set point pressure that trips the S-
Signal and the pressure at which the Accumulator valves open. The Accumulator trip pressure is facility-related and
the nearest specified pressure to the pressure at which the Automatic Depressurization System (ADS) trips and initiates
Phase 3 (APEX tripped ADS very nearly at the Accumulator pressure). The selggt@ssures the scaled pressure

p* to be of the order of unity. The values afy, are listed in Appendix 5.2.

The initial vapor, mixture, and liquid volumes determine the thréeairsystem compliances for pressure, inventory,
and temperature; they are identified in Table 3.1 and shown in Figure 5.3; their values are computed from the volumes
listed in Appendix 1.1, and shown in Appendix 5.2.

The break flow is computed from the specified break area (specified in Appendix 1.2) and the critical mass flux
according to Bestion [22] from Eq. (5-57), with the upstream equilibrium quality beirdh, - h)/h,. The results
for the critical mass flux, critical mass flow rate and critical volumetric flow rate are found in Appendix 4.3.

All initial data for Phase 2 are given in Appendix 4.3, Table A.4.3.1 shows flialioperating conditions, Table
A.4.3.2 the thermophysical properties, and the computed reference parameters are found in Appendix 5.2.

6.2.2.1 Depressurization
Primary System Before Accumulator Trip

Table 6.23presents the numerical values of tausative process relatéé-Groups of depressurization. They are
obtained from the scaledkbpressurization equatipiq. (6-1), applied to the control volume shown in Figure 5.3 for

Phase 2.1(see Figure 3.1 and Section 3.3.1 for the definition of Phase 2.1) caumsative process relatéftGroups

show the significance of phenomena (system elasticity or system pressure response to volume changes) and transfer
processes (volumetric flow rates caused by external heating and cooling) relative to the process of fluid discharge
through the break.
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The explanation for Table 6.23 is the same as that given on Page 24 for Table 6.1. All geometric parameters appearing
in thelI-Group definitions, Egs. (6-2) through (6-5) and (6-10) through (6-13) for Tables 6.23 and 6.24 are found in
Appendix 1. The initial conditions and initial thermophysical properties are found in Tables A.4.3.1 and A.4.3.2 of
Appendix 4.3. The initial system compliance and computed reference parameters appearin@rdop definitions

were computed through EXCEL and are listed in Appendix 5.2.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, itis found that (1) phase change in the Steam Generators is the dominant process, thermal expansion of liquid
due to core heating and the causative process of break discharge are iegpaittgnt and system elasticity (or
mechanical compliance) is large, indicating slow depressurization; and (2) for depressurization during Phase 2.1, there
arethree significant scale distortions: two in APEX and one in ROSA

Table 6.23 Causative process relateH-Groups for Depressurization During Phase 2.1

I1-Groups for
Definition of TT-Group Sl}['nébOI of Comments
“Oroup | Ape00 | APEX | ROSA | SPES
Mechanical Compliance I
9.07 10.84 10.85 8.74
(Eq. (6-2)) MC
Cooling by SG $ubphase 2.1.1) low pressure in
(Eq. (6-5)) e 5, ¢ 7.73 2124 | 14.67 8.02 APEx,lvfg is 4 times
arger
Thermal Exp. by Decay low PRHR power
i ] - - rel. to core power irf
?Eeqét(lg-%)) o Loo [ 005 | 052 | 113 | Roex Confirmed by
test, no APEX data
Break Flow(reference) Iy, 1 1 1 1
Heating by SG$ubphase 2.1.2) II-
0.66 0.11 1.25 0.50
(Eg. (6-5)) Q2.
UHD Heating of vapor II-
0.01 0.03 0.16 0.73
(Eg. (6-4) QY

Table 6.24presents the numerical values of fiectional TI-Groups. They are obtained from the scaled fractional
depressurization equatipiq. (6-7), applied to the control volume shown in Figure 5.3 for Phase 2. frattgonal
IT-Groups in acolumnof Table 6.24 show directly the impact that corresponding processes (external heating and
cooling) have on the time-rate of pressure change (see illustration in Figure 4.3). The larger the entry, the stronger
is the effect on the slope of the depressurization curve. Differences between the entrms of 8able 6.24 show

scale distortiorfor the phenomenon associated with the row.

Thefractional TI-Groups in Table 6.24 show, as tbhausative process relat@@Groups in Table 6.23, that (1) SG
cooling, core heating and break flow are of first-order importance, with SG cooling being the dominant-leader process
of depressurization during Phase 2; and (2) therévemeelevant scale distortions in APEX over-allconservative

andone relevant, conservative scale distortion in ROSAvhich affects the small but still first-order effect of thermal
expansion due to core heating. The scale distortions are conservative because they speed up depressurization.
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Table 6.24 FractionalII-Groups for Depressurization During Phase 2.1

I1-Groups for

Definition of TT-Group Sl}['nébOI of Comments
“Sroub 1 Apgo0 | APEX | ROSA | SPES
Cooling by SG $ubphase 2.1.1) low pressure in
(Eq. (6-11)) oo 0pc | 085 1.96 1.35 0.92 APEx,lvfg is 4 times
arger
Thermal Exp. by Decay low PRHR power
& (60 Moor | 012 | owos | ooss | 013 | Be g2 o)
' test, no APEX data
Break Flow (Eg. (6-13)) 3V 0.11 0.09 0.09 0.11
Heating by SG$ubphase 2.1.2) .
(Eq. (6-11) oo o0 | 0.07 0.01 0.11 0.06
UHD Heating of vapor 91T - _ _ . -
(Eq. (6-10)) Plly, | 8510 | 2418 | 1570 4.84(

Secondary System, Phase 2
The response of the Steam Generators (SG) after isolation is scaled by the ratio of system over SG response times, i.e.,

the singlell.  ~Group defined by Eq. (6-77) for the fractional scaled depressurization equation, Eq. (6-75). The
evaluation o ﬁp sg IS given in Table 6.25 below.

Table 6.25 FractionalII-Groups for Depressurization of Secondary Side During Phase 2

I1-Groups for
Definition of TT-Group Sl}['nébOI of Comments
~Group | AP600 | APEX | ROSA| SPES
Steam Generator DepressuriZa- low-pressurey in
tion, secondary side, Eq. (6-7] _ < APEX increases
y a-6-71) 11, o6 0.28 1.65 0.27 0.25 |\ ciume change 4
times

The heat capacities of the Steam Generatrs,, in Eq. (6-77) is computed from the structural mass listed in
Appendix 3 and the specific heat in Table A.4.3.2 of Appendix 4. The convective heat transfer coefficient for the
Steam Generators,,, is computed in Appendix 5.2 from the initial power, the wall surface area, and the initial
difference of hot-leg and secondary-side saturation temperatures.

Table 6.25shows thatAPEX has SG depressurization distorteddue to its low-pressure operation: the specific
volume change of phase change outweighs the enthalpy change of phase change. The APEX steam generator
secondary side depressurizes slower relative to the primary side. The secondary side maintains saturation temperature
longer, allowing for more energy transfer to the primary side. The distortion is, therefore, considered to be
conservative.

6-43 NUREG/CR-5541



6. Scaling Groups

Primary System After Accumulator Trip

The scaling groups in Tables 6.23 and 6.24 have been re-evaluated for Phase 2.2 in which the Accumulator are
communicating with the primary system. This means that the total system elasticity (or mechanical compliance)
defined by Eq. (5-9) must now include the nitrogen gas volume. The liquid flow rate from the Accumulators is
computed from the volume integral of Eq. (5-4), with the depressurization pate, known from Eq. (5-8). The
computation is shown in the Phase 2 section of Appendix 5.2.

Tables 6.26 and 6.28how the results of the re-evaluation of the scaling groups in Tables 6.23 and 6.24, but now for
Phase 2.2. The ranking of phenomena is unchanged by the Accumulator trip. The mechanical compliance of the
APG600 is increased by 34 % due to the added elasticity of the nitrogen gas. The heat transfer from the Accumulator
tank to the gas is unimportant for the pressure history of the primary systemsca@lteedistortionsremain also
unaffected, except that the previous decay heat discrepancy of ROSA is now just above the adopted threshold of
distortion.

Table 6.26 Causative Process Relatdd-Groups for
Depressurization During Phase 2.2, After Accumulator Trip

I1-Groups for
Definition of TT-Group Sl}['%?gl of Comments
UP | AP600 | APEX | ROSA | SPES
Mechanical Compliance I
(Eq. (6.2) MC 1219 | 13.60 | 14.31 | 11.68
Heating by SGsubphase 2.1.1) low pressure in
(Eq. (6-5)) e 54 c 2.15 25.41 4.08 1.64 | APEX, v is 4 times
larger
Thermal Exp. by Decay low PRHR power
Heatin Il- rel. to core power ir
(o (6_%)) ol 1.22 0.06 0.70 111 | Rosa, confirmed by
test, no APEX data
Break Flow(reference) ku 1 1 1 1
Accumulator Heat Transfer to| 7. '
itrogen GasEq, (6-6) AN, 0.02 002 | 2119 0.03
UHD Heating of vapor Large UHD wall
(Eq. (6-4)) HQ"\, 0.01 0.06 0.30 1.40 heat capacity in
ROSA and SPES

NUREG/CR-5541 6 -44



6. Scaling Groups

Table 6.27 FractionalII-Groups for Depressurization During Phase 2.2, After Accumulator Trip

I1-Groups for

Definition of TT-Group Sl}['né?OI of Comments
~Sroup 1 Apeoo | APEX | ROSA | SPES
Cooling by SGsubphase 2.1.1) low pressure in
(Eq. (6-11)) o 26 0.18 1.87 0.28 0.14 APEx,lvfg is 4 times
arger

Thermal Exp. by Decay low PRHR power

Heatin . < rel. to core power ir

(Eq. (6-%0)) HpQ'l 0.10 0-004 0.05 0.10 ROSA, confirmed by
test, no APEX data

Break Flow (Eqg. (6-13)) 3V 008 | 007 | 007 | o0.09

Heating of Nitrogen by Accu- II

mulator ShellEg, (6-12)) poN, | 2016 | 1510 1510 2.9:4€

UHD Heating of vapor . Large UHD wall
(Eq. (6-10)) IOHQ-,V 1.2:1¢ | 4118 | 21-70| 0.12 heat capacity in
SPES

6.2.2.2 Inventory Change During Phase 2

Liquid inventory changes in the primary system and in the Core Make-up Tank are modeled as the compliment of
vapor volume change, in the same manner as for Phase 1.

Primary System Inventory, Before Accumulator Trip, Phase 2.1

Table 6.28below presents the numerical values ofthasative process relat@&ftGroups which scale liquid inventory

change in the primary system during Subphase 2.1. The model for primary system inventory is presented in Section
5.4.1.3. Section 6.1.2.1 presents the scaled inventory equation, Eq. (6-14), as obtained by the causative process related
scaling method. Equation (6-14) applies to the control volume of the two-phase mixture in the primary system and
contains theausative process relatéttGroups for Phase 2.1 (see Figure 3.1 and Section 3.3.1 for the definition of
Phase 2.1). Theausative process relatdd-Groups are defined by Eqgs. (6-4), (6-15) and (6-16) and show the
significance of phenomena (system volumetric compliance) and processes (external heating and cooling) relative to
the process of fluid discharge through the break.

To read Table 6.28, recall the description on Page 24 for Table 6.1TE&roup is interpreted in Section 6.1 in the

text next to the equation that defines it, and the defining equation is indicated in the first column of Table 6.28. The
second column shows tiieGroup symbol as in Eq. (6-14), the third through sixth columns list the numerical values

of theTI-Groups, first for the AP600 and then for the three related facilities APEX, ROSA, and SPES, and the last
column is provided for comments explaining distortions, if any. All geometric parameters appearingliGtioep
definitions, Egs. (6-4), (6-15) and (6-16) are found in Appendix 1. Th&lrtonditions and initial thermophysical
properties are found in Appendix 4.1. The initial system compliance and computed reference parameters appearing
in theTT-Group definitions were computed through EXCEL and are listed in Appendix 5.2 of the separate data base
document for this report.
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The net initial cooling power applied to thetswlume occupied by single-phase flu( .1 Z?R (see Figure 5.1), is the
absolute value of the difference between the combined cooling power of CMT and PR (computed in Appendix 5.2),
minus the core heating power (specified decay heat, see Appendix 4.3). The reference volumetric fibyyvisatiee
initial break flow rate at the beginning of Phase 2, and the thermophysical proferies, vi.,, andhy, are evaluated
at initial conditions of Phase 2. The net initial heating power applied to tMoume occupied by two-phase mixture,

Q'2gD o (see Figure 5.1) is the cooling power of condensation in the Steam Generator (see Appendix 5.2).

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) thermal expansion and phase change are of the same order of importance as the causative
process of break flow, thermal expansion is the dominant process; and (2) theessignificant scale distortionof

inventory depletion in the primary syst@hAPEX during Phase 2.1: the relative low PRHR cooling retards inventory
discharge in APEX less than in AP600. The distortion in APEX is, therefore, conservative.

Table 6.28 Causative Process Relatdd-Groups for
Loss of Inventory During Phase 2.1, Before Accumulator Trip

I1-Groups for

Definition of TT-Group Sl}['nébOI of Comments
“Sroub 1 Apg0o0 | APEX | ROSA [ SPES
Volumetric Compliance I
4.88 4.06 5.82 4.91
(Eq. (6-15)) Ve
Thermal Exp. by Net Heating - low PRHR power in
in Core/PRHREQ. (6-4)) Q1le 1.23 0.41 0.74 113 | "APEX and ROSA.

Break Flow(reference) I,

Phase Change (PRZ, CMT, II

and SGXEq. (6.16) voz | 060 | 036 | 073 | 065

Table 6.29 presents the numerical values of thiactional TT-Groups. They are obtained from trapor mass
conservation equatiqreq. (6-17), applied to the control volume of the two-phase mixture in primary system as
defined in Table 3.1 for Subphase 2.1 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 2.1). The
fractional TI-Groups show the impact that processes (external heating and cooling) have on the time-rate of liquid
inventory change.

Eachcolumnentry in Table 6.29 showsow muchthe tangent of thgaporinventory vs. time curve in Figure 4.3 is

rotated from the horizontal by the phenomenon associated with the row of the entry and, consdueiportant

that phenomenon is during Subphase 2.1. The larger the entry, the stronger is the effect on the rate of change of the
liquid inventory. Break flow, net heating and cooling in core, CMT, PRHR, and SG of subcooled liquid and two-phase
mixture are equally important (of the same order of magnitude).

Differences between the entries iroavof Table 6.29 imply differences in the system response due to the phenomenon
associated with that row and, consequently, the strengtbadé distortiorfor that phenomenon on liquid draining.

The fractional scaling leads to the same conclusion as the causative process related scalingnheigrigicant

scale distortion of inventory depletion in the primary systesh APEX during Phase 2.1 because the relative low
PRHR cooling retards inventory discharge in APEX less than in AP600. The distortion in APEX is, therefore,
conservative.
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Table 6.29 FractionalII-Groups for Loss of Inventory During Subphase 2.1, Before Accumulator Trip

Symbol of IT-Groups for Comments
T1-Group | apeoo | APEX | ROsA| sPEs

Definition of IT1-Group

Rel. to core power,
PRHR power in
APEX and ROSA

Thermal Exp. by Net Heating | 1 are low; computed

in Core, PRHR{Eg. (6-18)) @.Q1 | 025 0.10 0.13 0.23 | "pRHR power is
confirmed for ROSA
and SPES, no datd
for APEX.
Break Flow(Eq. (6-21)) I, oy 0.21 0.25 0.17 0.20

Phase Change (PRZ, CMT, _
and SG YEq, (619)) Hd' 0, 20 0.14 0.09 0.12 0.13

Core Make-up Tank Inventory, Before Accumulator Trip, Phase 2.1

The loss of liquid inventory in the Core Make-up Tank (CMT), after disruption of liquid circulation in the pressure
balance line, is modeled as the gain of vapor volume according to Eq. (5-10), with the time rate of pressure change
given by Eq. (5-8) and the mass flow rate of the liquid leaving the CMT computed from the volumetric flow rate given

by Eqg. (5-55). Based on the definition given in Section 4.4.5.1, the inventory equation scaled by the causative process
related method is

I do - g, -+ "o
VCCMT .. cMT V.Qewr | h 29, CMT
b Y * Br )" . v. )
o, CMT T o * fg *
Ly, o o | T an, I ovr ok Pox + Hy cur %l h QZ(p, SG |
Av p Cp fg
(6-79)
whereyy is defined by Eq. (5-9), where the compressibility function of CMT is given by
, Z o h/ -1
w = | 4P, ¥y (680
a, CMT h
Py Pg g cmT

and where the five causative process related scaling groups are {bltineetric compliance of the CM®r the ratio
of the CMT draining over the system response times
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N _ Vewr (6-81)

vaeMr tref(q)CMT)(),

(2) the scaling group fophase change in the
CMT, or the ratio of the rate of volume change due to phase change in the CMT over the rate of volume displaced by

draining
(QZ(p, CMT)O [ i ] 1 (6-82)
0

V.Qemr ((DCMT>0 hfg

and the last three scaling groups associated with the phenomena affecting the vapor formation in the CMT indirectly
via flashing during depressurization, i.e., (3) the scaling group foetfeet on the CMT draining from flashing due

to net cooling of the primary-side single-phase liqudthe ratio of the CMT reference time (draining time) over the
CMT liquid volume response time to thermal expansion or contraction of the liquid in the primary system, i.e.,

VCMT(Ql@) 0 [ Pr Y, CMT)
0

11
((DCMT) 0 pC, vV

V,CMT, Q,, (6-83)

0

(4) the scaling group for theffect on the CMT draining from flashing due to net phase change in the primary system
or the ratio of the CMT reference time over the CMT liquid volume response time to evaporation or condensation on
the primary side of the Steam Generators, i.e.,

VCMT(Q&p)O (E)
0

V,.CMT,Q,, ((D hfg

lPot, CMT

Ay vV

I1

1 (6-84)
0

CMT) 0

and (5) the scaling group for tredfect on the CMT draining from flashing due to volume displacement through the
break or the ratio of the CMT reference time over the CMT liquid volume response time to break flow, i.e.,

- _ VCMT((Dbk)O

V, CMT, bk ((D

¥

a, CMT ) _ (6-85)
0

CMT) 0 A%

Table 6.30lists thecausative process relatéttGroups defined by Egs. (6-81) through (6-85). The fluid properties

for the CMT which occur in Egs. (6-80) through (6-85) are evaluated with the initial void fraatign){ = O.

Reference parameters for the primary system which occur in Egs. (6-81) through (6-84) are the same as for the scaling
of the Phase 2 depressurization, as discussed in Section 6.2.2.1 and shown in Appendix 5.2. The CMT heat transfer
rate, Q'Z@’CMT o’ in Eq. (6-82) equals the conduction-limited, accumulated heat transferred from the (thermally thick)
CMT walls divided by the system reference time

( QZ(p, CMT)O = 2A,curATy (6-86)

with A,, cyrtaken as the wall area being exposed to steam during Phase 2 and with the initial temperature difference,
AT, taken as the difference between specified initial CMT wall temperature and initial saturation temperature of the
primary system at the beginning of Phase 2. The reference CMT flow rate is computed from the volumetric flow rate
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according to Eq. (5-59). All geometric parameters appearing ifiltBoup definitions, Egs. (6-81) through (6-84)
are found in Appendix 1. The initial conditions andtial thermophysical properties are found in Appendix 4.3. The
initial system compliance and computed reference parameters appearingliGtioeip definitions were computed
through EXCEL and are listed in Appendix 5.2.

To read Table 6.30, recall from the explanation for Table 6.1 on Page 6-24 thdi-€acbup is interpreted in the text

next to the equation that defines it, and the defining equation is indicated in the first column of Table 6.30. The second
column shows th&-Group symbol as in Eq. (6-79), the third through sixth columns list the numerical values of the
I1-Groups for the AP600 and the three related facilities APEX, ROSA, and SPES, and the last column is provided for
comments explaining distortions, if any.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) phase change in the Steam Generator dominates the rate of CMT drainingtresnd &2

two significant scale distortionsaffecting CMT incentory change in APEX during Subphase 2.1. Condensation in

the Steam Generators causes faster CMT drainage in APEX than in AP600. The distortion in APEX is therefore
conservative.

Table 6.30 Causative process relateH-Groups for CMT Draining During Subphase 2.1

Symbol of IT- II-Groups for

Group | Apgoo| APEX| ROSA| SPES

Definition of TT-Group Comments

CMT Volumetric Compliance HVC CMT 425 6.59 6.44 4.80

(Eq. (6-81))

I, et 4 low-pressure in
SG Phase change effect on ' 1R APEX, largev,
CMT drainage (Eq. (6-84)) 2.69 26.40 5.19 2.54 increases volljgme

change by factor 4.

CMT Circulation (reference) 1_[\/, - 1 1 1 1
Sy naseChand€a. 6| Tyg, | 028 | 016 | 057 | 0.28

11 larger draining flow
Break flow effect on CMT V. CMT, bk in APEX due to

0.13 0.03 0.16 0.15

drainage (Eq. (6-85)) lower CMT-loop

impedance

Primary-side heating effect on| T,

M dhramage (B, (6.83) | vowme,| 0.07 | 001 | 018| 010

Table 6.31presents the numerical values of finectional TI-Groups for CMT drainage during Subphase 2.1 (see
Figure 3.1 and Section 3.3.1 for the definition of Subphase 2.1).frabonal TT-Groups are introduced in Section
4.4.5.2. For CMT drainage during Phase 2.1, they are obtained by dividing the causative proces31@latgos
given in Egs. (6-82) through (6-85) by the CMT volumetric compliafie&roup given in Eq. (6-81). The CMT
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inventory equation scaled by tifractional scaling method derived by dividing Eq. (6-79) by the CMT volumetric
compliancdI-Group given in Eq. (6-81). The result is

do _ O + I . Vi )* o
qt- &, Oy DCMT & Qeyr h=fg 29, CMT
Yoo B\ v\
o, CMT T . . fg .
0, cvr %Wl 5o an, I, ovrok Pok + Uy omr | T QZ(p, SG |
XV p P fg

(6-87)

where the fivdractional scaling groups are (1) tHé-Groupof CMT circulation(vapor inflow), or the ratio of system
response over CMT draining times

tref ((DCMT)O

a, O,
(hdeV1)
VCMT

, (6-88)

(2) the scaling group fgphase change in the CM®r the ratio of system reference time over the time it takes to fill
the CMT volume by condensation in the CMT, i.e.,

_ tref(QZ(p,CMT)O Vi
&, Qcmr VCMT hfg 0’ (6-89)

(3) the scaling group for theffect on the CMT draining from flashing due to net cooling of the primary-side single-
phase liquidor the ratio of the system reference time over the CMT liquid volume response time to thermal expansion
or contraction of the liquid in the primary system

o) (B
Ha, CMT.Q, ~ tref (Ql(p )0 [ pC
p

VY
o, CMT ) , (6-90)
0

0 v

(4) the scaling group for theffect on the CMT draining from flashing due to net phase change in the primary system
or the ratio of the system reference time over the CMT liquid volume response time to evaporation or condensation
at the primary side of the Steam Generators

. V, ¥
. = fg a, CMT )
Ha, CMT, Q,, Lres ( QZ(p )0 [ =hf oV ) ) (6-91)
g 0 0

and (5) the scaling group for thedfect on the CMT draining from flashing due to volume displacement through the
break or the ratio of the system reference time over the CMT liquid volume response time to break flow

lPot, CMT

v

(6-92)

I evmok = tref(q)bk)o
0
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The association dfl-Groups with processes is the same in Egs. (6-79) and (6-87); the subsurifq. (6-79) is
replaced byt in Eq. (6-87).

As explained in Section 4.4.5.2, tiractional TT-Groups show directly the impact that processes (external heating and
coaling, draining) have on the time-rate of CMT liquid inventory change. Eallmnentry in Table 6.31 shows

how muctthe tangent of the vapor volume fraction vs. time curve in Figure 4.3 is rotated from the horizontal by the
phenomenon associated with the row of the entry and, consequenlymportanthat phenomenon is during the
respective phase.

As concluded above from tteausative process relaté@Groups by the methods and criteria described in Sections

4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page 6-22, it is found that (1) the condensation in the
Steam generators causes the greatest fractional change of CMT liquid inventory; tiredg2re two significant

scale distortionsof CMT liquid inventory change in APEX during Subphase 2.1 (significant” is defined in Section
4.6). The explanation for the distortion is given in the last column of Table 6.31. The most important distortion is
due to low-pressure operation in APEX, but conservative with regard to CMT inventory. The less important distortion

is also caused by low-pressure operation and is nonconservative because the CMT liquid volume change in APEX is
less than in AP600. However, the overall distortion of CMT inventory change in APEX is conservative because the
conservative distortion of SG phase change effects more than compensates for the nonconservative distortion of CMT
phase change.

Table 6.31 FractionalII-Groups for CMT Draining During Subphase 2.1

I1-Groups for

Definition of TI-Group SymC:J ol of Iy Comments
roup 1 AP600 | APEX | ROSA| SPES
11. CMT. & low-pressure in
SG Phase change effect on o 1 %2 APEX, largey,
CMT drainage (Eqg. (6-91)) 0.63 4.01 0.81 0.53 increases volljgme
change by factor 4.
CMT Circulation (Eqg. (6-88)) & eyr 0.24 0.15 0.16 0.21
11. 9 low-pressure in
CMT Phase Changg&aq. (6- oMt APEX, largeh,
89)) 0.07 0.02 0.09 0.06 | gecreases volime
change.
Break flow effect on CMT 1.
drainage (Eq. (6-92)) aCcMT,bk | 0.03 2e-3 0.02 0.03
Primary-side heating effect on| TT. .
CMT drainage (Bq. (6.00) | *SMme.| 0.02 | 5e-3| 0.03| 002

Primary System Inventory, After Accumulator Trip, Subphase 2.2
Subphase 2.2 begins with the Accumulator trip at the primary system pressure of 48.2 bar. Opening of the

Accumulator valves adds the volumes of the compressible nitrogen cover gas in the Accumulators to the system volume
and alters thereby the system compliance. The model for primary system inventory change is presented in Section
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5.4.1.3, the inventory equation, Eq. (6-14), obtained byc#ugsative process relatestaling method is shown in

Section 6.1.2.1. Theausative process relatéttGroups are obtained from thvapor mass conservation equatjon

Eq. (6-14), which is scaled by the causative process related method and applies to the control volume of the two-phase
mixture in the primary system (see Figure 3.1 and Section 3.3.1 for the definition of Phase 2.2).

Table 6.32below presents the numerical values ofthasative process relatéttGroups which scale liquid inventory
change in the primary system during Subphase 2.2. Table 6.32 is read according to the explanation for Table 6.1 on
Page 6-24. All geometric parameters appearing imfHtroup definitions, Egs. (6-4) through (6-6), (6-15) and (6-

16) are found in Appendix 1. The initial conditions and initial thermophysical properties are found in Appendix 4.1.
The initial system compliance and computed reference parameters appearinglirGttoeip definitions were
computed through EXCEL and are listed in Appendix 5.2. Reference parameters other than the initial system
compliance are taken to be the same as for Subphase 2.1. The net initial cooling power appliedamthmeu
occupied by single-phase flu:ii}l (see Figure 5.1), is the absolute value of the difference between the combined
cooling power of CMT and P HR (Jcomputed in Appendix 5.2), minus the core heating power (specified decay heat,
see Appendix 4.3). The reference volumetric flow rdig,is the initial break flow rate at the beginning of Phase 2,

and the thermophysical propertigs p,C,, Vin, andhy are evaluated at initial conditions of Phase 2. The net initial
heating power applied to the subvolume occupied by two-phase mi%@g&)b , (see Figure 5.1) is the cooling power
of condensation in the Steam Generator (see Appendix 5.2).

The causative process relatdd-Groups in Table 6.32 show the significance of phenomena (system volumetric
compliance) and processes (external heating and cooling) relative to the process of fluid discharge through the break.
By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, Table 6.32 shows for Subphase 2.2 that (1) phase change in the Pressurizer, Core Make-up Tanks, and Steam
Generator dominates the rate of primary system inventory draining; atitk{®2)is one significant scale distortion

in APEX for inventory depletion in the primary system. The liquid volume retention is less in APEX due to the
relatively low PHRH cooling power in APEX. The distortion in APEX is, therefore, conservative.

Table 6.32 Causative Process Relatdd-Groups for
Loss of Inventory in Primary System During Phase 2.2, After Accumulator Trip

Symbol of I1-Groups for

II-Group | apeoo | APEX | ROsA | spPEs

Definition of TT-Group Comments

Volumetric Compliance I

(Eg. (6-15)) VC 5.06 4.18 6.03 5.09

Phase Change (PRZ, CMT, II

and SGYEq. (6.16)) voz | 160 | 109 | 155 [ 175

Thermal Exp. by Net Heating I

. low PRHR power in
in Core/PRHREQ. (6-4)) Q1le

1.23 0.41 0.74 1.13 | "APEX and ROSA.

Break Flow(reference) ku I 1 1 1

UHD Heating(Eq. (6-16)) V,Oupa | 0001 | 0.006 | 0019| 0.084
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Table 6.33 presents the numerical values of thiactional TT-Groups. They are obtained from trapor mass
conservation equatiqreq. (6-17), applied to the control volume of the two-phase mixture in primary system as
defined in Table 3.1 for Subphase 2.2 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 2.2). The
fractionalTI-Groups in Table 6.33 show the fractional impact that processes (external heating and cooling) have on
the time-rate of liquid inventory change in the primary system. Eadlimnentry in Table 6.33 showsow muctthe

tangent of theyaporinventory vs. time curve in Figure 4.3 is rotated from the horizontal by the phenomenon associated
with the row of the entry and, consequentigw importanthat phenomenon is during Subphase 2.2. Differences
between the entries inraw of Table 6.33 imply differences in the system response due to the phenomenon associated
with that row and, consequently, the strengtlaafle distortiorfor that phenomenon on liquid draining. See Sections

4.5 and 4.6 for the interpretations of row and column elements in Table 6.33.

As thecausative process relat@@-Groups in Table 6.32, thieactional TT-Groups in Table 6.33 show also that (1)

phase change in the Pressurizer, Core Make-up Tanks, and Steam Generator dominates the rate of primary system
inventory draining, break flow, net heating of subcooled liquid in core and PRHR are equally important (of the same
order of magnitude); and (#H)ere is one conservative significant scale distortion in APEXor inventory depletion

in the primary system during Subphase 2.2 (for the definition of “significant distortion” see Section 4.6). The
explanation for the distortion is given in the last column of Table 6.33.

By combining the results presented in Tables 6.29 and 6.33 for primary-system inventory depletion during Phase 2

one reaches the total distortion assessmemesignificant distortion each in APEX caused by relatively low PRHR
cooling power in APEX (also in ROSA, but not enough to meet the distortion criterion in Section 4.6).

Table 6.33 FractionalII-Groups for Loss of Inventory During Subphase 2.2, After Accumulator Trip

Symbol of I1-Groups for

II-Group | Apgoo | APEX | ROsA | sPEs

Definition of TT-Group Comments

Phase Change (PRZ, CMT,

0, .
and SG YEq. (6.19) “G, | 033 | 026 | 026 | 034

Rel. to core power,
PRHR power in
APEX and ROSA

Thermal Exp. by Net Heating II 0.22 are low; computed

in Core, PRHR(Eq. (6-18)) i, Qu 0.24 0.10 0.12 PRHR power is
confirmed for ROSA
and SPES, no datd
for APEX.
Break Flow(Eq. (6-21)) I, oy 020 | 024 | 017 | o020

UHD Heating(Eq. (6-19)) i Qo | 1.9¥10° | 1.4x16 | 32x10 | 2.9x0
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6.2.2.3 Temperature Changes During Phase 2, Passive Heat Removal
Primary System, Before Accumulator Trip

The temperature change of the liquid in the primary system is modeled in Section 5.4.1.4 on the basis of energy
conservation applied to the control volume of the single-phase liquid in the primary system, and for Phase 2 (see Figure
3.1 and Section 3.3.1 for the definition of Phase 2). The scaled temperature equation for change dominated by PRHR
cooling, Egs. (6-32) through (6-37), is shown in Section 6.1.3.1. The reference temperature difference is the difference
between the arithmetic mean of Hot-Leg and Cold-Leg temperatures and the initial CMT temperature (temperature

of the containment atmosphere)

AT, = (Tmeanps)o— (TCMT)O. (6-93)

Table 6.34below presents the numerical values of dagisative process relatd@Groups for liquid temperature
response during Phase 2. Tteusative process relatd@Groups show the significance of phenomena (system
thermal compliance) and processes (external heating and cooling, CMT circulation) relative to the process of heat
transfer to the PRHR system. To read Tables 6.34, through 6.36, recall the table description for Table 6.1 on page 6-
24: eaclHI-Group is interpreted in the text next to the equation that defines it, and the defining equation is indicated
in the first column of each table. The second column in Table 6.34 shows thaE&rap symbols as defined in

Egs. (6-32) through (6-37), the third through sixth columns list the numerical valuesiagt@reups for the AP600

and the three related facilities APEX, ROSA, and SPES, and the last column is provided for comments explaining
distortions, where applicable.

Table 6.34 Causative Process Relatdd-Groups for Change of
System Liquid Temperature During Subphase 2.1

I1-Groups for

Symbol of
I1-Group | Ape00 | APEX | ROSA| SPES

Definition of TT-Group Comments

Thermal Compliance of Liquid

(EQ. (6-32)) M, 5.16 10.67 6.57 7.22
Cooling by PRHRCirculation
(reference) T, privr 1 1 1 1

Cooling by CMT Circulation on

oR7 Sl kg, (6-37) M gra | 037 0.39 0.29 0.38

Cooling by CMT Circulation on

o6 of reak (Eq. (6.37) M s | 0.33 0.38 0.28 0.35

Heating/Cooling of Single- I

Phase LiquidEg, (6-33) T.0u2 0.34 1.22 0.68 0.37

Effect of Break FlowEq. (6-

56) T 005 | 006 | 006 | 004

SG and UHD Net Heat Il

Transfer(Eq. (6-35)) Q2 0.05 0.004 0.06 0.08
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All geometric parameters appearing in ffi€sroup definitions, Egs. (6-32) through (6-37) are found in Appendix 1,
i.e., in the data basedocument delivered separately to the NRC. The initial conditions and initial thermophysical
properties are found also there in Appendix 4.3. The initial thermal compliance of the liquid and computed reference
parameters appearing in thieGroup definitions were computed through EXCEL and are listed in Appendix 5.2.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is seen from Table 6.34 that (1) the temperature change is nearly quasi-steady and PRHR cooling is the most
important process affecting the change of primary system temperature; and (2) thénearsignificant scale
distortions, two in APEX and one in ROSA affecting the change of subcooled liquid temperature during Phase 2.
I1-Groups in Table 6.34 which reflect scale distortions beyond the {#2, 2} limits established in Section 4.6 are printed

in red. The distortions are discussed in detail later, on the basis of the fractional scaling groups in Table 6.37.

Core Make-up Tank, Before Accumulator Trip

The temperature change of the liquid in the Core Make-up Tank is modeled in Section 5.4.1.4 on the basis of energy
conservation, Eq. (6-38) applied to the control volume of the single-phase liquid in the CMT, and for Phase 2 (see
Figure 3.1 and Section 3.3.1 for the definition of Phase 2). The scaled equation for CMT temperature change is Eq.
(6-39). The scaling groups are defined by Egs. (6-40) and (6-41), shown in Section 6.1.3.1. The reference temperature
difference is the same as for the primary system, see Eq. (6-93).

Table 6.35below presents the numerical values of dagisative process relatd@Groups for liquid temperature
response in the CMT during Phase 2. As pointed out abovecahsative process relatdd-Groups show the
significance of phenomena (system thermal compliance) and processes (external heating and cooling) relative to the
process of convective heat transfer to the CMTs due to CMT circulation. Table 6.35 is to be interpreted as the previous
II-tables. The second column shows the s@f@roup symbols as defined in Egs. (6-40) and (6-41), the third
through sixth columns list the numerical values of IR&roups for the AP600 and the three related facilities APEX,
ROSA, and SPES, and the last column is provided for applicable comments on distortions.

Table 6.35 Causative Process Relatdd-Groups for CMT Cooling During Subphase 2.1

Symbol of I1-Groups for

[I-Group [ Apgo0 [ APEX| ROSA| SPES

Thermal Compliance of CMT Factor of 1.6 due tJ

Liquid (Eq. (6-40)) l%eé xCr'\(AelTa Ili%vtig
break flow(high
I ¢ cmr 1.93 4.17 3.16 2.23 CMT-loop
impedance);
factor of 1.5 due to|
lower temperature
diff. Tps- Tomr

Definition of IT-Group Comments

CMT Circulation Flow b
(reference) TW CMT

CMT Wall Heat Transfe(Eq.

(6-41) 17 Ger 0.02 0.01 0.06 0.02
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Itis seen from Table 6.35, by the methods and criteria described in Sections 4.6 and 4.7, that the causative process of
CMT circulation is also the dominant process, and thate is one significant scale distortion in APEX The

thermal compliance affecting the rate of change of liquid temperature in the CMT of APEX during Phase 2 is too large;
the distortion is nonconservative.

Passive Residual Heat Rejection System, Before Accumulator Trip

The temperature change of the liquid on the tube side of the Passive Residual Heat Rejection System (PRHR) is also
modeled in Section 6.1.3.1. The scaling groups are defined by Egs. (6-42) and (6-43), shown in Section 6.1.3.1 The
reference temperature difference is the same as for the primary system, see Eq. (6-93).

Table 6.36below presents the numerical values of dagisative process relatd@Groups for liquid temperature
response in the PRHR during Phase 2. As pointed out aboveatisative process relatdd-Groups show the
significance of phenomena (system thermal compliance) and processes (external heating and cooling) relative to the
process of convective heat transfer to the PRHR due to PRHR circulation. Table 6.36 is to be interpreted as Table 6.35.
Geometric parameters appearing in Ik&roup definitions, Eqgs. (6.42) and (6-43), are found in Appendix 1. The

initial conditions and initial thermophysical properties are found in Appendix 4.3. The computed reference parameters
appearing in thél-Group definitions were computed through EXCEL and are listed in Appendix 5.2.

Table 6.36 shows, by the methods and criteria described in Sections 4.5 and 4.6, that the causative process of PRHR

circulation is also the dominant process, and thate is no significant scale distortionfor PRHR cooling during
Subphase 2.1 in any of the test facilities.

Table 6.36 Causative Process Relatdd-Groups for PRHR Cooling During Subphase 2.1

I1-Groups for

Symbol of
[I-Group | Ap6o0 | APEX | ROSA| SPES

Definition of IT-Group Comments

PRHR Wall Heat TransfgiEq. M g 119 1.07 1.22 117
' “PRHR . . ' .

(6-43))

PRHR Circulation Flow

(reference) I rwerrr 1 1 1 1
Thermal Compliance of PRHR M e oo 011 0.15 0.14 0.06

Liquid (EQ. (6-42))
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Fractional Scaling of Temperature Response During Subphase 2.1, Before Accumulator Trip

Having completed the causative process related scaling of temperature change during Subphase 2.1, we turn now to
the fractional scaling of the same temperature changes.

Tables 6.37, 6.38, and 6.3present théractional TI-Groups of temperature response in the primary system, the CMTSs,

and the PRHR system, respectively, during the Passive Heat Rejection Phase prior to the Accumulator trip, that is, the
fractionalTI-Groups for Subphase 2.1. The advantage of fractional scaling was introduced in Section 4.4.5.2 as
presenting reference time ratios which measurefidigtion to which a specific process is completed during the
reference time of the system. The fractioNlaGroups show the impact that processes (external heating and cooling)
have on thdime-rate of temperature changer, in other wordshow muchthe tangent of the temperature vs. time

curve in Figure 4.3 is rotated from the horizontal by the phenomenon associated with the row of the entry in the table
and, consequentlfzow importanthat phenomenon is during the respective phase.

Included in Table 6.37 is the scaling group for tekease of stored enerdgom the core to the coolant

(MC)gy + (Mc)

_ st (6-94)
T, Qgyr (MI Cp, | )0

where (Mc) is the heat capacity, with subscrifitel, str, andl denoting fuel, structures, and liquid, respectively. The
fuel includes the nuclear uranium oxide or the ceramic of the electrical heaters. The structures include the metal parts
and vessel walls of the lower part of the reactor vessel.

The scaling group is the ratio of the thermal response times

_ Twe 659

hc A\N
for fuel and structures over that of the fluid, or equivalently, the ratio of the rate of energy release from structures over
the rate of energy release from the coolant. The rates of energy release are estimated on the basis that the time rates

of temperature change in coolant and structures are the same. The shpboIsAN aamthe mean convective heat
transfer coefficient and heat transferring wall area.

tth

Tables 6.37, 6.38, and 6.39 and the methods and criteria presented in Sections 4.5 and 4.6 are the basis for assessing
importance of processes and scale distortion for the passive heat rejection Subphase 2.1, prior to the Accumulator
discharge trip. For the thermal response of the liquid in the primary side, in the CMTs, and in the PRHR system, there
areeight important processeqi.e., processes of first-order magnitude, see Section 4.5), namely five for the primary
system , one for the CMT, and two for the PRHR temperature changes. One of the five for the primary system, i.e.,
the stored energy release, is of first-order priority. Both wall heating and convection by circulation in the PRHR are

of first-order priority.

Table 6.37 showsne important processes scale-distorted each in APEXROSA, andSPES The scale distortions

are related in the last columns of the tables to the high heat capacity of the vessel solid structures in ROSA and SPES,
and to the low-pressure operation and the small PRHR volume in APEX. The high heat capacities in ROSA and SPES
reduce subcooling of the primary system faster than in AP600; the associated scale distortions are, therefore,
conservative The lesser cooling in APEX is alsmnservative

Table 6.38 for CMT temperature change indicates one scale distortion in APEX. The lower temperature change in

the CMT implies higher primary-system temperature. The APEX distortion of CMT temperature change is, therefore,
conservative
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Table 6.37 FractionalII-Groups for
System Liquid Temperature Change During Subphase 2.{see Egs. (6-48) and (6-49))

I1-Groups for

Definition of TT-Group Sl_)[/%l?gl of Comments
Up | AP600 | APEX| ROSA| SPES

Stored Energy Releaggq. (6- Large heat capacit

94)) I Oy 0.26 0.26 0.93 1.69 of vessel internals i
ROSA and SPES

Cooling by PRHRCirculation Low PRHR mass

(Eq. (6-54)) flow rate in APEX

Ut prir 0.19 0.09 0.15 0.14 (30 %);
low-pressure

properties (70 %)

Cooling by CMTCirculationon | .

PRZ side (Eq. (6-53)) 1,CMT.A 0.07 0.04 0.04 0.05

Heating/Cooling of Single- I .

Phase LiquidEq, (6-51)) .Qy, 0.07 0.11 0.10 0.05

Cooling by CMTCirculationon | 1.

side of break (Eq. (6-53)) towrs | 006 | 0.04 | 0.04 | 005

Eff)?ct of Break FlowEqg. (6- M, 0.01 0.01 0.01 0.01

49 , . . . .

SG and UHD Net Heat I .

TransferEq. (6-52)) 1.0, 0.01 4e-4 0.01 0.01

Table 6.38 FractionalII-Groups for CMT Cooling During Subphase 2.1

Definition of IT-Group

Symbol of
I1-Group

I1-Groups for

AP600

APEX

ROSA

SPES

Comments

CMT Circulation Flow
(reciprocal of Eq. (6-40))

HTW CMT

0.52

0.24

0.32

0.45

Low rate of enthalp;I

injection in APEX:
factor of 1.6 due to
lower CMT flow;
factor of 1.5 due to
lower temperature
diff. Tpe- Temr

CMT Wall Heat Transfe(Egs.
(6-41) and (6-40), division of
former by latter)

TQCMT

0.01

0.00

0.02

0.01

Low wall heating
rate in APEX due t
small tank diamete
(same flow velocity

but heat transfer
proportional tad®8)
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By the criteria adopted in Section 4.6, Table 6.39 shows no scale distortions in any test facility.

Table 6.39 FractionalII-Groups for PRHR Cooling During Subphase 2.1

Symbol of I1-Groups for

Definition of TT-Group Comments

[I-Group [ Apgo0 [ APEX| ROSA| SPES

PRHR Wall Heat TransfgiEq. I. .

(6-43) divided by Eq. (6-42))) T, O 11.02 7.16 8.49 19.32
PRHR Circulation Flow

(reciprocal of Eq, (6-42)) IT twprHR 9.24 6.68 6.98 16.47

Primary System, After Accumulator Trip

The Accumulator trip initiates water injection into the primary system and heat transfer from the Accumulator tanks

to the nitrogen gas as it expands and cools off. The scaled temperature equation for system change dominated by
PRHR cooling after Accumulator trip is given by Eq (6-45). It has, relative to the scaled equation for Subphase 2.1,
the additional scaling group for nitrogen gas heating defined by Eq. (6-47) and the minor modification to the thermal
response function, Eq. (6-46), as shown in Section 6.1.3.1 under “Primary System Temperature Change, after Start
of Accumulator Injection.” The reference temperature difference for Subphase 2.2 is the same as for Subphase 2.1.

Table 6.40below presents the numerical values of dagisative process relatd@Groups for liquid temperature
response during Subphase 2.2, i.e., after the Accumulators started to inject liquid into the primary system. The
causative process relat€iGroups are those appearing in Eq. (6-45) and show, by their magnitude shown in the third
column of Table 6.40 for AP600, the significance of phenomena (system thermal compliance) and processes (external
heating and cooling, CMT circulation) relative to the process of heat transfer to the PRHR system. Table 6.40 for
Subphase 2.2 shows almost the same results for primary-system temperature change as Table 6.34 for Subphase 2.1.

Table 6.41presents th&actional TT-Groups of temperature response in the primary system during the Passive Heat
Rejection Phasafterthe Accumulator trip, that is, the fractioniatGroups for Subphase 2.2, according to Eq. (6-48).

The advantage of fractional scaling was introduced in Section 4.4.5.2 as presenting reference time ratios which
measure the fraction to which a specific process is completed during the reference time of the system. The fractional
T1-Groups show the impact that processes (external heating and cooling) haveiomethete of temperature change

or, in other wordshow muchhe tangent of the temperature vs. time curve in Figure 4.3 is rotated from the horizontal
by the phenomenon associated with the row of the entry in the table and, consedumntiynportantthat
phenomenon is during the respective phase.

All geometric parameters appearing in Iii€roup definitions, Egs. Egs. (6-32) through (6-37) and (6-47) are found
in Appendix 1. The initial conditions and initial thermophysical properties are found in Appendix 4.3. The initial
thermal compliance of the liquid and computed reference parameters appearindliGtioep definitions were
computed through EXCEL and are listed in Appendix 5.2.

The scaling groups of Subphase 2.1 remain essentially unaltered for Subphase 2.2, i.e., after start of accumulator
injection. Table 6.41 for Subphase 2.2 shows almost the same results for primary-system temperature change as Table
6.37 for Subphase 2.1. Based on the {12, 2} limits established for scale distortion in Section 4.6, there are two
significant scale distortions, both in APEX, affecting the change of subcooled liquid temperature during Subphase 2.2.
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The influence of the heat transfer between Accumulator tank walls and nitrogen on the primary-system liquid
temperature is insignificant. Therefore, what was found before for Subphase 2.1 applies to the entire Phase 2. While

being import for scaling the depressurization, the partitioning of Phase 2 turned out to be unimportant for the thermal
response of the liquid.

Table 6.40 Causative Process Relatdd-Groups for
System Liquid Temperature Change During Subphase 2.PEq. (6-45))

I1-Groups for

Symbol of
[I-Group | Ap6o0 | APEX | ROSA| SPES

Definition of IT-Group Comments

(TEh(ge “{‘gijg)"mp”ame oftiaud | 477 | 1047 | 602 | es1 I%iﬂﬁgggjﬁf{;ﬂf
(Cr:g‘zlrigr?cg)y PRHRCirculation . ] 1 . .

SSQ'L?&&VE;’_ '\(/'GT_gc;;?”'aﬁo” N | Mawa | 037 | 039 | 020 | 0.38

Soong by YT Coaonon | Myaus | 033 | 038 | 028 | 035

Eﬁ:tsig%gaﬂigg ?gilgr;)g le- Iy Q2 0.32 1.20 0.64 0.35 Same as above.
Eg‘)m of Break Flow(Eg. (6- My, | 009 | 011 | o010 | o008

?gﬁ;gré';') ('g'ztS';eat Mrg2 | 022 | 022 | o025 | o025

Hieating of gg[&%‘_&?ﬁ}?)) M e | 7.96-03| 1.1e02 7.8¢-04 1.le-q2

6.2.2.4 Flow Rates, Inertia and Impedance for Phase 2

It was shown in Section 5.4.2 that the dynamic interaction between system components takes place in the connecting
pipes and that is modeled with the system momentum balance. There were four loops for AP600, APEX, and SPES
modeled and scaled for Phase 1, and and two loops for ROSA. For Phase 2, there are seven loops for AP600, APEX,
and SPES, as can be seen in Figure 5.7. There are five loops for ROSA since in ROSA each Steam Generator has only
one Cold Leg. The system momentum balance is the vector equation, Eq. (5-49), in Section 5.4.2, i.e., the set of loop
momentum balances which provide, via the loop momevitathe volumetric flow ratesp,, according to the linear
algebraic equations, Egs. (5-36). The scaling of Eq. (5-49) leads to the scaled momentum balance for natural
circulation in Phase 2, Eq. (6-68). The thleGroups of that equation are defined in Egs. (6-69) through (6-71) and
scale theglobal system responsé@ he transient splits and distribution of flows among the components in the seven
loops for AP600, APEX, and SPES, and in the five loops for ROSA are scaled by the three mestading arrays

S, S, andS in Eqg. (6-56) characterizing, respectively, tHistribution of inertia, gravity, and flow resistance
(impedance).§, S, andS are defined in Egs. (6-62), (6-63), and (6-64).
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Table 6.41 FractionalIT-Groups for System Liquid Temperature During Subphase 2.4see Eq. (6-48))

Symbol of I-Groups for

Definition of TT-Group Comments

I-Group | Apeoo | APEX | ROSA| sPEs

Stored Energy Releaggq. (6- Large heat capacit
94)) Ht o, 0.26 0.26 0.93 1.69 of vessel internals i
ROSA and SPES

Cooling by PRHRCirculation Low PRHR mass
(Eq. (6-54)) flow rate in APEX
s prir 0.21 0.10 0.17 0.15 (30 %);

low-pressure
properties (70 %)

Cooling by CMTCirculationon |

PRZ side (Eq. (6-53)) 1,CMT.A 0.08 0.04 0.05 0.06
Cooling by CMTCirculationon | 1.

side of break (Eq. (6-53)) tevrs [ 007 ] 004 ) 005 005
Heating/Cooling of Single- I .

Phase LiqUidEc, (6-51)) .0 0.07 0.12 0.11 0.05
gf)‘)%t of Break Flow(Eg. (6- I 002 | oo1 | o002]| o001
SG and UHD Net Heat I .

Transfer(Eq. (6-52)) T.Q 0.05 0.02 0.04 0.04

Heating of Nitrogen by

Accumulalator(Eg, (6-55)) Iy acc 2.0e-03| 1.5e-03 1.5e-04 1.7e-03

The reference flow rates needed to evaluate Eqgs. (6-62) through (6-67) are computed in Appendix 5.2 from the steady-
state momentum balance for the respective loop; symmetry is used to determine the reference flows in the two and four
loops, respectively, of ROSA and of AP600 and SPES. The gravity forces of the PRHR loop are used as gravity
reference.

Table 6.42presents the numerical values of Ifik&roups of dynamic component interaction and shows that main-loop

flow impedance is initially not balanced by the reference gravity forces; inertia forces are small, the system re-adjusts
flows in a small fraction of the system reference time , and the system is not at steady state. Table 6.42 reveals that
impedance and gravity forces are not balanced at the beginning of Phase 2 because the high flow rates at the start of
Phase 2, i.e., after the trip of the reactor coolant pumps. The imbalance initiates a sharp transient to natural
circulation. The inertia forces are disproportionally small in ROSA and cause the fastest dynamic response of all
facilities, theglobal dynamic response is distorted in ROSAwy an order of magnitude, but the scale distortion is not
expected to affect inventory or liquid subcooling temperature.

Table 6.43 By dividing thell-Groups in the first two rows of Table 6.42, i.e., the scaling groups for impedance and
gravity effects, through tha-Groups for inertia shown in the last row of Table 6.42, one finds the fracti@r@toups

shown in Table 6.43. As a result of the small ineifiaGroups in Table 6.42, one obtains very lafge€roups

reflecting very large rates of flow change (accelerations), and Table 6.42 shows again that the system adjusts very
quickly to any changes in impedance change, such as changes in valve settings. Flow adjustments are much faster than
those of pressure, level elevations, and temperature.
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Table 6.42 Causative Process Relatdd-Groups of
Dynamic Interaction Between Components During Phase 2

Definition of IT-Group

Symbol of
I1-Group

I1-Groups for

AP600

APEX

ROSA

SPES

Comments

System Impedandgq. (6-71)) HRS GR

9.09

3.66

0.32

6.91

PRHR gravity in
ROSA matches
AP600, but the

main-loop
impedance is too loy
in ROSA

is reference)

System Gravity PRHR gravity II

GR

System InertigEqg. (6-69))

IN, GR

0.012

0.012

0.001

0.006

Aspect ratid/Ais
13 times greater in
ROSA than in
APG600, butW, /t.is
1/200 times that of
AP600

Table 6.43 FractionalII-Groups of Dynamic Interaction Between Components During Phase 2

I1-Groups for

Definition of IT-Group Sﬁ'%?ghd Comments
Pl Ap600 | APEX | ROSA | sPEs
Low main-loop
System Impedandg&gs. (6-71) _ impedance in APEX]
and (6-69)) Mvrsp 731 318 308 1097 high inertia, and lowj
core flow.
System Gravityreciprocal of HWG 5 80 87 054 159 I_Roe/)vsige(r;g’)i?
Eq. (6-69)) gravity matched

The Inertia Metric , S, is defined in Eg. (6-62) and obtained by applying that definition to the entries of Table 5.7
for AP600 and of the tables in Appendix 7 for AP600, ROSA and SPES. As explained in section 6.1.4.1, the diagonal

-elements show the relative magnitude of kb@p inertiaassociated with the loop of the row. The off-diago8al

elements are a measure of the cross-coupling between the loops by inertia.

Notice that theS-elements in the row of only the main loops add up to one, because of the scaling relative to the
Symmetric main loops (see Eg. (6-62)). The Inertia Metric reveals how quickly the flow re-adjusts in a loop segment
to changes in flow conditions: the larger tHg-elements of a row are, the slower responds the fluid in the loop

associated with that row, and relative to the responses in other loops.
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Table 6.44 Inertia Metric S, for Seven-Loop Operation During Phase 2, Passive Heat Rejection: AP600
(All lines being filled with single-phase liquid)

Loop Flow Rate leaving from Flow Rate from
CMT CMT CMT CMT PRHR urge Line
Sid th H Branch of | Branch of] SG Exit of | SG Exit of Branch o Branch ¢f Branch ftso Hgot Le Break in
on Slaeg roug Loops, to | Loopg,,to Loop,, Loop,, Loop, ,to] Loag ,to] Loqp ,to of Loo 9 LooR,
RPV CMT, CMT, RPV PRHR Pa
B |“9"9| oses | 0.006 | 0.042 | 0042 0.007| 0.337 0 0 | -0.001
A | cwr, || -0.006 | 0289 | -0.006 | -0.006 0 10.159 0 o | 0.000
A |99l 0042 [ o001 | 0568 0337| 0001 0042 001 -0.047-0.001
A | ©9t9l 0042 [ 0001 | 0337] 0568 0.001| 0042 -0.01 -0.047-0.001
B | cmte || -0.159 0 -0.006 | -0.006| 0.322 -0.006 0 o | 0.000
B |99 0415 | 0007 | 0042 0042 0007 0568 0 o | -0.001
A | Prer || 0042 | 0001 | 0314| 0109 0001 0.042 0816 | -0.001 | -0.001

By comparing the Inertia Metrics in Tables 6.45, 6.46, and 6.47 for APEX, ROSA, SPES, respectively, with the Inertia
Metric in Table 6.44 for AP600, one assesses the inertia distortion, that is, the distortion of the dynamic response of
the flows in the parallel loops and of the inertia coupling between the flows of the loops. The criteria of scale
distortion, based of-Groups, have been adopted in Section 4.6. The same criteria are applied here to scaling metrics
of inertia, gravity, and impedance: elements of inertia metrics of APEX, ROSA, and SPES which differ by more than
a the factor of two from the corresponding inertia metric element of AP600 are printed in Tables 6.45, 6.46,

and 6.47.

The comparison of Tables 6.45 and 6.44 reveals that APEX has three inertia distortions of minor consegence, none
in the main loops, one nonconservative in the PRHR loop, and two nonconservatives in the PRZ surge line.

ROSA is difficult to compare with AP600 because it has only one Cold Leg each on/S{déth Pressurizer) anB.

One could compute the seven and five eigenvalues, respectively, for AP600 and ROSA. While it is not possible to
compare the eigenvalues directly, one could determine whether ROSA is stable or unstable where AP600 is not. How
ever, ROSA has nineteen inertia distortions, five in the main loops, six in the CMT loops, three in the PRHR loop, two
in the PRZ surge line, and three affecting the break flow. This large number of inertia distortions renders the
comparison of stability domains to be a task beyond the scope of this scaling analysis. None of the inertia metric
distortions affect the RPV inventory, even though nine of the nineteen inertia distortion in ROSA are, in principle,
nonconservative. The extend to which the nonconservative distortions are compensated by the ten conservative
distortions must be determined by simulation.
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SPES has eight inertia distortions, none in the main loops, four nonconservatives in the CMT loops, one nonconserva-
tive in the PRHR loop, and three nonconservatives in the PRZ surge line. None of the inertia metric distortions affect
the RPV inventory.

It should be recalled, that inertia distortions are important only temporarily during dynamic flow transients, during
flow oscillations, and when rapid condensatiacelerates the flow.

Table 6.45 Inertia Metric S; for Seven-Loop Operation During Phase 2, Passive Heat Rejection: APEX
(All lines being filled with single-phase liquid)

Loop Flow Rate leaving from Flow Rate from
CMT CMT CMT CMT PRHR urge Line
onsidd  througH Branch of | Branch of| SG Exitof | SG Exitof | Branch o Branch ¢f  Branch fi) Hgot Le Break in
9 Loop;, to | LooR,,to| Loop,, Loop,, Loop, ,to] Loap ,to] Logp ,td of Loo 9 LooR,
RPV CMT, CMT, RPV PRHR Pa
B |“"9| o575 | 0004 | 0036 | 0036| 0006 0.344 0 0| -0.7efpa
A CMT, -0.005 0.291 -0.005 -0.005 0 -0.214 0 0 | 1.3e-04

A | 999l 0.036 | 4e04 | 0575 0344 0001 003¢d -001§-29c04 |-85e-04

A |99l 0036 | 4e04 | 0344 0575 0.001[ 003§  -0.01§-29¢-04 |-8.56-04

B | cwrs | -0211 0 0.005 | -0.005| 0397 | -0.005 0O 0| 13efs
B [“%"9| o365 | 0004 | o0036| 0036 0.008 0.575 0 0 -9.7e|})4
A | PrRHR | 0036 | 4e-04 | 0267 003 | 0.001 | 0036 | 0.758 0 -9.7e—0u

The Gravity Metric, S;, defined by Eq. (6-31) has, for Phase 2, the distinct elements for the main and CMT loops
that are shown iffable 6.48 The PRHR loop inertia term is dominant and the reference for gravity in Table 6.48
and also in Tables 6.42 and 6.43. The elemeng should be repeated once for CMT and, respectively, once and
thrice for ROSA and for AP600 and SPES to make up all the gravity elemé&t§*(, in the vector momentum
equation, Eq. (6-68).

The Impedance Metrig S, is defined in Eq. (6-64) and obtained for Phase 2 by applying that definition to the entries
of Table 5.14 for AP600, and of Tables A.8.1 through A.8.3 in Appendix 8 for APEX, ROSA, and SPES. Tables 6.49
through 6.52 show th&, elements of the impedance metrics for AP600, APEX, ROSA, and SPES. As explained in
Section 6.1.4.1, th&-elements in a row determine thistribution of flow impedancea the loop associated with

that row, and, therefore, the flow distribution particularly as the steady state is being approached. R&peated
elements in a column indicatgoss-coupling by impedance between the Idbps are associated with the rows
containing the repeategl-elements. Table 6.49 with the impedance metrics for AP600 is on Page 6-66.
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Table 6.46 Inertia Metric S, for Five-Loop Operation During Phase 2, Passive Heat Rejection: ROSA
(All lines being filled with single-phase liquid)

Loop Flow Rate leaving from Flow Rate from
CMT CMT CMT PRHR :
. Surge Line )
. Branch of | Branch of| SG Exitof | Branchoff Brancho Break in
onSide - throughy Loops, to | LooR,,to| Loop,, Loog, ,to] Loop ,to tc())fl-t(;toLeg Loop,,
RPV CMT, CMT, PRHR Pa
B [yl ose7 | 0033 | 0072 | 0033 0 0 |[-s1e03
p
A CMT, -0.099 1.094 -0.002 0.411 0 0 1.2e-04
A | oYl o072 | ooos | o867 | 0003 | 0058 | sde0s | S1e03
B CMT,B -0.099 0.004 -0.002 0.990 0 0 1.2e-04
A PRHR 0.072 0.003 0.324 0.003 3.487 -4.1e-06 | -5.1e-03

Table 6.47 Inertia Metric S; for Seven-Loop Operation During Phase 2, Passive Heat Rejection: SPES
(All lines being filled with single-phase liquid)

Loop Flow Rate leaving from Flow Rate from
CMT CMT CMT CMT PRHR urge Line
siad th H Branch of | Branch of| SG Exit of | SG Exit of Branch o Branch ¢f  Branch ftso Hgot Le Break in
onsicq roug Loops, to | LooR,,to| Loop,, Loop,, Loop, ,to] Loag ,to] Logp ,to of Loo 9 LooR,
RPV CMT, CMT, RPV PRHR Pa
B |19 o.466 | 0.007 [ 0.070| 0.070| 0.008  0.401 0 0| -0.002
A CMT, || -0.006 | 0.070 -0.006 | -0.006 0 -0.016 0 0 1.8e-04

A | <999 o0.070 | 0001 | 0466 | 0.401| 0001 007 -0.01f28c05 | -0.001

A | “9-9fl 0.070 | 0.001 | 0.401| 0.466 | 0.001f 0.07¢ -0.01f28c-05 | -0.001

B CMTB || -0.016 0 -0.006 | -0.006| 0.069 -0.006 0 0 | 1.8e-04

B |99 0.436 | 0.008 | o0.070 0.070 0.004 0.466 0 0| -0.002

A PRHR 0.070 0.001 | 0.118 0.072 0.001 0.070| 0.556 | 4.8e-05 -0.002
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Table 6.48 Gravity Metric S; for Seven-Loop Operation During Phase 2, Passive Heat Rejection

Ss-Groups for

Definition of I1-Group SSy:g%L?f Comments
Pl AP600 | APEX| ROSA| SPES
Gravity Metric for PRHR Loop| S prir 1 1 1 1
Gravity Metric for CMT Loops S, cmt 1.00 1.02 0.97 1.00
Greater buoyancy iff
ROSA because of
Gravity Metric for Main Loops | S5 man 0.004 [ 0010 [ 0.090| 0.003 9e2L temperalur
(confirmed by test
data)

Notice that the&s-elements in the rows of only the main loops add up to one, as a consequence of the scaling according

to Eq. (6-64) and of the symmetry among the four loops.

Table 6.49 Inpedance MetricS;, for Seven-Lo@ Operation of
AP600 During Phases 2 Through 4
(for definition of Sp-elements, see Eq. (6-64); for identification of unscd®eelements, see Table 5.13 and Fig.

5.12)
Loop S elements of Loop Sections between Branch Points:
on RPV to PRHR to (Rercr)lf?inde SGto Cl\/_ll‘(Remainde Upper nglslilofro " cMT from frlz:r:anHl-ll:zot
St o] P S| g |t Tl ot R | Lo
and SG Plenum in Loop,
B [“99™¢| o 0 0561 | 0004 | 0023| -0.003 0418 0 0
A | cwur, 0 0 0 0 0.023 | 0.003 0 0.134 0
A |19l o0.004 | 0019 | 0538 0 0026 000  0.41¢ 0 0
A |99l 0004 | 0019 | 0538 0 0026 000  0.41¢ 0 0
B | cure 0 0 0 0 0.023 | 0.003 0 0.169 0
B [“P99f o 0 0561 | 0004 | 0023 -0.003 0416 0 0
A | PrHR || 0.004 0 0 0 0026 | -0.003| 0416 0 0.14(
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Table 6.49above presents thg-elements of the AP600 reference impedance metric. The following pages present
Tables 6.50 through 6.52 with the correspondiagelements for APEX, ROSA, and SPES.

By comparing the Impedance Metrics in Tables 6.50, 6.51, and 6.52 for APEX, ROSA, SPES, respectively, with the
Impedance Metric in Table 6.49 for AP600, one assesses the impedance distortion, that is, the distortion of the dynamic
response of the flows in the parallel loops and of the impedance coupling between the flows of the interconnected loops
in the system. The impedance metric is equally important for the distribution of the steady-state flows in the system.

The same criteria of scale distortion, as adopted in Section 4I6-@roups, are applied here to the scaling metrics
of impedance: elements of impedance metrics of APEX, ROSA, and SPES which differ by more than a the factor of
two from the corresponding impedance metric element of AP600 are printed in Tables 6.50, 6.51, and 6.52.

Table 6.50presents the impedance metric for APEX, which has, in the formulation used in this report, 33 non-zero
elements, the same number as AP600. Most of the impedances are concentrated in the Steam Generators, Cold Legs,
and Vessel. FOAPEX, 19 smaller of the 33 impedance metric elements are distortedll 19 distortions are caused

by four loop sections with distorted flow resistances (primarily form losses): in PRHR and CMT Loops, in Cold Legs,

and in the Upper Downcomer. All distortions imply greater flow resistance outside the reactor vessel of APEX than

of AP600. This causes the coolant to prefer accumulation in the vessel of APEX more than in the reactor vessel of
AP600, and the distortions are, therefore, not conservative. The importance, however, of the increased ex-vessel
resistances must be assessed by simulation.

Table 6.50 Impedance MetricS, for Seven-Loop Operation of APEX During Phases 2 Through 4
(for identification ofR, see Fig. 5.12)

Loop S elements of Loop Sections between Branch Points:

Vessel fro
DVIto
Upper
Plenum

RPVto | PRHRto (Rergf";“”de SGto CM’l'(Remainde Upper
through [ PRHRof| SRL of Branch i of) Down-

Hot Leg
Loop, Loop, and SG Loop Cold Leg comer

Cold Leg
1

CMT,

Cold Leg
1

Cold Leg
2

CMT,B

Cold Leg
2

PRHR
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Table 6.51 Impedance MetricS; for Five-Loop Operation of ROSA During Phases 2 Through 4
(for identification ofR, see Fig. 5.12)

Loop S elements of Loop Sections between Branch Points:

-\ Vessel ICMT from
PRHR to (R?rgglnd %c,\;/lt? (Remain-| Upper | fromDVI] Branch
through SRL of der of) Down- to Point tq
Loop, Cold Leg| comer Upper DVI

Plenum *

Hot Leg | Branch in]
and SG | Loops

Primary-
Side Loop

Primary-
Side Loop

* unique branch in ROSA

Table 6.52 Impedance MetricS;, for Seven-Loop Operation of SPES During Phases 2 Through,4
(for identification ofR, see Fig. 5.12)

Loop S elements of Loop Sections between Branch Points:

RPVto | PRHRto (Rercr)lf?lnde SGto CM’l'(Remainde Upper ng/slilofro
e through || PRHR of|  SRL of Branch i of) Down-

Hot Leg Upper
Loop, Loop, and SG Loop Cold Leg comer Plenum

Cold Leg
1

CMT,

Cold Leg
1

Cold Leg
2

CMT,B

Cold Leg
2

PRHR
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Table 6.51shows the impedance metric for ROSA. ROSA has only 24 non-zero elements and is, therefore, difficult
to compare with AP600: it has only one Cold Leg on each side and an atypical branch point in the CMT loops. The
loop elements that are common to ROSA and AP600 are compared in Table 6.51. According to tHiRQ8Bldas

20 of 24 impedance elements distortedhe 20 distortions are caused by eight loop sections with distorted flow
resistances (primarily form losses): Hot Leg, PRHR and CMT Loops, CMT branch segment, two cold-leg segments
vessel interigrand Upper Downcomer. Most importantly, ROSA has greater flow resistance in the reactor vessel than
AP600, which retards the flow into the core and makes the leading scale distortions of flow impedance in ROSA
conservative.

’

Table 6.52presents the impedance metric for SPES, which has 33 non-zero elements, the same number as AP600.
For SPES, 18 of 33 impedance metric elements are distortedrhe most important distortions are in the Upper
Downcomer and retard DVI flows escaping through the cold leg. The distortions in SPES are caused by four loop
sections with distorted flow resistances (primarily form losses): two cold-leg segments, vessel interior, and Upper
Downcomer. Notice that SPES has much lower (1/10) resistance in the reactor vessel than AP600, which enhances
the flow into the core and makes the leading scale distortions of flow impedance in SPES nonconservative. It should
be noted, that impedance distortion are important during dynamic flow transients, flow oscillations, and when rapid
condensation accelerates the flas,well as during quasi steady-state citioths.

6.2.3 Phase 3, ADS-123 Depressurization

This section presents the results of the numerical evaluation ofTtfseoups for the Phase 3, the ADS-123
depressurization phase. See Table 3.1 on Page 3-2 which shows that this phase begins at the instant that the collapsed
liquid level in at least one of the CMTs reaches the designer-specified 67%-volume mark, thereby opening the first
three valve banks of the Automatic Depressurization System (ADS). The phase ends when the collapsed liquid level

in one of the CMTs reaches the designer-specified 20%-volume mark, thereby tripping the fourth bank of ADS valves

to open. Figure 3.1 identifies Phase 3 in the system pressure versus time plot. Table 3.1 lists the major events of Phase
3, and a brief description of Phase 3 is given in Section 3.3.

Presented in this section are the scaling groups for depressurization, system inventory depletion, and system
temperature change. Flow rate scaling for Phase 3 is taken to be the same as for Phase 2 because there are no changes
of the loop configurations in AP600, APEX, ROSA, and SPES, and the fluid density changes during Phase 2 in these
facilities are taken to be the same. Consequently, the geometry-dominated flow distribution should be scaled or
distorted during Phases 3 (and 4) approximately the same as during Phase 2. The scaling groups are presented in the
general and reduced forms the characteristics and advantages of which are explained in Section 4.4.5.

The ADS-1 trip-signal is taken to open simultaneously valve banks 1, 2, and 3 because the time span between the first
and last valve opening of 210 seconds is small compared with the 10 second duration of Phase 3. The reference time
for scaling Phase 3 is the time it takes to displace the reference system wgjtimeugh the ADS-123 valves with

the initial citical volumetric flow rate, ©,9, i.e.,t = Vy / (P19, Where the reference volume is the combined
volume of the Steam Generators, the Pressurizer, the Core Make-up Tanks, the Accumulators, the PRHR tube-side
volume, and the Cold Legs, Hot Legs, and Surge Line. The critical flow through the ADS-123 valves is computed as

if homogeneous equilibrium choking occurred at the valve flow cross-section, with the flow entering the valves as
steam (void fractiom = 1) from the empty Pressurizer.

There is no unique ADS-123 valve flow cross-sectional area for the AP600 design. Instead a range of areas is proposed
for certification. The proposed range of ADS-123 valve flow cross-sectional area for AP600 vary by the factor of 2
(Bessette Fax Transmission of May 28, 1998, 3:24 pm, from NRC to BNL). The results presented here were obtained
with documented specifications (RELAPS, proprietary data), i.e., an area near the median of the NRC- specified range
of ADS-123 valve flow cross-sectional areas, as shown in Appendix 1.2 of the data documentation that has been sent
separately to the NRC. Some of the reported ADS-123 valve flow cross-sectional areas for AP600 are outside the NRC-
specified range.
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The estimated mass flow rate through the ADS-123 val\Wds,), was compared with test data and found to be
greaterby 30, 3 and 12 %, respectively, for APEX, ROSA, and SPES (see Table 5.15). The estimated depressurization
rates for APEX and ROSA, however, are 52% and 38%aller respectively, than the experimentally determined
depressurization rates. There is no accuracy of the mass flow measurements reported for APEX, ROSA, and SPES.
The mass flow rate is directly proportional to the valve flow cross-sectional area. Reported ADS-123 valve flow cross-
sectional areas for APEX, for example, vary by the factor of 2.4 (see [7, p. 5-66; 15, p. 8-5]; OSU-NE 9204, p. 167;
and Bessette Fax Transmission of May 28, 1998, 3:24 pm, from NRC to BNL). Orifice plates are being exchanged
between tests, and it appears impossible to identify the correct ADS-123 valve flow cross-sectional area. The results
reported here for APEX were obtained with ADS-123 valve flow cross-sectional area taken from [6, p. 3-64, Table
3.16-1] because this reference was published shortly after the completion of Test No. SB05, the subject of this scaling
analysis.

The computed reference time, based on volume displacement, is shorter (approxitnfatedyl facilities) than the
depressurization time computed according to Egs. (6-74) through (6-78) which agrees with test data within 5%(see
Table 5.15). Howevet, as defined above is more directly related to the plant-specific geometry and specifications,
and its choice does not affect the phenomena ranking or the scale distortion. The computation is found in Appendix
5.3.

The reference pressure differengg, is the difference between Accumulator trip set point pressure and the initial
containment pressure (see Appendix 5.3). The seléqigdssures the scaled presspteo be of the order of unity.

The initial vapor, mixture, and liquid volumes determine the initial system compliances and are identified in Table
3.1 and shown in Figure 5.3; their values are computed from the volumes listed in Appendix 1.1, and shown in
Appendix 5.2. The combination of reference pressure difference, reference time, and initial system mechanical
compliance is confirmed by the comparison of the predicted initial depressurization rate with the depressurization rate
obtained from the experiments; the comparison is shown in Table 5.15.

The reference cooling powers for PRHR, CMTSs, reactor core, and Upper Head cooling power are computed in
Appendix 5.3, using the mass flow rate of natural circulation which are obtained from the steady-state momentum
balance discussed in Section 5.5 and shown also in Appendix 5.3.

6.2.3.1 Depressurization

Table 6.53presents the numerical values of tausative process relatéttGroups of depressurization for Phase 3.

They are obtained from the scaldepressurization equatipiqg. (6.1), applied to the control volume shown in Figure

5.3 for Phase 3 (see Figure 3.1 and Section 3.3.1 for the definition of Phase 3¢aldative process relatéd

Groups show the significance of phenomena (system elasticity or system pressure response to volume changes) and
processes (external heating and cooling) relative to the dominant process of fluid discharge through the ADS-123
depressurization valves.

EachII-Group in Table 6.53 is interpreted in the text of Section 6.1, next to the equation that defines it, and the
defining equation is again indicated in the first column of Table 6.53. The second column shdw&tbap symbol

as used in Eq. (6-1), the third through sixth columns list the numerical valuesGf@reups, and the last column
explains distortions, if any.

All geometric parameters appearing in Tfi€sroup definitions, Egs. (6-2) through (6-5) and (6-10) through (6-13)
for Tables 6.53 and 6.54 are found in Appendix 1. The initial conditions and initial thermophysical properties are
found in Tables A.4.4.1 and A.4.4.2 of Appendix 4.3. The initial system compliance and computed reference
parameters appearing in thieGroup definitions were computed through EXCEL and are listed in Appendix 5.3.

By the methods and criteria presented in Sections 4.5 and 4.6 for assessing importance of processes and scale

distortion, Table 6.53 shows for depressurization during Phase 3, that the causative process of ADS-123 discharge is
also the dominant process and tthere is one significant scale distortion each for PRHR condensation in APEX
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and in ROSA. The lower condebsation rate retards inventory discharge less, and reduces subcooling temperature less
in APEX and ROSA than in AP600. The two scale distortions are, therefore, conservative.

Table 6.53 Causative Process Relatdd-Groups for ADS-123 Depressurization During Phase 3

I1-Groups for

Definition of TT-Group Sl}['nébd of Comments
“Sroub 1 Apeo0 | APEX | ROSA | SPES
eohanysa! Compliance Iyc 157 | 157 | 142 | 192
ADS-123 Dischargéeference) H(Dref 1 1 1 1
Small driving
temperature
Condensation in PRHR 1. - difference in APEX,
(Eq. (6-5)) Qap, PRHR 0.36 0.05 0.08 0.37 relative low PRHR
heat transfer in
APEX and Rosa.
Thermal Exp. by Decay
Heating I, | 002 | o0.01 004 | 0.03
(Eq. (6-4)) '
(E‘Erga(‘é_z')‘)""’(see paragraph above  IT,, 001 | o001 | o001 | o002
Heating in SGEq. (6-4)) Oy oo | 7563 | 7.4e3| 7.1e-3] 473
e aing of vapor Oy oo | 6904 | 1263 13e2] 7.2e2
g?gt)mg in Accumulator¢Eq. Oy, | 52e4 | 18e4| 38e5| 86e-d

Table 6.54presents the numerical values of fir@ctional IT-Groups. They are obtained from the scaled fractional
depressurization equatipiq. (6.7), applied to the control volume shown in Figure 5.3 for Phase 3fratteonal

I1-Groups in Table 6.54 show the impact that processes (external heating and cooling) have on the time-rate of pressure
change. Eacholumnentry in Table 6.54 shows an estimate of the fractional pressure change causdtblynanch

the tangent of the pressure vs. time curve in Figure 4.3 is rotated from the horizontal, by the phenomenon associated
with the row of the entry and, consequentigw importanthat phenomenon is during Phase 3. The larger the entry,

the stronger is the effect on the slope of the depressurization curve. Differences between the entriesiiTable

6.54 imply differences in the system response due to the phenomenon associated with that row and, consequently, the
strength ofcale distortiorfor that phenomenon.

Both Tables 6.53 and 6.54 show that the during Phase 3digaharge from the ADS-123 valves dominates
depressurizatigrfollowed by the condensation heat transfer in the Passive Residual Heat Rejection system. All other
phenomena are found to have insignificant effects on depressurization during Phase 3.
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By applying the methods and criteria presented in Section 4.6 for assessing scale distortion, one finds from Tables 6.53
and 6.54 also that the dominant process is scaled in all facilities andiffiaX and ROSA have one significant scale
distortion each for PRHR condensationduring Phase 3. Since the lower condebsation rate retards inventory
discharge less and reduces subcooling temperature less in APEX and ROSA than in AP600, the two scale distortions
are conservative.

Table 6.54 FractionalII-Groups for Depressurization During Phase 3

Symbol of I1-Groups for

Definition of TT-Group Comments
-Group | apgoo | APEX | ROsA| sPEs
ADS-123 Discharge II
Small driving
temperature
Condensation in PRHR 1. - difference in APEX,
(Eq. (6-11)) P. Qz, PRHR 0.23 0.03 0.06 0.19 relative low PRHR
heat transfer in
APEX and Rosa.
Thermal Exp. by Decay II. .
Heating(Eq. (6-10)) P.Qu 0.014 0.005 0.026 0.015

ey paragraph M,o, | 0009 | 0005| 0007| 0.008

Heating in SGEg. (6-10)) P.Qu. s v 4.8e-3 4.7e-3 5.0e-3 2.4e-3
UHD Heating of vapor II. - ) ) i b
(Eq. (6-10)) P.Qu upy | 4-4€-4 7.5e-4 9.1e-3 3.7e-2

Heating in Accumulators (Eq| TI
(6-12))

P, QN2 3.3e-4 1l.1e-4 2.7e-5 4.5e-4

6.2.3.2 Inventory Change

The system inventory changes during Phase 3 take place in the refilling of the pressurizer (PRZ) and in the draining
of the Core Make-up Tanks (CMT). These two components are separate and, therefore, modeled and scaled
individually. The scaling groups associated with the PRZ and CMT are collected below in Tables 6.55 and 6.56.
Liquid inventory change during Phase 3 is modeled, as for the previous phases, as the compliment of vapor volume
change. The model for the rate of vapor volume change is presented in Section 5.4.1.3. The scaling of the general
vapor volume equation, Eqg. (6.14) is presented in Section 6.1.2.1 and applied to the pressurizer. The CMT
modification of the general vapor volume equation, Eq. (6.79) is found in Section 6.2.2.2.

Pressurizer Inventory Change During Phase 3

The scaled inventory equation, Eqg. (6.14), is shown in Section 6.1.2.1. Equation (6.14) is applied to the PRZ volume
as the control volume and modified for the PRZ having inflow through the surge line and discharge from the top
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through the ADS-123 valves. The modified equation is simplified on the basis of the results in Table 6.53: the terms
from PRHR phase change, Accumulator heating, single-phase liquid expansion, and break flow, all affecting flashing
due to depressurization, are neglected relative to the depressurization caused by ADS-123 discharge. The scaling
groups are evaluated for the conditions at the beginning of Phase 3 when the HBa vgth vapor ¢ = 1), and when
single-phase liquid enters the PRZ through the surge line.

Thecausative process relat@tiGroup ofvolumetric compliancequals the ratio of system over PRZ response times,
divided by the correction due to flashing

Vo

II — VPRZ

VC,PRZ '
¥, prz
\y o

where the reference volumé, is the same as defined above for the scaling of depressurizationcalibative process
relatedIT-Group of PRZ heatingequals the ratio of vapor volume generation rate by wall heating over vapor volume
discharge rate by ADS, divided by the correction due to flashing

(6-97)

PRZ

QPRZ

phf
I — g 19/9

V, Q, 29,PRZ ¥ '
1-V «,PRZ
Av 0

where the heating rat€).,, is estimated from the thick-walled heat conduction model, as used in Eq. (5-56). The
equation scaled by theausative process relatedethod for the change of vapor volume in the Pressurizer is

(6-98)

PRz

b dopr, _ ooV (T“)PRZ D
VCPRZ .. @~ Vprz ADS123
dt Xy
Qerz
+IL, & 20.PRZ e (6-99)
( g fg)

Table 6.55below presents the numerical values of tiaeisative process relat@ttGroups for PRZ inventory change
during Phase 3. Theausative process relatéftGroups in Table 6.55 show the significance of phenomena (system

volumetric compliance) and processes (external heating and cooling) relative to the process of ADS-123 valve
discharge.

Table 6.55 is to be read in the manner as the previous tables. An explanation for the table entries is found on Page
6-24 for Table 6.1. All geometric parameters appearing imH@&roup definitions, Eqgs. (6-97) and (6-98) are found

in Appendix 1. The initial conditions and initial thermophysical properties are found in Appendix 4.4. The initial
system compliance and computed reference parameters appearin@liGtioep definitions were computed through
EXCEL and are listed in Appendix 5.3 of the data base document (submitted to the USNRC separately).
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Table 6.55 Causative Process Relatdd-Groups for PRZ Inventory Change During Phase 3

I1-Groups for

Definition of TT-Group Sl}[/%l?gluof Comments
P 1 AP600| APEX| ROSA| SPES
ADS Dischargdreference) 1_[\/, D, 1 1 1 1
Volumetric Compliance
(Eq. (6:97)) IT, 0.10 0.11 0.10 0.10
Wall Heating(Eq. (6-98)) H\/, 9, 2 0.079 0.005 0.003 0.001

Table 6.55 for PRZ inventory change shows the dominance of the causative process of ADS-123 discharge, a rapid
transient due to the small volumetric compiance, and no significant distortion.

Table 6.56presents the numerical values of frectional TT-Groups for PRZ inventory change during Phase 3. The
fractional form of the scaled vapor volume equation is obtained by dividing Eq. (6.99) iy-@Gmup of PRZ
volumetric compliancdl,cprz The numerical values of tHfeactional IT-Groups for PRZ inventory change during
Phase 3., shown in Table 6.56, are, therefore, obtained by dividing the elements of the first and last two rows in Table
6.55 by the respective elements in the second row of Table 6.55.

ThefractionalTT-Groups show the impact that processes (wall heating and ADS-123 discharge) have on the time-rate
of liquid inventory change. Eaatolumnentry in Table 6.56 showsow muchthe tangent of the PRZ vapor inventory

vs. time curve in Figure 4.3 is rotated from the horizontal by the phenomenon associated with the row of the entry and,
consequenthhow importanthat phenomenon is during Phase 3. The larger the entry in a row, the stronger is the
effect on the rate of change of the liquid inventory in the Pressurizer. Differences between the entrisgsah Eable

6.56 would imply differences in the system response due to the phenomenon associated with that row and,
consequently, they would show the strengtlscdle distortion relative to AP60f@r that phenomenon on liquid
refilling of the PRZ.

Table 6.56 FractionalII-Groups for PRZ Inventory Change During Phase 3

Symbol of I-Groups for

I-Group | Apeoo | APEX | ROSA| sPEs

Definition of TT-Group Comments

ADS Discharge(Eq. (6-97)) o, 9.61 9.37 10.07 | 9.73
Wall Heating .
(Eqs. (6.98) and (6-97) 1y 6 2 0.76 0.05 0.03 0.01

Based on the methods and the criterion given in Section 4.5, one sees from Table 6.55 that the “significant” discharge
through the ADS-123 valves dominates the change of PRZ inventory during Phase 3. By combining the results
presented in Tables 6.55 and 6.56 for the PRZ inventory during Phase 3 onediddsortion of a significant
phenomenon See Sections 4.5 and 4.6, respectively, for the definitions of “significant phenomena” and “significant
scale distortions.”
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Inventory Change in Core Make-up Tanks During Phase 3

For Phase 3, the scaled inventory equation for the CMT is, as for Phase 2, the vapor mass balance, Eq. (6-79), shown
in Section 6.2.2.2, since liquid inventory change is modeled as the compliment of vapor volume change. Equation
(6-79) applies to the CMT volume as the control volume and is simplified on the basis of the results in Table 6.53:
only the ADS-123 discharge term is retained for the CMT fluid dilatation due to flashing . The draining rate is
computed from the steady-state momentum balance, Eq. (5-55). Since the CMT circulation is disrupted during Phase
3, the difference between draining and entering volumetric flow rates is computed from the volumetric flux divergence
equation, Eq. (5-5), where the time rate of depressurization is given by Eq. (5-8). The heat transJgy rate, is
computed from Eq. (6-86). The scaled inventory equation (normalized by the causative process of CMT flow) for the
CMT is, from Eqg. (6-79) after simplification,

da, Ve )
CMT  _ . f .
My, cvr T Doyt *+ My o, h Qo ouT
fg
lP *
o, CMT . i
*+ ILy, o Aps ” P pps: (6-100)
v

where thecausative process related-Group ofvolumetric compliancd]lc cus iS the ratio of CMT over system
reference times and defined by Eq. (6-81), dhigsative process relatsdaling group fophase change inthe CMII,, Q0

or the ratio of the rate of volume change due to phase change in the CMT over the rate of volume displaced‘by draining
is defined by Eq. (6-84), and tleausative process relatestaling group for theffect on the CMT draining from
flashing due to volume displacement through the bréRk., aps OF the ratio of the CMT reference time over the

CMT liquid volume response time to ADS flow, is defined by Eq. (6-85) with ADS-123 flow replacing the break flow.

Table 6.57lists thecausative process relat€tGroups defined by Egs. (6-81), (6-84), and (6-85), for CMT inventory
change during Phase 3 (see Figure 3.1 and Section 3.3.1 for the definition of Phase 3). All geometric parameters
appearing in th&l-Group definitions, Egs. (6-81) through (6-84) are found in Appendix 1. The fluid properties for

the CMT which occur in Egs. (6-81), (6-84), and (6-85) are evaluated with the initial CMT void fraatigp(= 0.33.
Reference parameters for the primary system which occur in Egs. (6-81), (6-84), and (6-85) are the same as for the
scaling of the Phase 3 depressurization discussed in Section 6.2.3.1 and shown in Appendix 5.3.

The causative process relatddtGroups in Table 6.57 show, through the magnitudes of the elementsaaran,
the significance of phenomena (CMT volumetric compliance) and processes (external heat transfer) relative to the
process of fluid drainage from the CMT.

Toread Table 6.57, recall that eddhGroup is interpreted in the text above next to the equation that defines it, and
the defining equation is indicated in the first column of Table 6.57. The second column shdlSttoeip symbol

as in Eqg. (6-100) with the subscriPMT omitted (since CMT is in the table heading), the third through sixth columns
list the numerical values of tHé-Groups for the AP600 and the three related facilities APEX, ROSA, and SPES, and
the last column is provided for comments explaining distortions.

By the methods and criteria presented in Sections 4.5 and 4.6 for assessing importance of processes and scale
distortion, Table 6.57 shows for CMT inventory change during Phase 3, that the causative process of CMT draining

is also the dominant process and tiate is one significant scale distortion each in APEX and ROSAThe larger

volumetric compliance in APEX slows down the CMT draining an leads to a lower pressure at the end Phase 3. That
scale distortion in APEX is, therefore, not conservative. The scale distortion on in ROSA is also nonconservative
because it increases subcooling temperature more in ROSA than in AP600.
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Table 6.57 Causative Process Relatdd-Groups for CMT Inventory Change During Phase 3

I1-Groups for

Definition of TT-Group Sl_)[/%?gluof Comments
P 1 AP600| APEX| ROSA| SPES
: : Rel. low CMT
CMT Volumetric Compliance I, 4.77 12.39 7.62 3.94 drainage flow in
(Eq. (6-81)) APEX.

CMT Draining (reference) Ly gn 1 1 1 1

Rel. low CMT wall

Effect of CMT Phase Change | T[T, . heat transfer rate irf
(Eq. (6-84)) ViQy | 020 026 f 009 1 036 | “Rrosaand high

CMT flow rate.
(ngchGo_gg)[;s Flow Iy pos | 1.8¢-02| 8.4e-03 3.6e0f 1.2e-02

Table 6.58presents the numerical values of fn&ctional IT-Groups for CMT drainage during Phase 3 (see Figure
3.1 and Section 3.3.1 for the definition of Phase 3). fraetional TT-Groups are introduced in Section 4.4.5.2. For
CMT drainage during Phase 3, they are obtained by dividing the causative processlteimaps given in the last
three rows of Table 5.57 by the elements in the first row of Table 5.57.

Table 6.58 FractionalII-Groups for CMT Inventory Change During Phase 3

Symbol of I-Groups for

Definition of TT-Group T1-Group AP600 | APEX | ROSA| SPES Comments
Rel. low CMT
CMT Draining (Eq. (6-88)) 1R 0.21 0.08 0.13 0.25 draizggée xf.low in
Rel. low CMT Wal[
(nggft(gfg;gT Phase Change | 1, - 0.04 0.02 | o.01 0.09 h?égin;;%r%ﬁ )

CMT flow rate; the
opposite in SPES.

(ngSCt(gngz[)))s'lz?’ Flow M, cvraos | 3.86-03| 6.8e:04 4.7e03 3.0e-03
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As explained in Section 4.4.5.2, tHieactional IT-Groups show the impact that processes (external heating and
draining) have on the time-rate of CMT liquid inventory change.

By the methods and criteria presented in Sections 4.5 and 4.6 for assessing importance of processes and scale
distortion, Table 6.58 shows for importance of processes to CMT inventory change during Phase 3 the same results
as Table 6.57, namely that the causative process of CMT draining is also the dominant process. However, for scale
distortion. results from the two tables diffeAPEX, ROSA, and SPEShave one significant scale distortion each

The scale distortion in APEX and ROSA are nonconservative, as explained for Table 6.57. The scale distortion on
in SPES is conservative.

6.2.3.3 Temperatures

During Phases 1 and 2, fluid dilation was shown to be insignificant, except during Subphase 1.2 when the large liquid
volume of the primary system experienced full-power cooling in the steam generators and only decay heating in the
core. Thus, liquid temperature change was important only during Subphase 1.2.

During Phase 3, the change of global system temperature follows the change in saturation temperature and is
dominated by the change of pressure rather than the rates of heat transfer between structures and fluid. The change
of system pressure is scaled in Section 6.2.3.1. Most importantly, the thermal expansion or contraction of the single-
phase liquid has insignificant impact on depressurization and on liquid inventory. This is seen from the scaling results
presented in Tables 6.53 through 6.58 in Sections 6.2.3.1 and 6.2.3.2. Therefore, evaluation of the scaling groups
presented in Section 6.1.3.1 for Eq. (6-22) of the rate of temperature change would not reveal any new scale distortions
and is omitted.

6.2.3.4 Flow Rates, Inertia and Impedance

The number of loops and the loop configurations in AP600, APEX, ROSA, and SPES are the same during Phases 2,
3 and 4. The flow through the ADS valves is choked flow and, as the break flow, determined by system pressure
through quasi-steady momentum and mass balances for equilibrium critical-flow, rather than by inertia and flow
impedances. Since all facilities have the same level elevations in the CMTs and the PRHR syifeshwiisif steam

on the tube side, there are no significant differences in the fluid density distributions among the facilities. The scaling
for the momentum balance is dominated by the geometry affecting inertia and form losses (inertia). Therefore,
evaluation for Phases 3 and 4 of the scaling groups presented in Section 6.2.2.4 for the momentum balance, Eq. (6-68),
for natural circulation would not reveal any new scale distortions beyond those presented in Section 6.2.2.4 for Phase
2. The evaluation for Phases 3 and 4 of the scaling groups presented in Section 6.2.2.4 for the momentum balance and
is, therefore, omitted.

6.2.4 Phase 4, ADS-4 Depressurization

This section presents the results of the numerical evaluation df-tBeoups for the Phase 4, the ADS-4 blowdown

phase. See Table 3.1 on Page 3-2 which shows that this phase begins at the instant that the collapsed liquid level in
at least one of the CMTs reaches the designer-specified 20%-volume mark, thereby opening the fourth and last valve
banks of the Automatic Depressurization System (ADS) at the top of vertical pipe sections emanating from each Hot
Leg (see Fig. 5.9). The phase ends when the system pressure is sufficiently low for gravity draining from the In-
containment Refueling Water Storage Tank (IRWST). Figure 3.1 identifies Phase 4 in the system pressure versus time
plot. Table 3.1 lists the major events of Phase 4, and a brief description of Phase 4 is given in Section 3.4.

Presented in this section are the scaling groups for depressurization, system inventory depletion, CMT inventory

draining, Reactor Pressure Vessel (RPV) inventory change and RPV temperature change. Flow rate scaling for Phase
4 is taken to be the same as for Phase 2 because there are no changes of the loop configurations in AP600, APEX,
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ROSA, and SPES, and the fluid density changes during Phase 2 in these facilities are taken to be the same.
Consequently, the geometry-dominated flow distribution should be scaled or distorted during Phases 4 approximately
the same as during Phase 2. The scaling groups are presented in the general and reduced forms the characteristics and
advantages of which are explained in Section 4.4.5.

Both ADS-4 valves are modeled to open simultaneously. The reference time for scaling Phase 4 is the time it takes
to depressurize the primary system from the Phase 4-starting prggstioehe end pressurg,, at which gravity

permits injection from the IRWST. The reference time is computed from Eq. (5-52); the computation is shown in the
last continuation of Table A.5.4 in Appendix 5.4, using the ADS-4 volumetric flow rate as the reference flow rate.
The estimated reference time is compared, in the section for Phase 4 of Table 5.15, with the experimentally determined
blowdown time.

The reference pressure drafp, = P, - P iS cOmputed in Table A.5.3 of Appendix 5.3, by integrating the
depressurization equation, Eq. (5-8) to estim@teusing the Accumulator trip set point pressure as the starting
pressure for the integration. The integral of Eq. (5-8) is given by Eq. (5-53) and Eqs. (5-54) through (56). The end
pressurep,, is computed from the specified containment pressure and the gravity head of the stagnant fluid in the
IRWST. The estimated starting pressure is also compared, in the section for Phase 4 of Table 5.15, with the
experimentally determined starting pressure.

The reference volumetric flow rate is computed as critical homogeneous equilibrium flow, using the Phase 4-starting
pressure and the core exit vapor mass fraction that was obtained with the drift flux model for churn-turbulent bubbly
flow. The computation is found in Appendix 4.5, and the comparison with experimental flow rates in Table 5.15.

The initial vapor, mixture, and liquid volumes determine the initial system compliances and are identified in Table

3.1 and shown in Figure 5.4; their values are computed from the volumes listed in Appendix 1.1, and shown in
Appendix 5.4. The combination of reference pressure difference and initial system mechanical compliance is
confirmed by the comparison of the predicted blowdown time with the blowdown time obtained from the experiments

(see Table 5.15).

The reference cooling powers for PRHR, CMTSs, reactor core, and Upper Head cooling power are computed in
Appendix 5.4, using the mass flow rate of natural circulation which are obtained from the steady-state momentum
balance discussed in Section 5.5 and shown also in Appendix 5.4.

6.2.4.1 ADS-4 Depresgiration

Table 6.59presents the numerical values of ttausative process related and fractio&iGroups of primary-system
depressurization during Phase 4. They are obtained from the stdezssurization equatipiq. (6.1), applied to

the control volume shown in Figure 5.4 for Phases 4 (see Figure 3.1 and Section 3.3.1 for the definition of Phase 4).
The causative process relat@@Groups show the significance of phenomena (system elasticity or system pressure
response to volume changes) and processes (external heating and cooling) relative to the dominant process of fluid
discharge through the ADS-4 depressurization valves. caligative process relat@ftGroups are the same as the
fractional TI-Groups because the reference time for Phase 4 is the characteristic time of depressurization.

Table 6.59 is read as all previous tables: dagBroup is interpreted in the text of Section 6.1.1.1, next to the equation
that defines it, and the defining equation is again indicated in the first column of Table 6.59. The second column
shows thd1-Group symbol as used in Eq. (6-1), the third through sixth columns list the numerical value$lef the
Groups for AP600 and the related test facilities, and the last column explains distortions. All geometric parameters
appearing in th&l-Group definitions, Egs. (6-2) through (6-5) and (6-10) through (6-13) for Tables 6.59 and 6.60 are
found in Appendix 1. The initial conditions and initial thermophysical properties are found in Tables A.4.5.1 and
A.4.5.2 of Appendix 4.5. The initial system compliance and computed reference parameters appearifig@ndbe
definitions were computed through EXCEL and are listed in Appendix 5.4 of the data base document.
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Table 6.59 Causative Process Related and FractionH-Groups for ADS-4 Blowdown During Phase 4

I1-Groups for
Definition of TT-Group Sl}['%?gl of Comments

UP 1 AP600 | APEX | ROSA | SPES
Mechanical Compliancgset
equal to 1, to define reference HMC 1 1 1 1
time)
ADS-4 Blowdown,(reference) Dpps s 1 1 1 1

Low pressure in
Boiling Heat Transfer in Core T APEX; low
(Eq. (6-5)) Q2 0.98 6.40 3.48 1.02 subcooling in APEX
and ROSA.

ADS-123 Depressurization,
63 My .| 008 | 007 | o009 | o004
g?gt)'”g in Accumulator¢Eq. M, 0011 | 6.2e4| 43e5| 41ed
Thermal Exp. of Subcooled
Liquid by Decay Heating HQ'l@ | 1.8e-3 8.5e-4 9.4e-4 6.1le-4
(Eg. (6-4)) '
I(BIErga(lé_zl)())w(see paragraph above Hq)bk 1.4e-3 3.3e-3 1.7e-3 5.9e-4

ThefractionalTI-Groups of primary-system depressurization during Phase 4, which were introduced in Section 4.4.5.2,
are identical to theausative process relatdd-Groups listed in Table 6.59, because the choice of reference time
renders th&l-Group of mechanical compliance to be equal to 1. Thus;Husative process relat@f-Groups in Table

659. show also the impact that processes (external heating and cooling) have on the time-rate of pressure change: each
columnentry in Table 6.59 showsow muchthe tangent of the pressure vs. time curve in Figure 4.3 is rotated from

the horizontal by the phenomenon associated with the row of the entry and, consedwemtigpportantthat
phenomenon is during the respective phase. Differences between the entries of &able 6.59 imply differences

in the system response due to the phenomenon associated with that row and, consequently, the stigth of
distortionfor that phenomenon.

Table 6.59 shows that the during Phase 4dikeharge from the ADS-4 valves and phase change in the core dominate
depressurizationAll other phenomena are found to have insignificant effects on depressurization. For depressuriza-
tion during Phaseéhere are two significant scale distortions in the core vapor generation rate: one in APEX and

one in ROSA The distortion is due to the relative lower core inlet subcooling and larger evaporation rate in APEX
and ROSA, and to the low pressure in APEX. The phase change in APEX and ROSA are relatively greater than in
AP600, causing greater expulsion of inventory from the primary system, and the scale distortions are, therefore,
conservative

6.2.4.2 Inventory Changes During Phase 4
The system coolant inventory is depleted during Phase 4 by fluid discharge of initially critical homogeneous

equilibrium flow through the ADS-4 valves, and by fluid discharge through the ADS-123 valves and spargers where
the flow becomes
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subcritical early in Phase 4. Scaled are for this phase the inventory changes in the whole primary system, the Reactor
Pressure Vessel, the Pressurizer, and the Core Make-up Tanks.

The scaled system vapor inventory equation, Eq. (6.14), is shown in Section 6.1.2.1. Equation (6.14) is applied to
the system control volume shown in Figure 5.4, with the components as described in Table 3.1.

System Inventory Change During Phase 4

Table 6.60below presents the numerical values ofthasative process relat@é@tGroups for system inventory change

during Phase 4. Theausative process relatéftGroups in Table 6.60 show the significance of phenomena (system
volumetric compliance) and processes (external heating and cooling) relative to the process of ADS-4 valve discharge.
Table 6.60 is read as the previous tables, according to the explanation given on Page 6-24 for Table 6.1. While phase

change effects appear unimportant for AP600, they are significant in APEX. The scale distortion is, however,
conservative and has the same cause as the APEX scale distortion for depressurization.

Table 6.60 Causative Process Relatdd-Groups for System Inventory Change During Phase 4

I1-Groups for
Definition of TT-Group Symbol of Comments
I1-Group
AP600 | APEX | ROSA| SPES
ADS-4 Dischargéreference) Vo 1 1 1 1
» Y ADS-4
Volumetric Compliance I -
(Eq. (6-15)) Ve 0.35 0.41 0.42 0.29
ADS-123 Discharge I
0.08 0.07 0.09 0.04
(Paps-123/ P aps-d V. Paos 123
Phase Change Effects High evaporation
(Eq. (6-16)) HV, Q, 20 3.8e-2 | 3.7e-1 9.5e-2 6.9e-2| rate flalrt] [g\é)v E|o)zessure
Thermal Exp. of Single-Phasq 11 . i i i N
Liquid (Eq. (6-4)) V,Q, 1¢ 1.8e-3 8.5e-4 9.4e-4 6.7e-4
Break Flow(®y, / © aps.) I bk 1l4e-3 | 3.3e-3| 1.7e-3] 5.9e-4
Accumulator Heating I1,, - ) ) i _
(Eq. (6-12)) V, Qy, 1.7e-4 | 4.2e-8 1.0e-7] 2.0e SF

Table 6.61presents the numerical values of fteetional IT-Groups for system inventory change during Phase 4. The
fractional form of the scaled vapor volume equation is Eq. (6.17). The numerical valuedmaidtienal IT-Groups

for system inventory change during Phase 4 are obtained by dividing the elements of the first and the last five rows
in Table 6.60 by the respective elements in the second row of Table 6.60rathienal TT-Groups show the impact

that processes (wall heating and ADS-123 discharge, etc.) have on the time-rate of system liquid inventory change.

See Sections 4.5 and 4.6 for the method and criteria for evaluating Table 6.61. Tables 6.60 and 6.61 show that system
inventory changes during Phase 4 are dominated in AP600 by ADS-4 flow rate, and that there are no significant scale
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distortions in ROSA and SPERAPEX has one phenomenon distorted which is not important for AP600boiling

in the core is more pronounced in APEX than in AP600 because of lower subcooling in the core and because the vessel
pressure is relatively low in APEX. The scale distortion is, however, conservative and has the same cause as the APEX
scale distortion for depressurization.

Table 6.61 Fractional II-Groups for System Inventory Change During Phase 4

Symbol of

I1-Groups for

Definition of TT-Group Comments

II-Group I Apgoo | APEX | ROSA| SPES

ADS-4 Dischargéreference) i e s 2.91 241 2 39 3.49

ADS-123 Discharge

@ © o) 9 i Drpes | 0.23 0.18 0.22 0.13

Phase Change Effects _ High evaporation

(Eq. (6-16)) H"‘v Q2 0.11 0.88 0.23 0.24 rate at low pressurg

Thermal Exp. of Single-Phase

Liquid (Eq. (g_ ) g I, 51, | 5263 | 20e3| 23e3| 238

Break Flow(®y, / © 4ns.) T o 42e-3 | 8.0e3| 4.2e-3] 2.0e-3

(AECqC“(g]g'Z";‘)tor Heating Mo, | 494 | 10e7| 24e7 6.9¢-9

Inventory Change in Reactor Pressure Vessel

The liquid inventory change in the Reactor Vessel (RPV) is modeled for Phase 4 as the equation for the time rate of
liquid volume change and normalized to obtain this scaled equation in terms of the liquid mass flows entering the RPV,
the subcooling enthalpy flow at the core entrance, and the time rate of pressure change ( which is scaled in Section
6.2.4.1). The liquid inventory equation, scaled by the causative process related scaling method, is:

d“l, RPV

dt”

I1

VC, RPV

I1

ADS CMT, PRZ bk

.
v W

+ I1

- 1II

- II

Nk
Q,,

V' QZ@ *
h
fg

Vv, subWCR

1- fz:akpkhk’
, g

Ah

h

sub
fg

V.p

hyg

4
+ O Py

p*, (6-101)
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where the ADS-4 flow is the term of the causative process, lilg,,, =1, and the scallng groupatithetric
complianceor the ratio of RPV over system (depressurlzatlor‘i‘ﬁ’ response times is given by

VRPV(pI )O ((DADSzl)O (6-102)

I = ,
verey Ap, (Xv)o (WADS4)O

and the scaling groups of vessiguid in and out flowdor in flows from the CMTs and the PRZ, and the out flows
to the break are given by the ratios

I, . = 0 (6-103)
V. W (W

the scaling group afore heatingor the ratio of the decay heat power over the ADS-4 enthalpy discharge rate is given
by

Qe

VVQ.Q@ = (h W

, (6-104)
ADS4)

the scaling group afubcooling in the coreor the ratio subcooling enthalpy over ADS-4 discharge enthalpy flow rates
is given by

sub

I = 1 % R (6-105)

Ve (h WADS4> 1

(ANgWeg),

and the scaling group ofepressurization effects on RPV liquid inventanythe ratio of mass displacement rate due
to flashing over mass displacement rate due to ADS-4 discharge is given by

V2(p ((DADSzl)O

_ 1-phy
P (XVWADS4)O

h

’

‘p (6-106)

fg

All the symbols in Egs. (6-102) through (6-106) have the sameitilgfia as given in the previods-Group definitions

for Phase 4. Geometric parameters appearing in Egs. (6-102) throd@®)@re found in Appendix 1, theitral and
operating conditions in Appendix 4.5, and the evaluation of F@&roups in Egs. (6-102) through (6-106) is presented
in Appendix 5.4 of the proprietary data base document (submitted separately to the USNRC).

NUREG/CR-5541 6-82



6. Scaling Groups

Table 6.62lists the numerical values of tleausative process relaté@tGroups for PRV inventory change during
Phase 4, defined by Egs. (6-102) through (6-106). ddesative process relat&ftGroups listed in the third through
sixth columns of Table 6.62 show, through their relative magnitude, the significance of phenomena (system volumetric
compliance) and processes (external heating and cooling) relative to the process of ADS-4 valve discharge.

Table 6.62 is read as the previous tables, according to the explanation given on Page 6-24 for Table 6.1. By the
methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page 6-22,
one finds from Table 6.62 that (1) the flow from PRZ is the dominant process (at least initially); aher@hare

one scale distortion each in APEX and ROSA, and two in SPESROSA and SPES have backfilling of the PRZ (see

the negative signs in Table 6.62), a conservative scale distortion. The scale distortion in APEX is nonconservative.
PRZ injection is not scaled by any test facility and affects the inventory in the reactor vessel at the beginning of Phase
5, when the minimum inventory is expected in the vessel.

Table 6.62 Causative Process Related-Groups for RPV Inventory During Phase 4

Symbol of I-Groups for

I1-Group | Ape00 | APEX | ROSA| SPES

Definition of TT-Group Comments

Low ADS-4 flow in

(I?Ef;e.c(tts?fozgz niection Huw, | 2 B9 =210 094 PézPZE%g)IS% A
ADS-4 Flow (reference) 1_[\/, Waps 4 1 1 1 1

FEZY(E\S/_%Q)H”C Compliance | 11, oy | 065 | 121 | o054 | o052

et | e | v | oo | oz | on | S
(EEf;e?sof oS Discharge |11, | 010 | 009 | o011 | o005

o eoay e changeinCote Ty s | 007 | 007 | 006 | 003

(EEf;ec(golf Oig’)bcoo””g inCore 1 T, | 006 | 004 | o004 | o002

(EEf;eitaolf ORE;)F)’V Flashing I, , 1e-3 le-3 5e-4 2e-3

(EEf;eitaolf O%S)eak Flow I, 7e-3 | 2e2 | 6e3| 3e3
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Table 6.63presents the numerical values of frectional TT1-Groups for RPV inventory change during Phase 4. The
scaled liquid volume equation, based on the fractional scaling method, is obtained by dividing Eq. (6-101]-by the
Group of RPV volumetric compliancél,c gy Consequently, the numerical values of trectional TI-Groups for

RPV inventory change during Phase 4., shown in Table 6.63, are obtained by dividing the elements of the first and
last seven rows in Table 6.62 by the respective elements in the second row of Table 6.8&cfitreal TT-Groups

show the impact that processes (wall heating and injection flow rates) have on the time-rate of liquid inventory change.

Table 6.63 is arranged consistently with the previously presented tables, each entry showing the fractional change of
RPV inventory, i.e.,how muchthe tangent of the RPV liquid inventory vs. time curve in Figure 4.3 is rotated from

the horizontal by the phenomenon associated with the row of the entry. Consequently, the ent@amhahow

how importanthat phenomenon is for the facility of the column during Phase 4. Differences between the entries in
arow of Table 6.63 imply differences in the system response (relative to AP600) due to the phenomenon associated
with that row and, consequently, they show the strengttale distortiorfor that phenomenon on liquid inventory

of the RPV.

Table 6.63 Fractional II-Groups for RPV Inventory During Phase 4

Definition of TT-Group Sﬁ'%?gh%f [ Oroups for Comments
AP600 | APEX | ROSA| SPES
Low ADS-4 flow in
ctectmznsion |y foss | 7 | s | s | e
SPES
O  6102) Oowe., | 157 | 090 | 184 | 1.93
e oieon | T,y | 55 | 028 | o4 | 025 | Soiee
oz Dscharge | I, wee| 016 | 0.08 | 021| 0.09
e o ase changein Cofe 11, o, | 011 | 0.06 | 012| 0.05
e ooy € | Maysw | 0.09 | 003 | 0.07| 003
e R aercion) M, | 1le2| 15e2 12e2 4.9ef3
e e o) Mo | 1.5e-3| 8.9e-4 9.0e-4 3.1e3

Based on the definitions, criteria, and methods discussed in Sections 4.5 and 4.6 for importance of processes and
relevant distortions, respectively, one sees from Tables 6.62 and 6.63 that PRZ, CMT, and ADS-4 flows dominate the
change of RPV inventory in AP600 during Phase 4, and that for the RPV inventory change during Phase 4 there are
one scale distortion each in APEX and ROSA, and two in SPESWhile AP600 and APEX haveraining from the
Pressurizer into the reactor vessel (according to the estimated liquid level elevation and the flow resistances in the
surge line and Hot Leg), ROSA and SPES heefdling (see also the above negatiD@_WPRZ -values in Table 6.63)
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of the Pressurizer at the beginning of Phase 4. The scale distortions of PRZ injection in ROSA and SPES are
conservative, the one in APEX is nonconservative. Both scale distortions in SPES are conservative.

PRZ injection is not scaled by any test facilityand affects the inventory in the reactor vessel during Phase 4 and
therefore at the beginning of Phase 5, when the minimum inventory is expected in the vessel. However, the
guantitative assessment of the effect from PRZ injection is to be determined by simulation, since the PRZ injection
cannot be expected to last the whole of Phase 4. The ADS-4 flow in APEX is low on account of the relatively low
APEX pressure. This gives rise to the Ia@QWPRZ -value in Table 6.62, and its associated value in Table 6.63.

Inventory Change in Core Make-up Tank During Phase 4

For Phase 4, the scaled inventory equation for the Core Make-up Tanks (CMT) is, as for Phases 2 and 3, the vapor
mass balance, Eq. (6-79), shown in Section 6.2.2.2, since liquid inventory change is modeled as the compliment of
vapor volume change. Equation (6-79) applies to the CMT volume as the control volume and is simplified here on
the basis of the results in Table 6.59: the ADS-4 discharge and the last four unimportant phenomena in Table 6.59
which all cause flashing are combined and normalized directly with the reference depressurization rate according to
Eq. (5-52):

8 - oV (6-107)
Aty ((DADSzl)O

whereAt,, is the reference time of Phase 4, as explained in the third paragraph of Section 6.2.4. This combination
eliminates the repetition of scaling groups that have already been ranked and assessed in Section 6.2.4.1. The
reference volumetric flow rate is the initial vapor volumetric flow rate through the Pressure Balance Lines (PBL) which

is estimated from the volumetric flow rate of liquid draining and the volumetric condensation rate.

V, .
((DPBL)O = ((DCMT)O - ( h=fg QCMT, 2@) ) (6-108)
fg 0

where the volumetric flow rate of CMT drainagedyr) o, is computed from the steady-state momentum balance, Eq.
(5-55). The reference heat transfer r&Qg, o\ is computed from Eq. (6-86). The Phase 4 inventory equation for
the CMT is, from Eq. (6-79) (the equation derived by the causative process related scaling method), after the above
simplification,

da,
CMT  _ .
Hyeomr ——— = Pgovr * Uy,

dt’ 3

v,
-2 QZ CMT
h ?,

= Hy cvrp Ya,omr P (6-109)

where thell-Group of volumetric compliancell,c cvs IS the ratio of CMT over system reference times and,
corresponding to Eq. (6-81),

o _ (XO VCMT _ (lo VCMT ((DADS4)O 1 (6'110)

veamr - Lo ((DPBL)O Apo(VxV)o ((DPBL)O

the scaling group fophase change in the CMTI,, o, , OF the ratio of the rate of volume change due to phase
change in the CMT over the rate of volume displacegzby draining, is defined by
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o (sz)o(ﬁ) o
V,CMT, Qy, —((DPBL)O e 0,

and the scaling group for treffect on the CMT draining from flashing due to depressurizaﬂil‘(;jbw’p, or the ratio

of the CMT depressurization reference time over the system reference time, where the CMT depressurization reference
time is the time it takes to displace the CMT volume by depressurization, and where the system reference time if
defined in the third paragraph of Section 6.2.4.

lPot, CMT

VXV

(Paps4)
HV,CMT,p _ (q,)ADSZl 0

Ve (6-112)
0

CMT) 0

with ¥, ., defined by Eq. (6-80) ang, by Eq. (5-9).

Table 6.64lists thecausative process relatdd-Groups defined by Egs. (6-110), (6-111), and (6-112), for CMT
inventory change during Phase 4 (see Figure 3.1 and Section 3.3.1 for the definition of Phase 4). All geometric
parameters appearing in thieGroup definitions, Egs. (6-110), (6-111), and (6-112), are found in Appendix 1. The

fluid properties for the CMT which occur in Egs. (6-110), (6-111), and (6-112), are evaluated with the initial CMT
void fraction of i) = 0.80. Reference parameters for the primary system which occur in Egs. (6-110), (6-111), and
(6-112) are the same as for the scaling of the Phase 4 depressurization which is discussed in Section 6.2.4.1. The
computation of the reference parameters is shown in Appendix 5.4. Table 6.64 is read as the previous tables, according
to the explanation given on Page 6-24 for Table 6.1.

Table 6.64 Causative Process Relatdd-Groups for CMT Inventory Change During Phase 4

Symbol of I-Groups for

I1-Group | Ape00 | APEX | ROSA| SPES

Definition of TT-Group Comments

PBL Flow (vapor, reference) HV, PBL 1 1 1 1

Effect of CMT Phase Change | 1T, .
(Eq. (6-110)) V. Qy, 0.99 1.00 0.98 [ 1.00

Effect of Depressurization, II

ADS Flows(Eq. (6-112)) V.p 0.13 0.08 0.19 0.16

CMT Volumetric Compliance II

(Eq. (6-110)) Ve 0.047 | 0.032| 011 | 0.055

Recalling the definitions, criteria, and methods discussed in Sections 4.5 and 4.6 for importance of processes and
relevant distortions, respectively, one sees fromcdugsative process relatd@-Groups in Table 6.64, through the
magnitudes of the elements italumn the significance of phenomena (CMT volumetric compliance) and processes
(external heat transfer) relative to the process of fluid drainage from the CMT. The small CMT volumetric compliance
of AP600 indicates an early completion of the CMT draining. The phase change in the CMT due to CMT wall heat
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transfer is as important as the vapor supply through the Pressure Balance Line. There appear to be no significant scale
distortions of CMT inventory drainage during Phase 4, even though the CMT volumetric compliance in ROSA is
relatively large.

Table 6.65presents the numerical values of frectional TT-Groups for CMT inventory change during Phase 4. The
numerical values of thieactional TT-Groups for system inventory change during Phase 4 are obtained by dividing the
elements of the first three rows in Table 6.64 by the respective elements in the last row of Table 6.&4ctidrel
IT-Groups show the impact that processes (wall heating and ADS-4 discharge, etc.) have on the time-rate of CMT
liquid inventory change.

Table 6.65 FractionalII-Groups for CMT Inventory Change During Phase 4

I1-Groups for
Definition of TT-Group Sl}['né?ghgf Comments
] AP600 | APEX| ROSA| SPES
I Rel. large
PBL Flow (vapor, reference) &, PBL 21.2 30.9 8.7 18.2 volumetric
compliance in ROSA
Effect of CMT Phase Ch N because of
ecto ase Change - 5 di tionatel
(Eq. (6-109)) &, Qg 21.0 30.8 8.5 18.1 I?(?VLOIE’J;T_I]E?Q\?\I y
Effect of ADS Flow
(Eq, (6-110) I, o 2.8 25 1.6 2.9

Eachcolumnentry in Table 6.65 (pertaining to the facility of the column) shows th#ipie change of CMT inventory

at the beginning of Phase 4, bow muchthe tangent of the CMT vapor inventory vs. time curve in Figure 4.3 is
rotated from the horizontal by the phenomenon associated with the row of the entrigoixeimportantthat
phenomenon is during Phase 4 to the change in CMT liquid inventory. Differences between the entiogsdh a

Table 6.65 imply differences in the system response due to the phenomenon assaciated with that row and, consequently,
they show the strength stale distortiorfor that phenomenon on CMT inventory depletion during Phase 4.

Tables 6.64 and 6.65 show that CMT inventory changes during Phase 4 are dominated in AP600 by CMT phase
change and ADS-4 discharge flow. Table 6.65 shows that, on account of the single phenomenon of low PBL flow in
ROSA, ROSA has two significant scale distortionsin the effects of PBL flow and Phase Change. The scale
distortions are conservative because the slower CMT inventory drainage in ROSA relative to AP600 leads to a lower
vessel inventory at the end of Phase 4. The difference between the distortions shown in Tables 6.64 and 6.65 is
explained in Section 6.3APEX and SPES have no distortions.

Inventory Change in Pressurizer During Phase 4

Vapor is being discharged through the ADS-123 valves from the Pressurizer (PRZ) at the start of the blowdown phase,
Phase 4, while low-void two-phase mixture passes through the Surge Line (SRL). The scaled inventory equation, Eq.
(6.14), is shown in Section 6.1.2.1. Equation (6.14) is applied to the PRZ volume as the control volume, modified
for the PRZ having inflow through the surge line and discharge from the top through the ADS-123 valves at the
threshold of critical flow. The modified equation is simplified on the basis of the results in Table 6.59: the terms
affecting flashing due to depressurization, are combined and the time rate of pressure change is normalized according
to Eq. (6-107). The redting equation for the change of inventory is, as obtained from the causative process related
scaling method,
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H * daPRZ H W* B W*
VEPRZYG ~ 4+ — Yy srLPrz Vg, SRL 4, ADS 123
~Iy, 4, przPg Yo, PrzP (6-113)

Here, thd1-Group ofvolumetric compliancequals the ratio of the time needed to sweep out the Pressurizer volume
over the system response time which is the time required for depressurization through the reference pressure drop

Verz®aps 4)
PRZ\ ~ADS-4/
I1 (6-114)
VC,PRZ )
Ap, (Xv)o ((DADS 123)0
theIT-Group ofSurge Line flovequals the ratio of SRL over ADS-123 mass flow rates
W,
SR
Iy sriprz = —( L>0 , (6-115)
(WAD3123>0

and thd1-Group ofdepressurization effeafashing) equals the ratio of volumetric phase change rate over volumetric

expansion rates
((DADS4 )0 (lPa, PRZ)O

Vp,PRZ — ((I)

I ) (6-116)

AD8123)0 (Xv)o
whereV¥, is given by Eq. (5-12) ang, is given Eq. (5-9) and evaluated in Appendix 5.4.

Table 6.66below presents the numerical values of tiaeisative process relat@ttGroups for PRZ inventory change

during Phase 4. Theausative process relatéftGroups in Table 6.66 show the significance of phenomena (system
volumetric compliance) and processes (external heating and cooling) relative to PRZ discharge through the ADS-123
valves.

Table 6.66 is arranged in the familiar way of the previous tables (see Page 6-24 for Table 6.1). All geometric
parameters appearing in theGroup definitions, Eqgs. (6-113), (6-114), and (6-115) are found in Appendix 1. The
initial conditions and initial thermophysical properties are found in Appendix 4.5. Titial isystem compliance and
computed reference parameters appearing ifiit@roup definitions were computed through EXCEL and are listed

in Appendix 5.4.

The significance of the phenomena affecting the change of PRZ inventory during Phase 4 is seen by comparing in
Table 6.66 the magnitudes of the entries in eaalumnhaving a facility heading, most importantly in the AP600
column. The comparison reveals that phase change is the leading phenomenon, and that Surge Line, and ADS-123
flows are all of the same order of importance. The comparison of the fourth through sixth entriesviwith the

AP600 entry (third entry of the same row) reveals the scale distortitrere is one distortion in ROSA as a
consequence of low SRL flow (large flow restriction). The (conservative) effect of that distortion has been addressed
already in connection with Tables 6.62 and 6.63.
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Table 6.66 Causative Process Relatdd-Groups for PRZ Inventory Change During Phase 4

I1-Groups for

Definition of TT-Group Sﬁ'%?ghd Comments
P 1 AP600| APEX| ROSA| SPES
PRZ Phase ChangEgq. (6- I
116)) vV, p 6.24 5.16 3.32 9.52
ROSA SRL
Surge Line Flow(Eq. (6-115)) 1L, spe 1.70 1.24 0.44 1.06 volumetric flow

rate is too low;

ADS-123 Discharge Flow I

(reference) V, ADS-123 1 1 1 1
Volumetric Compliance(Eg. T
(6-114)) VC 0.64 0.98 0.73 1.26

Table 6.67presents the numerical values of frectional TT-Groups for PRZ inventory change during Phase 4. The
fractional form of the scaled vapor volume equation is obtained by dividing Eq. (6.113) bi+@reup of PRZ
volumetric compliancel,¢ prz Which is defined by Eq. (6-114). The numerical values offtaetional IT-Groups

for PRZ inventory change during Phase 4., shown in Table 6.67, are, therefore, obtained by dividing the elements of
the first three rows in Table 6.66 by the respective elements in the last row of Table 6.66adttumal TT-Groups

show then the impact that processes have on the time-rate of liquid inventory change (refer to Section 4.4.5.2). Each
columnentry in Table 6.67 showsow muctthe tangent of the PRZ vapor inventory vs. time curve in Figure 4.3 is
rotated from the horizontal by the phenomenon associated with the row of the entry and, consduneiportant

that phenomenon is during Phase 4. Differences between the entriesim&Table 6.67 imply differences in the
system response due to the phenomenon associated with that row and, consequently, they show the stralegth of
distortion relative to AP60@or that phenomenon on liquid refilling of the PRZ.

Table 6.67 FractionalII-Groups for PRZ Inventory Change During Phase 4

I1-Groups for
Definition of [T-Group Symbol of P Comments
II-Group | Apgoo | APEX | ROSA| SPES
PRZ Phase ChangEgs. (6- II. -
116) divided by (6-114)) “p 9.75 5.29 457 7.54
ROSA: SRL
volumetric flow rate
. is too low; SPES:
Surge Line FlowEg. (6-115) n 1S v \
divided by (6-114)) & SRL 2.66 1.27 0.60 0.84 high SAF[e)LSfr:) \?/gd lo
(compared to desig
flow ratios).
ADS-123 Discharge Flow 18l -
(inverse of Eq. (6-114)) &, ADS-123 1.56 1.02 1.38 0.79 ||
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Based on the definition for “significant phenomena” given in Section 4.5, one sees from Table 6.67 that phase change
by flashing dominates the change of PRZ inventory during Phase 4. Tables 6.67 texedistortions of a
significant phenomenon based on the definitions of “significant scale distortions” adopted in Section 4.6. The
distortions are the result of low SRL flows in ROSA and SPES and high ADS-4 flow in SPES and have already been
addressed in connection with the scaling of RPV inventory change (see Tables 6.62 and 6.63).

6.2.4.3 Temperature Changes During Phase 4

The important temperature of the primary system is, during Phase 4, the subcooling temperature in the reactor vessel.
The coolant elsewhere is either a saturated mixture or stagnant superheated vapor (Upper Head, Steam Generators)
and does not affect the primary system pressure or inventory.

The change of subcooling temperature is modeled with the energy balance applied to the control volume containing
the liquid in the downcomer and the Lower Plenum. The liquid mass is taken to be constant in the control volume,
and the effect of depressurization on liquid enthalpy is ignored. Liquid enters the control volume from the Core Make-
up Tanks (CMT) through the Direct Vessel Injection (DVI) lines and leaves the control volume through the core
entranceMig = Wy = Wenr- With the normalized enthalpy of the liquid in the control volume defined in terms of

the initial saturation enthalpyhj,, and the initial liquid enthalpy in the CMT ,h{uo by

(hf)o - h

h' = , (6-117)
(hf)o B (hI,CMT)O
and with the normalized enthalpy of the liquid in the CMT defined by
« (hf>0 - hI,CMT
= (6-118)

h
|, CMT )
(hf)o - (hI,CMT)O
one gets the scaled equation for the enthalpy change of the subcooled liquid in the reactor vessel during Phase 4

dh’
dt”

where thd1-Group ofRPV subcoolings the product of Phase 4 reference time and mixing frequency. It is given by

= HsubRPV(h(;MT - h|*>03:nix, (6-119)

Ap, (Xs)o ((DCMT)O

sub RPV = tref ((Dmix>0 = ((DAD34> VDC N VLPL )
0

II

(6-120)

where the reference tinig; has been introduced already in the third paragraph of Section 6.2.4. In Eq. (6-119), the
normalized mixing frequency is,,, = ©cyr/ (Peyr) o

Table 6.68lists the four numerical values of tffiectional ITI-Group I, rey for AP600, APEX, ROSA, and SPES,

respectively. The volumeg,. andV,, are listed in Appendix 1. The other reference parameters in Eq. (6-120) are
computed through EXCEL as shown in Appendix 5.4.
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Table 6.68 II-Groups for Reactor Pressure Vessel Liquid Subcooling During Phase 4

Symbol of I-Groups for

I-Group | Apeoo | APEX | ROSA| sPEs

Definition of TT-Group Comments

APEX: charact. timg
of depressuriz,, is
less than ¥z of that d
AP600 and CMT
flow is low; low
charact. time of
depressurizty, in
SPES.

RPV SubcoolingEg. (6-120)) Mgyb rev 0.83 0.28 0.50 0.36

Differences between the entries in Table 6.68 imply differences in the RPV subcooling temperature response to CMT
flow and, consequently, they show the strengtbazle distortion relative to AP60Or CMT flow during Phase 4 on
RPV subcooling temperature change.

Based on the adopted definition for “distorted” given in Section 4.6, Table 6.67 rawaalistortions of RPV
temperature response one in APEX and one in SPES. The scale distortions are the result of low CMT flows in
APEX and distorted reference times characteristic of depressurization in APEX and ROSA. The scale distortions
produce less subcooling in APEX and SPES and are, therefore, conservative.

6.2.4.4 Flow Rates, Inertia and Impedance for Phase 4

As explained in Section 6.2.3.4, the number of loops and the loop configurations in AP600, APEX, ROSA, and SPES
are the same during Phases 2, 3 and 4. The flow through the ADS-123 and ADS-4 valves is, as the break flow,
determined by system pressure through quasi-steady momentum and mass balances for equilibrium critical, transonic
or subsonic flows, rather than by inertia and flow impedances. Since all facilities have the same level elevations in
the PRZ, CMTs, and the PRHR system is filled with steam on the tube side, there are no significant differences in the
fluid density distributions among the facilities. The scaling for the momentum balance is dominated by the geometry
affecting inertia and form losses (inertia). Therefore, evaluation for Phase 4 of the scaling groups presented in Section
6.2.2.4 for the momentum balance, Eq. (6-68), for natural circulation would not reveal any new scale distortions
beyond those presented in Section 6.2.2.4 for Phase 2. The evaluation for Phases 3 and 4 of the scaling groups
presented in Section 6.2.2.4 for the momentum balance and is, therefore, omitted.

6.2.5 Phase 5, IRWST and SUMP Injections

This section presents the results of the numerical evaluation df4Beoups for the Phase 5, the phase of RPV
injection from the In-containment Refueling Water Storage Tank (IRWST) and the sump. See Table 3.1 on Page 3-2
which shows that this phase begins when the system pressure is sufficiently low for gravity draining from the IRWST
and continues for the AP600 indefinitely, but ends for APEX, ROSA, and SPES with the termination of the respective
experiment. Injection from the Sump is initiated by check valve action when the IRWST and Sump level elevations
are equal. Figure 3.1 identifies Phase 5 in the system pressure versus time plot, which shows that the system pressure
is near containment pressure. Table 3.1 lists the major events of Phase 5, and a brief description of Phase 5 is given
in Section 3.5. The distribution of subcooled liquid, two-phase mixture, single-phase vapor, and nitrogen at the
beginning of Phase 5 is shown also in Table 3.1.

There are no scaling groups of depressurization computed for Phase 5 because the system depressurization is completed
during Phase 4.
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Presented in this section are the scaling groups for Reactor Pressure Vessel (RPV) inventory depletion, PRZ inventory
draining, IRWST inventory draining, RPV energy change, RPV subcooling temperature change, and system
momentum for the flow rates from IRWST, PRZ, and CMTs. The scaling groups are presented in the causative process
related and fractional forms the characteristics and advantages of which are explained in Section 4.4.5.

ADS-123 and 4 valves and the break are modeled to continue discharging, but under the influence of gravity rather
than excess pressure above containment pressure. The reference time for scaling Phase 5 is the time it takes to empty
the specified liquid volume in the IRWST with the initial draining volumetric flow rate

(VI IRWS1)0 _ P (VI |Rwsﬂ0

ef - AT - Ao (6-121)
2 ((DIRWS1>0 2 (WlRwsﬁ0

whereWiwstis the mass flow rate in one Direct Vessel Injection (DVI) line and computed by solving Egs. (5-67)
through (5-73) and (5-75), using MATHCAD. The MATHCAD results are tabulated in Appendix 5.5. The estimated
reference mass flow rates for IRWST, ADS-4, and the break are compared with experimental data in the section for
Phase 5 of Table 5.15 in Chapter 5.

Geometric parameters, including form loss coefficients and flow resistances (see Eq. (5-41)), which are needed for
scaling of Phase 5 equations are listed in Appendix 1.Initial conditions used for normalizing the modeling equations
of Phase 5 are given in Appendix 4.6. The reference elevations are computed in Appendix 5.5.

6.2.5.1 Depressurization

Depressurization is not scaled for Phase 5, because the system depressurization is completed during Phase 4.

6.2.5.2 Inventory Changes During Phase 5

For Phase 5, the change of inventory is scaled for the Reactor Pressure Vessel (RPV), the Pressurizer (PRZ), and the
In-containment Refueling Water Storage Tank (IRWST).

Inventory Change of Reactor Pressure Vessel During Phase 5

The Reactor Pressure Vessel (RPV) is modeled to receive, at the beginning of Phase 5, coolant from the In-containment
Refueling Water Storage Tank (IRWST), (BVrws?, Which enters through the Direct Vessel Injection (DVI) lines,

and to lose coolant through the Hot Lei¥( + Wg) and through the Cold Leg8\¢, a+ Wey g+ W) whereWe, g

is the flow downstream of the break. Figure 5.10 on Page 5-15 displays the flow directions that are implied in the sign
convention for the mass flow rates of the RPV mass balance, Eq. (6-122) below. The Hot and Cold Led/flows,

Wig, We o @andW,, g, are replaced by the components floWg, Wips. andWsg respectively, through the Surge

Line, ADS-4 valves, and into the Steam Generators. This yields the RPV mass balance in therm of the state variable
mass flow rates defined by Egs. (5-67) through (5-73) and (5-75):

dIlePV
at = 2Wirwst + Ware = Wik
6-122
- Y Wops, - 2 W, (6-122)
AB AB
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whereW;is the net mass storage in the Steam Generator (lower plena). After expressing the RPV inventory in terms
of the level elevation in the RPV Upper Plenum, and after scaling, one obtains the causative process related (cf.
Section 4.4.5.1) of the scaled RPV inventory equation

Il eev _ owe, o W, - I W,
VCRPVW - IRWST V. Wg,, RPV ¥ VSRL V. Wy, RPV ¥ Yok
- ;E:;HV,WADM rrvWaps 4 - ;E:;HV,WSG revWsc: (6-123)

TheIl-Group ofRPV volumetric compliande Eq. (6-123) is the ratio of the RPV response over the system reference
time, where the RPV response time equals the time it would take to fill the reactor core with the IRWST flow

(BCR)O Acrbo

VCRPV s g (6-124)
2p, (Wwewsﬂ0

TheIl-Group ofRPV inventory change due to PRZ drainingzq. (6-123) is the ratio of SRL over IRWST mass flow
rates

b _ (WSRL)O (6-125)

VW, RPV > (VV|RW51)O .

TheIl-Group of RPV inventory change due to break flmmEq. (6-123) is the ratio of break over IRWST mass flow
rates

(W,

11 = —_- -
V, W, RPV 5 (VVIRWS 1)0 (6-126)

ThelIl-Group ofRPV inventory change due to break flmnEq. (6-123) is the ratio of ADS-4 over IRWST mass flow
rates

(WADS4)O

= - - (6-127)
V,Wyps 4 RPV 2 (VV|RWS1)O

TheTI-Group of RPV inventory change due to break flawEq. (6-123) is the ratio of net SG mass in-flow over
IRWST mass flow rates

(Wsd,

Iy worey = m-

(6-128)

6-93 NUREG/CR-5541



6. Scaling Groups

The net mass in-flow of the Steam Generators turned out to be zero because there was no condensation on account of
the hotter secondary side; the net out-flow due to vapor expansion at nearly constant pressure was neglected. All the
mass flow rates appearing in Egs. (6-124) through (6-128) are computed from the momentum balances, Egs. (5-67)
through (5-73) and (5-75).

Table 6.69below presents the numerical values of tagisative process relatéftGroups for RPV inventory change
during Phase 5. Theausative process relaté@tGroups in Table 6.69 show the significance of phenomena (RPV
volumetric compliance) and processes (external mass flow ) relative to the process of IRWST injection.

Read Table 6.69 according to explanations given on Page 6-24 for Table 6.1. Geometric parameters, including form
loss coefficients and flow resistances (see Eq. (5-41)), which are needed for scaling of Phase 5 equations are listed in
Appendix 1.Initial conditions used for normalizing the modeling equations of Phase 5 are given in Appendix 4.6. The
reference elevations are computed in Appendix 5.5.

Table 6.69 Causative Process Relatdd-Groups for RPV Inventory Change During Phase 5

I1-Groups for
Definition of TT-Group Sl}[/%l?gluof Comments
P 1 AP600| APEX| ROSA| SPES
APEX: SRL flow to
. _ low by factor 33,
SRL Drainagekq. (6-125) Iy, 3.5 0.2 3.5 5.8 oInoe 1o dou o
flow rate ratio
ADS-4 Discharge in Loop A APEX: IRWST flow
(Eq. (6-127)) Iy w, 2.7 0.9 3.4 3.4 | is50% smaller thar
q ‘ADS-4,A . .
required for design
flow ratio, but ADS-
ADS-4 Discharge in Loop B 4 flow is 4 times ang
(Eq. (6-127)) HV,W 1.7 0.2 1.0 3.3 14 times lower in A
‘ADS-4,B .
and B, respectively]
IRWST Injection(reference
) ( ) va Wirwsr 1 1 1 1
Break Flow Eq. (6-126) 11, " 0.1 0.1 0.1 0.1
Volumetric Compliance I1
(Eq. (6-126) VC,RPV 0.01 0.01 0.01 0.01
SG Storage II flow is near zero bu
(Eq. (6-128)) V, W 0.0 0.0 0.0 0.0 into SGs

Table 6.69 shows PRZ drainage to be most important for RPV inventory, at least at the beginning of Phase 5, for
AP600, ROSA, and SPES. The very small volumetric compliance shows a very fast thermal response of RPV to the
convective flow from IRWST.APEX has two conservative scale distortionslue to low flows in the Surge Line, DVI

Line from IRWST, andne conservative scale distortiomlue to lower ADS-4 flows.
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Table 6.70presents the numerical values of frectional T1-Groups for RPV inventory change during Phase 5. The
fractional form of the scaled vapor volume equation is obtained by dividing Eq. (6.123) by the RPV volumetric
compliance scaling group defined by Eq. (6-124). The numerical values ofttieonal TTI-Groups in Table 6.70 for

RPV inventory change during Phase 5 are obtained by dividing the elements of the first five and the last rows with
numerical data in Table 6.69 by the respective elements in the sixth row of Table 6.6%adtianal I1-Groups show

the impact that PRZ, ADS, and break flows have on the time-rate of system liquid inventory change.

Table 6.70 has the same layout as Table 6.69. Ealimnentry in Table 6.70 showsow muctthe tangent of the

RPV liquid level elevation vs. time curve in Figure 4.3 is rotated from the horizontal by the phenomenon associated
with the row of the entry and, consequentigw importanthat phenomenon is during Phase 5. Differences between
the entries in aow of Tables 6.69 and 6.70 imply differences in the RPV level response due to the phenomenon
associated with that row and, consequently, they show the strengthlefdistortiorfor that phenomenon on RPV
inventory depletion during Phase 5.

Tables 6.69 and 6.70 show that the RPV liquid change is dominated in AP600, at least at the beginning of Phase 5,
by drainage from the Pressurizer through the Surge Line (dominant process), by ADS-4 discharge flows, and by
IRWST injection (both flows are processes of first-order importance; seerthe entries in the third columns of

Tables 6.69 and 6.70). As described before for Table 6.69, Table 6.70 shows@lsaifes in APEX column) that

there ardhree significant scale distortions in APEXdue to distorted SRL and ADS-4 flows which are caused by
large flow resistances in APEX surge and ADS-4 lines, and by a lower liquid level elevation in the Pressurizer in
APEX. One scale distortion is due to low flow in the Surge and DVI Lines and conservative. The other two scale
distortions are due to lower ADS-4 flows and also conservative, because the low ADS-4 flow causes the RPV mixture
level to be depressed more in APEX than in AP600.

Table 6.70 FractionalII-Groups for RPV Inventory Change During Phase 5

I1-Groups for
Definition of TT-Group Sl}[/%l?gl of Comments
Uo | AP600 | APEX| ROSA| SPES
APEX: SRL flow too
SRL DrainageKq. (6-125) and II. low by factor 33,
Eq. (124) L Wer, 438 31 42 719 relative to design
flow rate ratio
ADS-4 Discharge in Loop A APEX: IRWST flow
(Eq. (6-127) and Eq. (124)) HL, Wapsa A 345 165 526 420 is 50% smaller tharn
' required for design
flow ratio, but ADS-
ADS-4 Discharge in Loop B 4 flow is 4 times ang
(Eq. (6-127) and Eq. (124)) HL,W 211 34 150 418 14 times lower in A
q q ‘ADS-4,B .
and B, respectively]
IRWST Injection(reciprocal of | T
Eq. (124)) L, WirwsT 126 191 154 125
Break Flow €q. (6-126) and Eq.| 7.
(124) LW, 7.4 22.6 19.9 7.1
SG Storage II.
(Eq. (6-128) and Eq. (124)) L Wso 0.0 0.0 0.0 0.0
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Inventory Change of Pressurizer During Phase 5

The scaling of RPV inventory showed that the draining of fluid through the Surge Line (SRL) from the Pressurizer
(PRZz) is important for the vessel inventory change at least at the beginning of Phase 5. While liquid is being drained
through the Surge Line, back flow into the PRZ through the ADS-123 lines from the submerged spargers in the IRWST
is being prevented by vacuum breaker valves which maintain containment pressure in the gas space above the liquid
level in the Pressurizer. The scaled inventory equation applies to the PRZ volume as the control volume, and reads

dLSRZ *
YO ~ "USRL (6-129)

HVC PRZ

where thd1-Group of PRZ volumetric complianaequals the ratio PRZ over IRWST drain times

_ P ApRz(l-pRz)o(W|RWS1)0
Ve P (VIRWST)O(WSRL)O .

The cross-sectional area of the Pressurigy;, is taken from Appendix 1. The densitipsandp, are listed in
Appendix 4.6. The mass flow rates appearing in Eq. (6-130) are computed from the momentum balances, Egs. (5-67)
through (5-73) and (5-75); the results are listed in Appendix 5.5. Table 6.71 below presents the numerical values of
the causative process relatd@Groups for PRZ inventory change during Phase 5. The siceylsative process
relatedl 1-Groups in Table 6.71 show s only how important the PRZ volumetric compliance is relative to PRZ draining
and possible scale distortions in APEX, ROSA, and SPES.

IT (6-130)

Table 6.71lists the causative process relaiédsroups for inventory change in the Pressurizer during Phase 5. The
IT-Group is interpreted in the text above, next to the defining equation, Ex@B-as indicated in the first column

of Table 6.71. The second column shows the symbol offlth@roup appearing in the scaled equation, Eq. (6.129),

the third through sixth columns list the numerical values offla@&roup for the AP600 and the three related facilities
APEX, ROSA, and SPES, and the last column is for comments explaining distortions. Equation (6-129) has only one
causative process related (or driving) term. The volumetric compliance is extremely small for all facilities, which
indicates that PRZ draining is completed in a small fraction of the IRWST draining time(see Eq. (6-121) for the
expression of IRWST draining time).

Table 6.71 Causative process relateH-Groups for PRZ Inventory Change During Phase 5

Symbol of I-Groups for

I-Group | Apeoo | APEX | ROSA| sPEs

Definition of TT-Group Comments

PRZ Drainage I1
(reference) V: Wer, 1 1 1 1

E’E'zz(g?l':g)‘et”c Compliance | 11 ey, | 1.8e-03| 3.0e-02 2.0e-03 9.4e-04

Table6.72presents the numerical values of frectional TT1-Group for PRZ inventory change during Phase 5. The
fractional form of the scaled equation for liquid level elevation is obtained by dividing Eq. (6.129) by@reup

of PRZ volumetric compliancé],c prz Which is defined by Eq. (6-130). The numerical values offthetional T1-

Group for PRZ level motion during Phase 5., shown in Table 6.72, are, therefore, the reciprocal of the respective
elements in the last row of Table 6.71.
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Table 6.72 FractionalII-Group for PRZ Inventory Change During Phase 5

Symbol of I-Groups for

I1-Group | Ape00 | APEX | ROSA| SPES

Definition of TT-Group Comments

APEX: SRL flow too

PRZ Drainage I <z low relative to
(reciprocal ofeq. (6-130) Vi Werp 359 33 503 1069 design flow rate
ratio

ThefractionalTI-Group in Table 6.72 shows the impact that the SRL drainage has on the time-rate of liquid inventory
change in the PRZ during Phase 5 (refer to Section 4.4.5.2). Each entry in Table 6.7hshawnachthe tangent

of the PRZ level elevation vs. time curve in Figure 4.3 is rotated from the horizontal by the PRZ draining. Differences
between the entries in threw of Table 6.72 imply differences in the PRZ level response to gravity draining and,
consequently, they show the strengttscéle distortion relative to AP600.

Table 6.71 shows that IRWST draining provides a quasi-steady environment for rapid PRZ draining is. Table 6.72
shows that PRZ draining is completed in APEX in the small fraction of 1/559 of the Phase 5 reference time, but that
it takes 1/33 of the IRWST draining time in APEX. The rate of PRZ draining is important at the beginning of Phase

5 when the minimum RPV inventory is expected to occur. The dischratgés not important for the RPV inventory
afterward, since the entire PRZ content is discharged into the vessel. Therefore, the scale distortion of PRZ draining
in APEX during IRWST injection is conservative.

Inventory Change of In-containment Refueling Water Storage Tank During Phase 5

The scaling of RPV inventory showed that the injection of fluid through the Direct Vessel Injection (DVI) line from

the In-containment Refueling Water Storage Tank (IRWST) is also important for the vessel inventory change during
Phase 5. The IRWST drains through the DVI lines, but receives liquid condensate and liquid from the ADS-123
system discharge. The condensate stems from the vapor portions of ADS-123 and ADS-4 discharges. The scaled
inventory equation applies to the volume of the IRWST as the control volume, and reads

dLrust
e RWST— = - - (WlRwsﬁtot - 1, ADS4,IRWST1223:4(WADS)V’ (6-131)

where thell-Group of IRWST volumetric complianaxjuals 1 because the IRWST draining time is the system
reference time, where tii@é-Group ofIRWST drainingTIl,, .. rwsp @S0 equals 1 because the IRWST drainage mass
flow rate is taken as reference mass flow rate, and wherB-iBeoup of IRWST condensate return flow is the ratio
of total condensate over IRWST drainage mass flow rates

( Xe WADs4)0

vADS (\NIRWS1)0 .

The core exit quality,)(),, at the beginning of Phase 5 is computed from Eg. (5-66), with the drift-flux parameters
evaluated for bubbly flow. The mass flow rates appearing in Eq. (6-132) are computed from the momentum balances,
Egs. (5-67) through (5-73) and (5-75); the results are listed in Appendix 5.5. Table 6.73 below presents the numerical
values of thecausative process relaté@tGroups for IRWST inventory change during Phase 5 (see Section 4.4.5.1

II (6-132)
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for the significance ofausative process relatéftGroups). The singleausative process relatéftGroups in Table
6.71, which differs from unity, show s only how important the condensate return flow is relative to IRWST draining
through the DVI lines, and possible scale distortions in APEX, ROSA, and SPES.

Table 6.73 Causative Process Related and FractionBl-Groups for
IRWST Inventory Change During Phase 5

Symbol of I-Groups for

I1-Group | Ape00 | APEX | ROSA| SPES

Definition of IT-Group Comments

IRWST Volumetric N

Compliancgby definition) VC, IRWST 1 1 1 1
IRWST Drainage I

(reference) V,dm 1 1 1 1

IRWST Condensate Return 11

Flow (Eq. (132)) V. ADS 2.1e-02| 2.9e-03 2.3e-02 3.le-(2

Table 6.73presents the causative process rel@te@droups for IRWST inventory change during Phase 5. Thereis

no numerical difference between tlbausative process relatdd-Groups introduced in Section 4.4.5.1 and the
fractional TI-Groups that were introduced in Section 4.4.5.2, since the IRWST volumetric compliance is unity on
account of the equality between IRWST and system response times. The numerical values of the AraGionak

are shown in the last two rows of Table 6.73. Table 6.73 is arranged in the same way as the previous tables in Section
6.2; see Page 6-24 for the explanation of Table 6.1.

Table 6.73 shows that condensate return flow is the least important process for the IRWST inventory change during
Phase 5, and th#RWST drainage during Phase 5 is scaled by all test facilities without distortion

6.2.5.3 Temperatures During Phase 5

The important temperature change of the primary system during Phase 5 is the subcooling temperature in the reactor
vessel, because the subcooling temperature determines, for given decay heating power and given flow rates, the amount
of vapor formation in the reactor vessel. The rate of vapor generation in the Reactor Pressure Vessel (RPV) is modeled
in terms of the RPV total internal enerdyr the subcooling enthalpk,, and the nonboiling lengtlz,.

RPV Internal Energy

The change of internal energy is modeled with The energy balance applied to The control volume containing The
coolant in The RPV. The mass balance for The same control volume is modeled in Section 6.2.5.2 (see Page 6-90).
Enthalpy flows are entering through The Direct Veessel Injection (DVI) lines. Enthalpy flows are leaving through The
Hot Legs and Cold Legs. The energy balance is

du
dF;PV = Nrwst2 Wirwst - (hI)DC(Z We * ka) - (hm>CREZ W (6-133)
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where the enthalpy of the IRWST fluid is taken to equal the initial enth&lRysr= (Nrus?o the enthalpy of the
subcooled liquid is governed by the energy balance, Eq. (6.135) below, for the fluid contained in the Downcomer (DC),
Lower Plenum (LPL, subscriitP), and core entrance section (CE), and the core exit enthalpy is given by

_ Q
M)ore = (Mg * W_(:;'

(6-134)

Here, the liquid enthalpy at the core inlet,){r,, is approximated by the volume-average liquid enthalpy in DC, LPL,
and CE, f)cr = (h)oc, the core heating powé).,, is the specified decay heat, and all mass flow rates in Egs. (6-133)
and (6-135), (6-137) through (6-139), and (6-141) through4B) below are computed from the momentum balances
given by Egs. (5-67) through (5-73) and (5-75); the results of the computation are listed in Appendix 5.5.

The enthalpy of the subcooled liquid is governed by the energy balance for the fluid contained in the Downcomer (DC),
Lower Plenum (LPL, subscriptP), i.e., inV, = Ve + Vip + Ve

vah

Py gt (hIRWST_ h.)Z WirwsT ~ (hf_ hl)(WCR - pIACRZK)’ (6-135)

whereAc is the core cross-sectional argas the nonboiling length of the core. Sindg, » p/Azz, thescaled
form of Eq. (6-133) is

dUgpy T dlgey
TCRPV .. T.ahRPVT

dt”

11 = [hmws'r_ (hl)DC]* Z \NI;WST

o) RPV[hCRE_ (hI)DC]* > W, (6-136)

where the level speediLs/dt”, s given by Eq. (6-123), and wher&lteoup ofRPV thermal compliands the

ratio of RPV thermal response over system reference times which equals the ratio of initial stored excess internal
energy above saturation in the RPV ovatial stored excess enthalppave saturation enthalpy in the IRWST and

is given by

- _ (AURPV)O
TeRY Py VIRWST(AhRPV)O .

In Eq. (6-136), th@l-Group ofRPV versus IRWST temperature differeocthe ratio of the RPV response over the
system reference time, times the ratio of initial liquid over IRWST enthalpies, i.e.,

(6-137)

(h)
Uy shrey = Tl vaﬁ1 (6-138)
IRWST,

where thdI-Group of RPV of volumetric compliancElc gpy is defined by Eq. (6-124).
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TheIl-Group ofRPV heatingn Eq. (6-136) is the ratio decay heating power over core cooling power, times the ratio
of Hot Leg over IRWST mass flow rates

(QRPV)O > (WHL)O

M., = .
TR (WCR>0 (Athwsﬁo > (\NIRWS1>O

(6-139)

Table 6.74below presents the numerical values of taeisative process relat&ftGroups for RPV internal energy
change during Phase 5. Thausative process relaté@-Groups in Table 6.74 show the significance of phenomena
(RPV thermal compliance) and processes (external enthalpy convection into the RPV) relative to the process of IRWST
coolant injection. See Section 4.4.51 for the significance otthesative process relatd@-Groups. The volumes
appearing in the abovE-Group definitions are listed in Appendix 1. The other reference mass flow rates are
computed through EXCEL as shown in Appendix 5.5.

Toread Table 6.74, recall that eddrGroup is interpreted in the text above, next to the equation that defines it, and
the defining equation is indicated in the first column of Table 6.74. The second column shdlSttoeip symbol
appearing in Eq. (6.136), the third through sixth columns list the numerical valuesidf@reups for the AP600 and

the three related facilities APEX, ROSA, and SPES, and the last column is provided for comments explaining
distortions, if any.

Table 6.74 Causative Process Relatdd-Groups for RPV Internal Energy Change During Phase 5

I1-Groups for

Definition of TT-Group Sl}[/%l?gluof Comments
P 1 AP600| APEX| ROSA| SPES
RPV versus IRWST
Temperature Differencgq. RN 1.38 1.26 1.18 1.38
(6-139))
IRWST Injection(reference) I Wirwst 1 1 1 1
RPV Heating(Eq. (6-139)) I o 0.79 1.43 1.39 0.84
RPV Thermal Compliance <
(Eq. (6-137)) HTC, RPV 0.15 0.09 0.12 0.13

Table 6.75presents the numerical values of fir&ctional IT-Groups for RPV internal energy change during Phase

5. See Section 4.4.52 for the significance of the fractid#&roups. The fractional form of the scaled energy
conservation equation is obtained by dividing Eg. (6.136) by the RPV thermal compliance scaling group defined by
Eq. (6-138). The numerical values of tiractional TI-Groups in Table 6.75 for RPV internal energy change during
Phase 5 are obtained by dividing the elements of the first and the last two rows in Table 6.74 by the respective elements
in the second row of Table 6.74. THactional II-Groups show the impact that injection flows have on the time-rate

of RPV internal energy change, i.e., how much they each rotate the initial tangent of the internal energy versus time
curve from the horizontal, as shown in Figure 4.3, or what fraction they contribute to the total change.
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Table 6.75 Fractional II-Groups for RPV Internal Energy Change During Phase 5

Symbol of I-Groups for

I-Group | Apeoo | APEX | ROSA| sPEs

Definition of TT-Group Comments

RPV versus IRWST
Temperature Differencgq. It 9.30 14.11 9.91 10.28
(6-138) and Eq. (6-137))

IRWST Injection(reciprocal of , _
Eq. (6-137%) (rectp My, WrwsT 6.75 11.18 8.38 7.47

[ High RPV heat
55 \(/6H1%%t)l)n dEq. (6139 and I o 5.36 1598 | 11.66 6.30 | transferin APEX,

ROSA.

Tables 6.74 and 6.75 show that RPV internal energy is governed during Phase 5 by level motion, by the difference
between single-phase liquid temperatures in RPV and IRWST, and by the IRWST injection rate. Tables 6.74 and 6.75
show also that there @1e conservative scale distortion each in APEX and ROSkegarding the simulation of RPV
internal energy change during Phase 5, based on the distortion criterion adopted in Section 4.6.

Liguid Subcooling Temperature

Scaling of Eq. (6-135) yields for the time rate of change of subcooling enthalpy in the RPV during Phase 5

dAh gey

IT LRV
dt”

- - (hf_ thwsﬁ* Y Wikwst

= Iy perp rev (AN ) Wers (6-140)

TC |,RPV

In Eq. (6-140) for the time rate of change of subcooling enthalpy in the RP\[J#8eoup of RPV subcooled liquid
thermal compliancés the ratio of RPV subcooled liquid thermal response over system reference times which equals
the ratio of initial subcooled liquid mass in the RPV over initial IRWST mass and is given by

Pr(Vi)s

IT = —_—
TC |, RPV N (V|Rws1)0

(6-141)

In Eq. (6-140) for the time rate of change of subcooling enthalpy in the RP\[]4Beoup of RPV subcooled liquid
discharge from the downcomequals the ratio of RPV core over IRWST mass flow rate and is given by

: W),

T,1, DCLP, RPV ~ (6-142)
Z (WlRwsﬁ0
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Table 6.76 below presents the numerical values of taisative process relatdd-Groups for RPV subcooling
enthalpy (temperature) change during Phase 5.c@bisative process relatéfétGroups (see Section 4.4.5.1) in Table

6.76 show the significance of phenomena (thermal compliance of single-phase subcooled liquid in the RPV) and
processes (external enthalpy convection into the RPV) relative to the process of IRWST coolant injection. The volumes
appearing in the abovE-Group definitions are listed in Appendix 1. The other reference mass flow rates are
computed through EXCEL as shown in Appendix 5.5. Toread Table 6.76, see the explanation of table entries on Page
6-24 for Table.

As expected, Table 6.76 reveals that the liquid temperature in the downcomer responds very quickly during the long
time of IRWST draining, and that supply of coolant liquid from the IRWST and the discharge from the downcomer
are equally important for the downcomer liquid subcooling. Table 6.76 shows also that theoesagrificant scale
distortion for liquid subcooling during Phase 5 in any test facility.

Table 6.76 Causative process relateH-Groups for
RPV Subcooling Enthalpy (Temperature) Change During Phase 5

I1-Groups for

Symbol of

Comments
I1-Group | Ape00 | APEX | ROSA| SPES

Definition of IT-Group

I1

IRWST Injection(reference) T, Wrwst 1 1 1 1

Discharge from DC to Core II

(Eq. (6-142)) T.1, DCLP 0.88 0.83 0.97 0.92

(REZY(Qgg’)T)‘a' Compliance | 11 ooy | 002 | 003 | o002 | o001

Table 6.77 Fractional II-Groups for RPV Subcooling Enthalpy (Temperature) Change During Phase 5

Symbol of I-Groups for

I-Group | Apeoo | APEX | ROSA| sPEs

Definition of TT-Group Comments

IRWST Injection(reciprocal of | TT

(Eq. (6-137)) .1, Wawst 64.7 38.7 43.6 77.2

Discharge from DC to Core . <
(Eq. (6-142) and (Eq. (6-137)) HT,I, DCLP 57.3 32.1 42.5 70.8

Table 6.77presents the numerical values of fteetional TI-Groups for RPV subcooling enthalpy change during Phase

5. See Section 4.4.5.2 for the significance of the fractibh@roups and Page 6-24 for the explanation of table entries

in Table.6.77. The fractional form of the scaled energy conservation equation for the subcooled liquid, i.e., the
temperature at the core entrance, is obtained by dividing Eq. (6.140) by the thermal compliance scaling group defined
by Eq. (6-141). The numerical values of thactional T1-Groups in Table 6.77 for core entrance temperature change
during Phase 5 are obtained by dividing the elements of the first two rows in Table 6.76 by the respective elements in
the last row of Table 6.76. THeactionalTT-Groups show the impact that injection and discharge flows of downcomer

and Lower Plenum have on the time-rate of core entrance temperature change, i.e., how much these flows each rotate
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the initial temperature versus time curve from the horizontal, as shown in Figure 4.3, or what fraction they contribute
to the total temperature change.

Tables 6.76 and 6.77 indicate both that the RPV liquid subcooling temperature is governed during Phase 5 by IRWST
and core flows. Tables 6.77 and 6.78 show also that there ssale distortion in any of the three test facilities
on simulating RPV subcooling during Phase 5, based on the distortion criterion adopted in Section 4.6.

Nonboiling Length in Core

The effect of the time rate of change of nonboiling length in Eq. (6-135) was neglected in the derivation of Eq. (6-136),
but the position of the net vapor generation pomtis needed for computing the initial RPV internal ener&:)o,
in Eq. (6-137). The pdson of the net vapor generation poir, is estimated from

W~ Ah
z = MLCR' (6-143)

QCR

Equation (6-143) shows that the dynamics of the motion of the net vapor generatiorzpdsrajready scaled by Egs.
(6-123) and (6-140).

6.2.5.4 Flow Rates, Inertia and Impedance

It was shown in Section 5.4.2 that the dynamic interaction between IRWST, CMT, PRZ, and RPV, with ADS and
break discharges, takes place in the connecting pipes and that is modeled with the system momentum balance. For
Phase 5, there are six loops with seven junctions modeled for AP600, APEX, ROSA, and SPES, as can be seen in
Figure 5.10, since the two Cold Legs are combined. Check valves prevent CMT Accumulator back flows. The PRZ
vacuum breakers are open and impose containment pressure on the space above the liquid in the PRZ. For natural
circulation, the flows are driven entirely by gravity and retarded by friction and form losses. Inertia terms are neglected
because of the hour-long duration of Phase 5.

The system of six quasi-steady momentum balances is given by Egs. (5-67) through (5-73) in Section 5.5.4. The
system of momentum balances is combined with the three mass balances given by Egs. (5-75).

The six loops are: (1) Loop A, (2) Loop B, (3) the loop from Containment through PRZ and ADS-4(A) and back to
Containment, (4) the loop from Containment through PRZ and ADS-4(B) and back to Containment, (5) the loop from
Containment through IRWST and ADS-4(A) and back to Containment, and (6) the loop from Containment through
IRWST and out through the break back to Containment. The three mass balances given by Egs. (5-75) apply to the
RPV, and the Cold Legs of Loop A and of Loop B.

The scaled momentum equation, Eq. (6-68), with the inertia term set equal to zero, yields al<Brolgp,I1zs cr

of global flow impedanc®hich equals the ratio of loop impedance over driving gravity forces, as defined in Eq. (6-
71). The main loop and reference loop is the loop from Containment through IRWST and ADS-4(A) and back to Con-
tainment.

Table 6.78lists the numerical values oflgs gzfor global flow impedance during Phase 5. The table shows, as

expected, that gravity and resistance forces balance and that thnersigmificant global scale distortion in the
forces of any one of the test facilities
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Table 6.78 II-Groups for Global Flow Impedance During Phase 5

Symbol of I-Groups for

I-Group | Apeoo | APEX | ROSA| sPEs

Definition of TT-Group Comments

Flow Impedancggq. (6-71)) Tgs or 1.16 0.70 0.74 1.73

Gravity (reference) Igs or 1 1 1 1

As shown in Eqg. (6-68), one needs to consider in Eq. (6-68) the scaling &y,er3dS, of gravity and impedance
distribution The evaluation of the gravity metri&;, is based here on density, instead of the temperature difference
indicated in Eq. (6-63). The impedance metric is defined by Eq. (6-64).

The reference component elevations are taken from Appendix 1; the initial reference level elevations needed for
evaluating Egs. (6-63) are computed in Appendix 5.5. The reference flow rates needed to evaluate Egs. (6-64) are
computed in Appendix 5.5 from the coupled steady-state momentum balances, Eqgs. (5-67) through (5-73).

Table 6.79presents the numerical values of the gravity metric (ve&9rfor the AP600 and the test facilities APEX,
ROSA, and SPES and shows that the gravity forces of Loops A and B are insignificant, the gravity forces of PRZ and
IRWST elevations are equally important, and that thereassignificant scale distortion of gravity force
distribution .

Table 6.79 Gravity Metric for Six-Loop IRWST Injection During Phase 5

Symbol of Scaling Metric for
Loop Scaling Comments
Metric AP600 | APEX | ROSA| SPES

Loop A 1.3e-04| 2.1-05 4.9e-4] 1.8e-(3

Loop B 1.3e-04| 2.1-05| 1.1e-04 2.0e-03
PRZ to ADS-4(A) 0.86 0.83 0.89 0.73
PRZ to ADS-4(B) 0.86 0.83 0.89 0.76

IRWST to ADS-4(A) 1 1 1 1

IRWST to Break 0.87 0.79 0.91 0.99

Tables 6.80, 6.81, 6.82, and 6.83 present the numerical values of the impedance metric §h&rixespectively,

the AP600 and the test facilities APEX, ROSA, and SPES. $helements are computed from the resistance
coefficients and pump impedances in Table A.1.7.1 of Appendix 1 and from the reference flow rates which satisfy Egs.
(5-67) through (5-73) and are shown in Table A.5.5 of Appendix J5elements of APEX, ROSA, and SPES which

differ from the corresponding AP6( elements by more than the factor 2 are considered to reflect distortion and are
shown inred (see Section 4.6 for the definition of scale distortion).
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Table 6.80 Impedance Metric for AP600 Six-Loop IRWST Injection During Phase 5

Elements of Impedance Metr& of Loop Sections between Branch Points:

fom - to
or through

RPV to ADS4/SRL
ADS4/SRL to SGI
SGl to SGE
of Loop,

SGE of LoopA
to bk/RPV
bk to RPV
Upper Down-come
Vessel from DVI
to Upper Plenum
Surge Line
to HL/ADS4
ADS-4/A
ADS-4/B
ADS4 of LoopB
to RPV
Break (bk)

PRZ to
ADS4/A

o
o
o

both CL

both CL

PRZ to
ADS4/B

IRWST to
ADS4/A

IRWST to
bk

Table 6.81 Impedance Metric for APEX Six-Loop IRWST Injection During Phase 5

Elements of Impedance Metr& of Loop Sections between Branch Points:

fom - to
or through

RPV to ADS4/SRL
SGl to SGE
of Loop,
SGE of LoopA
to bk/RPV
bk to RPV
Vessel from DVI
to Upper Plenum
Surge Line

to HL/ADS4
ADS-4/A
ADS-4/B
ADS4 of LoopB
to RPV
Break (bk)

ADS4/SRL to SGI

o | Upper Down-come

PRZ to
ADS4/A

o
o
0o
@

S
(4]

both CL

both CL

PRZ to
ADS4/B

IRWST to
ADS4/A

IRWST to
bk
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Table 6.82 Impedance Metric for ROSA Six-Loop IRWST Injection During Phase 5

Elements of Impedance Metr& of Loop Sections between Branch Points:

fom - to
or through

RPV to ADS4/SRL
SGl to SGE
of Loop,
SGE of LoopA
to bk/RPV
bk to RPV
Vessel from DVI
to Upper Plenum
Surge Line

to HL/ADS4
ADS-4/A
ADS-4/B
ADS4 of LoopB
to RPV
Break (bk)

ADS4/SRL to SGI

PRZ to
ADS4/A

o |Upper Down-come]

o
o
15
<
sl
=

both CL

both CL

PRZ to
ADS4/B

IRWST to
ADS4/A

IRWST to
bk

Table 6.83 Impedance Metric for SPES Six-Loop IRWST Injection During Phase 5

Elements of Impedance Metr& of Loop Sections between Branch Points:

fom - to
or through

RPV to ADS4/SRL
SGl to SGE
of Loop,
SGE of LoopA
to bk/RPV
bk to RPV
Vessel from DVI
to Upper Plenum
Surge Line

to HL/ADS4
ADS-4/A
ADS-4/B
ADS4 of LoopB
to RPV
Break (bk)

ADS4/SRL to SGI

PRZ to
ADS4/A

o | Upper Down-come

o
o

both CL

both CL le-06

PRZ to

ADS4/B  1e-06

IRWST to
ADS4/A

IRWST to
bk
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By comparing the numerical values of Tables 6.81 through 6.83 for APEX, ROSA, and SPES, respectively, with the
corresponding values of Table 6.80 for AP600, one finds that 14, 20, and 19 of 27 elements are distorted by more than
the factor of two, respectively, for APEX, ROSA, and SPES. While the global balance between gravity and friction
forces is scaled in all facilities, thiistribution of impedances is distorted in all test facilities particularly relative

to the impedance of the IRWST loop to the ADS-4 valves. The distribution of impedances, or flow resistances, governs
during nearly steady-state flow conditions the distribution of flows: the flow from the IRWST prefers the path of least
resistance. When the flow of a test facility has a greater tendency to accumulate in the Reactor Pressure Vessel (RPV)
than it has in AP600 then the flow is called nonconservatively scale distorted (see Section 4.6).

In APEX, the flow prefers, relative to the flow in AP600, to accumulate in the Steam Generators, to leave through the
break, and it finds more resistance in the vessel. Consequently, the flow will not accumulate as readily in the vessel
of APEX as in the vessel of AP600. However, the steam will vent more readily through the ADS-4 valves. This
produces less backpressure in the vessel upper plenum and a higher mixture level in the upper plenum. The RPV-to-
ADS-4 flow resistance in APEX is nhonconservatively scale distorted.

In ROSA, the flow is retarded through the break and the ADS-4 valves and finds it easier to get into the vessel due
to five nonconservative scale distortions. ROSA loses PRZ inventory more readily through ADS-4. The associated
scale distortions are conservative.

In SPES impedances are nonconservatively scale distorted, because the flows in SPES prefer to escape through ADS-
4, to get into the vessel, and have difficulties escaping from the break. The flows prefer to accumulate in the Steam
Generators, and are difficulty to drain from the PRZ. The impedances in these flow paths are conservatively distorted.

6.3 Summary of Scale Distortions and their Interpretation
Scope of Scaling Analysis

Section 6.2 above presents the numerical evaluation afdizhtive process relateshd 127fractional scaling groups

for global phenomena and processes in the primary coolant system of AP600, APEX, ROSA, and SPES. The
advantages of causative process related and fractional scaling methods are given in Sections 4.4.5.1. and 4.4.5.2,
respectively. Theausative process relatedaling oI-Groups scale, compare, and rank phenomena relative to the
respective causative process, which initiates a phase. c@imsative process relatestaling method affords the
determination of the relative speed of the transient with a sifiggroup, the capacitance scaling group. The
fractional scaling method, on the other hand, exhibits directly the fractional impact of a transport process on the total
time rate of change of a system-defining state variable (pressure, mass inventory, temperature, and flow rate). The
assessment of phenomenon ranking and scale distortion can be achieved with either method. The fractional scaling
method alone is used for the assessment in this section.

The number of scaling groups is dictated by the number of governing equations (which equals the number of state
variables: pressure, liquid volume fraction, temperature, and flow rates, see Section 4.4) that is needed to describe the
transient blowdown in

the entire Primary System,

the Reactor Pressure Vessel (RPV),

the Core Make-up Tanks (CMT),

the Pressurizer (PRZ), and

« the In-containment Refueling Water Storage Tank (IRWST)

during five time segments or phases, with five subphases, as shown in Figure 3.1.
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Important Phenomena

The definition of importance is introduced in Section 4.5. A phenomenon or process is consitjgogdntfor a

facility if the associatedI-Group is greater than 1/10 of the largBsGroup in the equation and evaluated for that

facility. This choice is based on the common engineering standard of keeping under consideration first-order terms
and ignoring second-order terms. For assessing very important scale distortions, phenomena and processes are said
in this report to have top-priority importance if their associated AP600 scaling groups differ by less than 20% from

the largestI-Group in the same equation.

The same important phenomenon may affect the depressurization, inventory change, and/or temperature change. Such
an important phenomenon appears through more than one important scaling group.

Phase lhas two subphases, covers the initial depressurization and is identified in Figure 3.1. Of the twenty-seven
fractionallT-Groups scaling Phase 1, twelve represent processes of first-order importance, but only four arise from top-
priority phenomena: namely the break flow, the thermal contraction and liquid temperature change due to net cooling
of single-phase fluid, and the self-scaling balance of flow resistance by the reactor coolant pumps. The phenomena
of first-order importance for AP600 are identified by green numbers in the AP600 columnsl6iGineup matrices

(tables) in Section 6.2]-Groups of top-priority phenomena are printed in bold green.

Phase 2has four subphases as shown in Figure 3.1 and covers the passive heat removal. Forty-four frctional
Groups scale Phase 2. Thirty of these fractional scaling groups are of first-order importance. Of top-priority
importance is phase change in Steam Generators, Pressurizer, and Core Makeup Tanks (CMT), thermal expansion
due to net heating of liquid, stored energy in liquid, CMT circulation flow, and heat transfer in the Passive Residual
Heat Rejection System.

Phase Xovers the first three stages of depressurization by the Automatic Depressurization System (ADS). See Figure
3.1. Ofthe 12 fractiondll-Groups of Phase 3, five represent processes of first-order importance, but only three top-
priority phenomena are caused by two flows, the ADS-123 valve flow and the CMT drainage flow. The ADS-123 flow

is governed by the important ADS-123 orifice dimensions.

Phase 4covers the fourth and last depressurization stage by ADS-4. See Figure 3.1. Twenty-eight frEeGooaps

scale Phase 4. Fifteen of these fractional scaling groups are of first-order importance. Eight topkpi@nityps

identify (1) ADS-4 valve flow, (2) phase change in reactor core, CMTs and PRZ, (3) the PRZ discharge into the
primary system, and (4) the CMT flow as the most important phenomena for system depressurization, and for RPV,
CMT, and PRZ inventory changes during Phase 4.

Phase Ss the phase of coolant injection from the In-containment Refueling Water Storage Tank (IRWST). Sixteen
fractionalTT-Groups scale Phase 5. Thirteen of these fractional scaling groups are of first-order importance. Eight
top-priorityTT-Groups indicate great importance of PRZ discharge to RPV and PRZ inventory, IRWST drainage flow
to IRWST inventory and RPV subcooling temperature, IRWST temperature to RPV subcooling temperature, and the
match between flow impedances and gravitational forces in the IRWST flow loop.

The number of evaluated global scaling criteridleGroups that are of first-order importance for any time period or
subphase varies between five (for Subphase 1.2, or initial depressurization after scram) and 18 (for Subphase 2.1, or
passive heat removal before Accumulator activation). Except for the high-pressure limitation in APEX for Phase 1,

it appears possible to meet, by proper design and test operation, in principle, all important scaling criteria in the test
facilities for any phase because the modest number of scaling grol@sdontain a much larger number of adjustable
geometric and operating parameters. However, it appears impossible to meet all the 75 important scaling criteria for
all the phases of the transient simultaneously.
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Scale Distortions

Section 4.6 defines scale distortion and conservative scale distortion for this report. A phenomenon or process is taken
to be scale-distorted in a test facility, relative to the same phenomenon or process in the AP600 if the ratio of test
facility over AP600IT-Groups is less than % or greater than 2. This implies a difference of the order of 100%. Since
the adoption of this convention affects the number of important scale distortions, we have repeated the count of
important scale distortions with the criterion of “less tharor greater than 3,” to indicate the sensitivity of the
assessment to the thresholds of %2 and 2. It turns out that for each test facility approximately half the fid@ctional
Groups outside the {2, 2} bracket fall also outside tirg {8} bracket. A scale distortion is called conservative if the
associated process tends to reduce RPV inventory and subcooling temperature in the test facility more than in the
AP600.

Based upon the {¥, 2} criterion adopted in Section 4, important global phenomena are scaled without
distortion in at least one test facility, except for these two phenomena

(1) Flow inertia, or the ratio of inertia over pump forces during Phase 1, the Initial Depressurization Phase.
See Table 6.8. APEX does not scale this phase at all; ROSA and SPES have disproportionally low inertia
during normal loop operationThis distortion has no impact on minimum reactor vessel inventory

(2) The effect of Reactor Pressure Vessel (RPV) Injection from the Pressurizer (PRZ), during Phase 4, the
ADS-4 Blow-down Phase. See the Scaling Graip,, in Table 6.63. This scaling group equals the
product of the characteristic time (of depressurization) for Phase 4 times the characteristic frequency for
PRZ injection, i.e. the mass flow rate in the surge line divided by the liquid inventory in the RPV. Table
6.63 reveals that at the start of Phase 4 the rate of injection from the PRZ into the RP\filldhiel
AP600 RPV in one third of the Phase 4 depressurization time, while it would take only one seventh of the
Phase 4 depressurization time in APEX. ROSA and SPES have inflows into the PRZ at the initial rates
which wouldemptythe RPV, respectively in one fourth and one half of the Phase 4 depressurization time.

The distortion is caused in APEX by disproportionally low ADS-4 flow, and in ROSA and SPES there is
inflow into the PRZ, instead of outflow due to low liquid level elevation in the PRBe scale distortion

of PRZ Surge Line flow in all test facilities could affect the inventory at the beginning of Phase 5 when
the minimum RPV inventory is expected to ocddased on the greater RPV injection rate in APEX and

the PRZ inflow (and the corresponding RPV inventory loss) in ROSA and SPES, one concludes that the
Phase 4 simulation of AP600r®n-conservative in APEahdconservative in ROSA and SPHSowever,

APEX appears to discharge more liquid than AP600 through the ADS-4 valve on the PRZ side, and as a
result may simulate AP6006onservativelyalso. The effects from a combination of opposing scale
distortions needs to be determined by simulation.

Thefractional TI-Groups or global scaling criteria of first-order importance that are presented in Section 6.2 show that

23 (or 33%) are scale-distorted for APEX, 21 (or 28%) for ROSA, and 12 (or 19%) for SPES. Sections 6.3.1 through
6.3.3 below summarize the causes for scale distortions and their grouping in conservative and nonconservative scale
distortions.

The assessment of scale distortion below appligatsientsonly. While the conservation equations of Chapter 5 may

be applied also to steady-state conditions, the capacitance terms appearing in Sections 6.1 and 6.2 would not enter the
scaling analysis for steady-state conditions. The distortions arising from capacitance terms would not come into the
assessment of scale distortion for steady-state conditions.

6.3.1 Global Scale Distortions in APEX

APEX was designed, built, and operated after the completion of a scaling analysis [7]. APEX has the largest number
of, namely twenty-three, scale distortions, baventeen are conservatiaednine are explained by only five causes
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(1)  Low-pressure thermophysical properties have not been properly scaled. Thg, rdijpof specific volume
over enthalpy changes increases strongly with decreasing pressure bgaguases much more strongly
thanhy, as the pressure decreases. The ratio affects the mechanical compijatie,is defined by Eq.
(5-9). The mechanical compliance affects the depressurization rate, the characteristic time of de-
pressurization, and the internal flow rates caused by internal dilation of two-phase regions. Thg ratio
I hy also affects separately the volume generation or annihilation rate due to phase change. The ten scale
distortions caused by low-pressure thermophysical property effects are given in Tables 6.24, 6.25 (secondary
system depressurization), 6.27, 6.31 (2), 6.37, 6.41, 6.59, 6.61, and 6.68. Itis shown in Section 6.2 that
only three of these ten scale distortions are nonconservgtee Tables 6.25, 6.61, and 6.68), the
remainingseven are conservative.

(2) LowPRHR heat transfer rates, relative to the nominal decay heating power, is responsible for the five scale
distortions given in Tables 6.24, 6.27, 6.29, 6.33, and 6Alfive scale distortions are conservative

(3) Low PRHR flow rates due to high flow impedance is responsible for the two scale distortions of thermal
expansion by decay heating, and of PRHR cooling during Phase 2, as presented in Tables 6.27 and 6.41.
The PRHR cooling distortion shown in Table 6.37, and the stored-energy distortion shown in Table 6.41
are caused by low-pressure effects on thermophysical propaniis/ low PRHR flow rates.The three
scale distortions are conservative.

(4) LowADS-4 flow rate, relative to the design flow ratio, is responsible for the two scale distortions of PRZ
injection and of ADS-4 discharges from both loops, as presented, respectively, in Tables 6. 63 and 6.70.
Both scale distortions affect RPV inventotlye first and nonconservative scale distortapplies to Phase
4, the second and conservative scale distortimRhase 5.

(5) Low SRL flow due to high SRL resistance and low liquid level in PRZ during Phase 5 is the cause of one
scale distortion in two components, namely of RPV and of PRZ inventory changes due to SRL drainage
during Phase 4 (see Tables 6.70 and 6.72). The scale distortionésnservative

The causes for the remaining 4 scale distortions are:

(6) low CMT flowin Phase 2.1, causinge@nservativescale distortions in CMT circulation flow (see Table
6.38);

(7) lowmain loop impedance in Phases 2 through 4 (see Table 6.43), which causes the natural-circulation flow
in APEX to bypass the RPV, @onconservative scale distortion

(8) lowADS-4 flowin Phase 5 causes poor RPV venting and lowering of the RPV mixture legehserva-
tive scale distortion (see Table 6.70);

(9) low RPV thermal heat capacity and large core heating during Phase 5 cause the core heating to be
conservativelylistorted, as shown in Table 6.75.

This shows thahine phenomena are scale-distorted in APEX, five of these conservatively. These nine phenomena
are the cause for the twenty-three first-order global scaling criteria not being met.

6.3.2 Global Scale Distortions in ROSA

There is no previously published scaling analysis available in support of simulating AP600 with ROSA. According
to the fractionalT-Group evaluations presented here, ROSA has the total of twenty-one scale distortions. Only three
arenonconservativeFive causes are responsible for the distortions of the fifteen first-order scaling criteria:
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Low initial core power, i.e., only 16% of the scaled-down full power, is used at the start of the test and is
responsible for the five scale distortions during Phase 1, as presented in Tables 6.6, 6.18, 6.20, and 6.22.
The low core power results in low Steam Generator cooling power and a smaller thermal contraction rate,
which causes a slower depressurization. The two scale distortion of primary system subcooling temperature
shown in Table 6.6 areonconservativethe ones in Tables 6.18 and 20 cancel each other, and the scale
distortions in Tables 6.18 and 22 are the sameamdervative While the scale distortion is significant

for code assessment of Phase 1, it is not important for simulating minimum inventory occurring during
Phase 5.

Relatively low heat transfer in the PRHR causes tlemeservativescale distortions of thermal expansion

and phase change effects during Phase 2, and condensation in the PRHR during Phase 3, as presented in
Tables 6.24, 6.27, and 6.54. The reference heat transfer rates, which were used for evalu@ting the
Groups associated with the distortions, were confirmed with experimental data. The low PRHR cooling
power affects the subcooling temperature later in Phase 4 and the core heat transfer at the beginning of
Phase 5.

Low inertia in the ROSA main cooling loops gives rise to three scale distortions during Phases 1 and 2, as
presented in Tables 6.8 and 6.43. See also Item (1) at the beginning of Section 6.3, concerning phenomena
that are not simulated by any test facility. While this scale distortion affects code assessment of Phases 1
and 2, it is not important for simulating minimum inventory occurring during Phase 5. The scale-distorted
inertia affects the flow response to break and valve openings, intermittent pipe clearing by falling and rising
liquid levels, and to condensation surges, but not the slow natural circulation flows which follow these
transition events. Test fdities with low flow inertia may exhibit flow fluctuations that will not occur in

AP600. Test faitities with low inertia miss the inertia coupling of loops that is needed for code assessment.

Large heat capacities of the Reactor Pressure Vessel and its internal structures causedhsciwative

scale distortions of stored energy, as presented in Tables 6.37 and 6.41. While these two scale distortions
are listed only in tables of Phase 2, they prevail also in Phases 3 through 5 and cause disproportionally high
RPV heat transfer during these phases.

Low flow rates through the Pressure Balance Line during Phase 4 causes tbenseovativescale
distortions of PBL flow and phase change in the CMTs, as presented in Table 6.65. This scale distortion
affects RPV inventory at the beginning of Phase 5, during which that inventory reaches its minimum.

The causes for the remaining six scale distortions are:

(6)

(7)

(8)

9)

Low loop flow impedance causes the second scale distortion of ROSA during Phases 2 through 4, as shown
in Table 6.43. The impedance determines flow distributions between components of the primary system
during Phases 3 and 4, and the inventory in the Pressurizer, Steam Generators, and CMTs at the beginning
of Phase 5. The low loop flow impedance diverts the coolant from the reactor vessel and causes low core
flow. This scale distortion of ROSA is, thereformnservative

Low CMT flow rate and low CMT heat transfer cause thenconservativecale distortion of CMT
condensation during Phase 3, as shown in Table 6.58. This distortion affects also code assessment of CMT
phase change.

Low RPV subcooling causes the scale distortion of heat transfer and vapor generation in the core during
Phase 4, as shown in Table 6.59. Ttimservativescale distortion affects the inventory at the beginning
of Phase 5.

The effect of Reactor Pressure Vessel (RPV) Injection from the Pressurizer (PRZ) is scale-distorted during

Phase 4, as seen in Table 6.63. Theservativescale distortion is causes up-flow into the PRZ in ROSA,
instead of outflow. The reverse SRL flow is due to low liquid level elevation in the PRZ. According to
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(10)

(11)

Table 6.63 the coolant injection from the PRZ into the RPV lasts one third of the Phase-4 time and does
affect the inventory during Phase 5.

Low SRL flow rate causes tle®nservativescale distortion of Surge Line flow and PRZ inventory during
Phase 4, as shown in Table 6.67. This distortion affects PRZ level elevation and PRZ flow rate at the start

of Phase 5.

The high heat transfer rate in the RPV causestimservativescale distortion of vapor generation and
inventory in the RPV during Phase 5, that is shown in Table 6.75.

This shows thatlevenreasons in ROSA cause 21 important global scaling criteria to differ from the corresponding
scaling groups of AP600 by more than the factor of 2.

6.3.3 Global Scale Distortions in SPES

There is no previously published scaling analysis available to support the experimental simulation of AP600 in the
SPES facility. According to the evaluations of the fractiodaBroups presented here, SPES has the total of eleven
scale distortions. All but one are conservative. Seven of the eleven firs-order scale distortions have only three causes:

1)

)

©)

Large ADS-4 flow in SPES is responsible for the three scale distortions of CMT injection, Surge Line flow,
and RPV cooling presented in Tables 6.63, 6.67, and 6.68. All three scale distorticonseevative

The large heat capacity of the RPV structure and its solid internals distort strongly the vessel heat transfer
and thereby the RPV inventory during all phases. See the two scale distortions presented in Tables 6.37
and 6.41. Both areonservative

Low flow inertia in SPES causes the two scale distortions of RCP pumping, system impedance, and system
gravity forces during Phase 1, as shown in Table 6.8. See also Item (1) at the beginning of Section 6.3,
concerning phenomena that are not simulated by any test facility. While this scale distortion affects code
assessment of Phases 1 and 2, it is not important for simulating minimum inventory occurring during Phase
5. The scale-distorted inertia affects the flow response to break and valve openings, intermittent pipe
clearing by falling and rising liquid levels, and to condensation surges, but not the slow natural circulation
flows which follow these transition events. Test facilities with low flow inertia may exhibit flow
fluctuations that will not occur in AP600. Test fhides with low inertia miss the inertia coupling of loops

that is needed for code assessment.

The causes for the remaining three scale distortions are:

(4)

(5)

(6)

(7)

low thermal response function (thermophysical property), affecting liquid subcooling temperature and intro-
ducing anonconservativecale distortion during Phase 1, as shown in Table 6.6;

high heat capacity of the Upper Head structure introducing a relevant conservative distortion of a
depressurization scaling criterion, which is not important for AP600 depressurization;

low CMT heat transfer rate and high CMT flow cause tlhaservativescale distortion of CMT phase
change during Phase 3 that is presented in Table 6.58, and

reverse flow in the Surge Line is caused by low PRZ inventory at the beginning of Phase 4 and gives rise
to theconservativescale distortion of RPV coolant injection in SPES presented in Table 6.63.

This shows thasix reasons in SPES cause ten important global scaling criteria to differ from the corresponding scaling
groups of AP600 by more than the factor of 2. SPES was found to have the smallest number of scale distortions but
the largest scale distortion arising from excessive heat capacities in the Reactor Pressure Vessel.
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6.3.4 Scale Distortions of Local Inertia, Gravity, and Impedance Distributions

Section 4.4.6 presents tikenceptof modeling and scaling the dynamic interaction of components in a multi-loop
hydraulic system. Section 5.4.2 presents the general vector momentum balance for predicting the dynamics of
hydraulic interactions between components in the multi-loop systems@®RPEX, ROSA and SPES. The model
introduces the vector momentum balance with its vectors of pumping and gravity forces and the matrices of flow inertia
and flow impedance. Section 6.1.4 presents the derivations of the scaled matrestsicsof gravity, flow inertia,

and flow impedancdistributionsfor forced and natural circulation.

Tables 6.9 through 6.16, 6.44 through 6.52 and 6.79 through 6.83 present the numerical evaluations of the metric
elements, giving the measures of gravity, flow inertia, and flow impeddistébutions Each metric is evaluated for
AP600, APEX, ROSA, and SPES. 8680, APEX, and SPES have metrics of the same dimensions. As explained in
Section 6.2, differences between the metrics of APEX, ROSA, and SPES and the metrics of AP600 are used to
determine whether the coolant flows tend to enter the reactor core more readily in APEX, ROSA, and SPES than in
APG600. Where this is observed, the corresponding distortialistibutionscaling is calledhonconservative

Phase 1is the initial depressurization phase and has normal operating flows thfougloops in AP600, APEX

(which is not used for Phase 1), and SPES, but only throagloops in ROSA. The comparison of the inertia metrics

in Tables 6.9 through 6.12 shows that SPES has 20% stronger cross coupling by inertia between the loops of the same
plant side than AP600. ROSA and SPES have twice the inertia cross-coupling between loops of the opposite side. The
inertia distribution of APEX matches the distribution of AP600. Thdlifées’ systems response is so fast, however,

that the§ distortions during Phase 1 will not affect minimum core coolant inventory and subcooling temperature.
According to Tables 6.13 through 6.15, theréoisal impedance distortion in ROSA because there is twice as much
impedance in the reactor vessel of ROSA as in AP600, which encourages the coolant in ROSA to bypass the vessel.
The Phase 1 distortion of impedance in ROSA, while unimportant for Phase 5 and minimum RPV inventory, is
conservativéecause it has the ability to retard the replacement of RPV coolant and reduce the subcooling temperature
in later phases. Therelmcal impedance distortion also in APEX because there is more impedance in the Cold Legs,
but less impedance in the reactor vessel of APEX than in AP600. This encourages in APEX more than in AP600 the
coolant to enter the vessel. However, APEX does not simulate Phase 1, and the nonconservative distortion of
impedance distribution in APEX prior to Phase 2 has no impact on Phase 5 and minimum RPV inventory.

Phases 2 to 4 While the passive systems, i.e., Core Make-up Tanks (CMT) and Accumulators, are active, the gravity
metrics are not scale-distorted. The comparison of Tables 6.44 and 6.49 for AP600 with tables 6.45 to 6.47 and 6.50
to 6.52, respectively, shows that inertia and impedance metrics of all three facilities are distorted: three inertia and 19
impedance elements in APEX, 19 inertia and 20 impedance elements in ROSA, and eight inertia and 18 impedance
elements in SPES. This means that the transient and quasi-fitead)stributionsbetween Reactor Pressure Vessel,
Steam Generators, Pressurizer (PRZ), Core Make-up Tanks (CMT), and Accumulators, and the resulting liquid level
motions, are not simulated in any test facility during Phases 2 through 4. We consider first the less important inertia
and then the impedance distortions.

Specifically, the comparison of Tables 6.45 and 6.44 reveals that APEX hasirtleréia distortions ofminor
consequencganone in the main loops, one nonconservative one in the PRHR loop, and two nonconservative ones in
the PRZ surge line.

ROSA is difficult to compare with AP600 because it has only one Cold Leg each on/S{déth Pressurizer) anB.

One could compute the seven and five eigenvalues, respectively, for AP600 and ROSA. While it is not possible to
compare the eigenvalues directly, one could determine whether ROSA is stable or unstable where AP600 is not.
However, ROSA has nineteen inertia distortions, five in the main loops, six in the CMT loops, three in the PRHR loop,
two in the PRZ surge line, and three affecting the break flow. This large number of inertia distortions renders the
comparison of stability domains to be a task beyond the scope of this scaling analysis. None of the inertia metric
distortions affect the RPV inventory, even thoughe of the nineteen inertidistortions in ROSA are, in principle,
nonconservative The extend to which the nonconservative distortions are compensated by the ten conservative
distortions must be determined by simulation.
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SPES has eight inertia distortions, none in the main loops, four nonconservative ones in the CMT loops, one

nonconservative in the PRHR loop, and three nonconservative ones in the PRZ surge line. None of the inertia metric
distortions affect the RPV inventory, because the flows respond in a very small fraction of the characteristic times of

depressurization, inventory change, or thermal response.

It should be recalled, that inertia distortions are important only temporarily during dynamic flow transients, during
flow oscillations, and when rapid condensatiacelerates the flow.

The impedance metric for APEX, which is given in Table 6.50, has the same number of non-zero elements as that for
AP600, given in Table 6.49. Most of the impedances are concentrated in the Steam Generators, Cold Legs, and Vessel.
Nineteen smaller of the thirty-three impedance metric elements are distorted, all distortions are caused by four loop
sections with distorted flow resistances (primarily form losses), namely in PRHR and CMT Loops, in Cold Legs, and

in the Upper Downcomer. All distortions imply greater flow resistance outside the reactor vessel of APEX than of
AP600. This causes the coolant to prefer accumulation in the vessel of APEX more than in the reactor vessel of
AP600, and the distortions are, therefanet conservative The importance, however, of the increased ex-vessel
resistances must be assessed by simulation.

The impedance metric for ROSA is given in Table 6.51 and has only 24 non-zero elements and is, therefore, difficult
to compare with AP600: it has only one Cold Leg on each side and an atypical branch point in the CMT loops. The
loop elements that are common to ROSA and AP600 are compared and show that ROSA has 20 of 24 impedance
elements distorted. The 20 distortions are caused by eight loop sections with distorted flow resistances (primarily form
losses): Hot Leg, PRHR and CMT Loops, CMT branch segment, two cold-leg segnessgs| interiorand Upper
Downcomer. Most importantly, ROSA has greater flow resistance in the reactor vessel than AP600, which retards the
flow into the core and makes theading scale distortionsf flow impedance in ROSA&onservative

The impedance metric for SPES (see Table 6.52) has the same number of non-zero elements as AP600. For SPES,
eighteen of thirty-three impedance metric elements are distorted. The most important distortions are in the Upper
Downcomer and retard DVI flows escaping through the cold leg. The distortions in SPES are caused by four loop
sections with distorted flow resistances (primarily form losses): two cold-leg segments, vessel interior, and Upper
Downcomer. SPES has much lower (1/10) resistance in the reactor vessel than AP600, which enhances the flow into
the core and makes the leading scale distortions of flow impedance in8®ESnservativelt should be noted, that
impedance distortion are important during dynamic flow transients, flow oscillations, and when rapid condensation
accelerates the flows well as during quasi steady-flow catnghs.

Phase 5 Inertia metrics were not evaluated for Phase 5 because of the long duration of Phase 5 and the resulting in-
significance of inertia during the long and quasi-steady Phase 5 of injection from the In-Containment Refueling Water
Storage Tank (IRWST). Of the four important gravity, and twenty-seven impedance, metric elements, no gravity
elements are distorted in any test facility; fourteen impedance elements are distorted in APEX, twenty impedance
elements in ROSA, and 19 impedance elements in SPES. This means that the quafliestehslyibutionsbetween

RPV, SGs, PRZ, CMT, and IRWST, and the resulting liquid level motions, are not simulated in anyitiéggtiaiing

Phase 5.

In APEX, the flow prefers to accumulate in the Steam Generators, to leave through the break, and it finds more
resistance in the vessel. Consequently, the flow will not accumulate as readily in the vessel of APEX as in the vessel
of AP600. This distortion is, thereforepnservative However, the steam will vent more readily through the ADS-4
valves. This produces less back pressure in the vessel upper plenum and a higher mixture level in the upper plenum.
The RPV-to-ADS-4 flow resistance in APEXi®nconservativelgcale distorted.

In ROSA, the flow is retarded through the break and the ADS-4 valves and finds it easier to get into the vessel due to

five nonconservativecale distortions. ROSA loses PRZ inventory more readily through ADS-4. The associated scale
distortions areonservative
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In SPES, impedances arenconservativelgcale distorted, because the flows in SPES prefer to escape through ADS-4,
to get into the vessel, and have difficulties escaping from the break. The flows prefer to accumulate in the Steam
Generators, and have difficulties to drain from the PRZ. The impedances in these flow patbaseeatively

distorted.
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7. PRESENT VERSUS PREVIOUS SCALING ANALYSIS RESULTS

The US NRC had contracted Idaho National Engineering Laboratory (INEL) to carry out a global system scaling
analysis for AP600 and the related test facilities APEX, ROSA, and SPES. The analysis concentrated mainly on the
last two phases of the transient, namely on the automatic depressurization by the fourth stage of the Automatic
Depressurization System (ADS-4), and on the long-term cooling by gravity injection from the In-containment
Refueling Water Storage Tank (IRWST) and from the containment sump.

Westinghouse performed its own AP600 scaling analysis [16] and evaluated the scaling groups for AP600, APEX of
OSU, and for SPES.

The USNRC requested a comparison of the scaling analyses carried out by (INEL), Westinghouse, and Brookhaven
National Laboratory, for the purpose of coordinating the results. This chapter presents the comparison of the two
scaling analyses by INEL and Westinghouse with the scaling work reported here to identify the similarities and
differences in the methodology and the results of the three analyses.

All three scaling analyses employ the partitioning of the transient into time periods or phases, although there are minor
differences in the phase definitions. Westinghouse has six phases but omits the one of initial depressurization. The
lumping of the ADS-123 blowdown phase with the natural circulation phase in the INEL analysis, however, is a
disregard for the important, strong change of the dominant discharge flow, from the break to the much stronger ADS-
123 discharge flow. This change is attended by a change in characteristic depressurization times.

The results of the INEL and Westinghouse scaling analyses cannot be expected to be equal to the results presented in
Chapter 6 of this report, primarily because the first scaling principle stated in Section 4.3 of this report, which requires
that

“the governing equations are normalized such thantmalized variables, y*, and their derivatives with respect
to normalized time and space coordinates are of order wamty themagnitudeof each term of the normalized
conservation equation immeasured by its normalizing, constant coefficient

is frequently not satisfied in the INEL and Westinghouse scaling analyses, even though the intent to meet this
requirement is clearly stated in [15] and [16]. See, for example, Egs. (6-17), (6-21), (6-22), (6-44), (A-6), and (C-13)
in the INEL scaling analysis [15], and Egs. (3-14), (3-57), (3-86), and (3-91) in the Westinghouse scaling analysis
[16] where a large number different mass flow ratesere normalized with @ommon reference mass flow rate

each conservation equation, atiiferent heating ratesere normalized in Egs. (3-19) and (3-44) of [16] with the
same reference heating rateeach equation. The use of common reference parameters leads to a drastic reduction
in the number of scaling groups and to a diminished ability of identifying scale distortions.

The following sections present respective comparisons of the INEL and Westinghouse analyses with the scaling
analysis presented in this report. The comparison is limited to the modeling, the scope of the scaling analysis, the
scaling method, the scaling principles, and the scaling results.

7.1 The INEL Scaling Analysis

The INEL scaling analysis concentrates primarily on the ADS-4 blowdown and IRWST injection phases. It includes
integrations of some of thecaledgoverning conservation equations [15]. The integrations are facilitated by
additional simplifying assumptions. The purpose of the integrations was to confirm the simplified conservation
equations and the scaling method used in the INEL scaling analysis. It was pointed out, however, in Section 5.2 that
the operations of multiplication and division involved in scaling does not alter the conservation equations. Therefore,
adherence to the scaling principles cannot be confirmed by comparing the integration results with test data. Plotted
test data will “collapse” if normalization errors are applied consistently to all test facilities. It is better to use the
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complete conservation equations without omissions, and it is more important to confirm estimates of reference
parameters, since the estimates may imply modeling assumptions. INEL did not confirm the reference data used for
the scaling analysis (see, for example, the arbitrary selection of initial pressures in Tables 6.4 and 6.7 of [15]: INEL
used 70 bar for the initial pressure of “Intermediate Subphase II” which is said to end with the initiation of the S-
Signal; the S-Signal trips at 128 bar).

The INEL analysis implies many simplifications, based on subjective (unquantified) assumptions regarding the
importance of phenomena. It should have been the objective of the scaling anadigsisaiestrate quditatively what

is unimportant.

The a priory simplifications and the normalization with disregard of the scaling principle explained at the beginning
of this chapter are the reason for the small number of scaling criteria produced by the INEL analysis.

Reference [17] by Wulff is cited but there are important differences in the scaling of the depressurization (see Section
6.6.1 in this report) and the dynamic interaction between components (momentum balance, see Section 6.1.4 in this
report). The differences are pointed out below.

7.1.1 Modeling in the INEL Scaling Analysis

The mass and energy conservatioaquations are combined to derive the equation for the time rate of pressure change,
as in Section 5.4.1.2 of this report. However, for the system containing single-phase liquid in some parts and two-
phase mixtures in other parts the ad hoc derivation of the depressurization equation, Eq. (A-48) of [15], is incorrect:
the system elasticity does not apply to the combination of the single-phase liquid and two-phase mixture shown in
Figure 6.1 of [15]. Equation. (A-48) of [15] does not account for the contributions of volume dilatations from the
single-phase liquid and two-phase mixture. See Eq. (5-8) in this report to recognize the different effect that heat
transfer has, depending on whether it takes place in the region of single-phase liquid or in the region of two-phase
mixture. The INEL model in Eq. (A-48) fails to account for the important difference between thermal contraction of
single-phase liquid in the Steam Generators and volume expansion by phase change due to Pressurizer Heating, for
example, in a two-phase mixture. Similarly, Eq. (6-15) in [15] makes no distinction between two different heat
transfer rates to different types of fluid, neither by differences in reference parameters, nor by differences in volume
change. The derivation of Eq. (C-17) does account for the important difference between thermal contraction of single-
phase liquid and phase change in a two-phase mixture. However, Eq. (C-17) does account for the elasticity of the
nitrogen gas.

The mass conservatiorequation is used in [15] to derive the equations for inventory change and level motion.

The energy conservatiorequation is used in [15] to derive the equations for the time rate of subcooling temperature
change in the Reactor Pressure Vessel. Eg. (C-6) has the expansion term missing which may be important for
adiabatic expansion. All the property derivative terms are far more complicated than is necessary.

The momentum balances used by INEL only in its steady-state form, and all flow paths are decoupled [15]. INEL
does not model, analyze, and scale the component interaction through multiple loop systems. The modeling of the
surge line flow in [15] implies a rising cap bubble. This is strange for the 14-inch diameter surge line in AP600. The
resulting mass flow rate according to the expression in [15] is 50 times larger in AP600 than the flow according to
Bernoulli.

7.1.2 Scope of the INEL Scaling Analysis
The INEL scaling analysis [15] concentrates on the last two phases of the transient: the IRWST *“injection” Phase, and

the IRWST Draining and Sump Injection Phase. These two phases were treated in this report as one phase. INEL
treated the tree preceding phases under the jitiopdbat the system pressure at the beginning of the ADS-4 injection
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phase is almost independent of the prior history. While the CMT inventory at the beginning of the ADS-4 injection
phase is fixed by design, the pressure at the beginning of the ADS-4 injection phase depends on how much heat is
being transferred to the primary system prior to the beginning of the ADS-4 injection phase. The range of possible
pressures at this time is determined by the difference between adiabatic and isothermal expansions, starting from the
initial pressure of 155 bar and ending when the inventory loss in the CMT trips the ADS-4 valves.

The INEL scaling analysis includes integrations of some ofttadedgoverning conservation equations [15], which
was discussed above at the beginning of Section 7.1, but it lacks the scaling of the system momentum balances.
Momentum scaling criteria are limited to CMT and IRWST line segments.

7.1.3 INEL Scaling Method and Scaling Principles

The INEL scaling analysis is also based on the normalization of the governing conservation equations [15]. The
driving processes used for the normalization are not identified. The INEL scaling method correspondsittitimal

scaling analysis presented in Section 6.2 of this report (see Section 4.4.5.1 for the descriptiaaotiiee process
related scaling analysis). Notice the finding on normalization methods regarding the scaling analyses by
Westinghouse and INEL at the beginning of this chapter. The disregard of the scaling principle explained there are
a reason for the small number of scaling criteria produced by the INEL analysis.

Itis pointed out in Section 4.4.3 that the normalization of the conservation equations must be performed with plant-
specific parameters of geometry, of specified initial operating conditions, and of specified trip set points. INEL,
however, used frequently postulated reference parameters that were not confirmed by experiment, instead of parameters
estimated from plant-specific design data. For example, INEL used 70 bar for the initial pressure of “Intermediate
Subphase II” which is said to end with the initiation of the S-Signal; the S-Signal trips at 128 bar. The origin of
reference parameters should be identified by INEL (see Appendix F [15]).

7.1.4 INEL Scaling Results

Section 6.3 summarizes the results of the scaling analysis presented in this report, by collecting 127 scaling groups
of which 75 (59%) were found to represent global scaling criteria of first-order importance (expredsadiasal
I1-Groups, see Section 4.4.5.2). Of the 75 important processes, 24 (or 32%) show scale distortion for APEX, 21 (or
28%) for ROSA, and 11 (or 15%) for SPES. This assessment is based upon the {¥, 2} or factor 2 criterion adopted
in Section 4.6. Most of the scale distortions are found to be conservative, by producing in the test facilities lower
minimum RPV inventory and less subcooling than in AP600 (see Section 6.3.1).

The “Summary of Important Nondimensional Groups by Transient Phase” on Page iv of [15] shows the evaluation
results of 15 “important” groups for six phases or subphases. There is no definition offered for “important.” The count

of 15 includes the unit scaling groups, some of which are unity by arbitrary definition of reference parameters. This
definition is correct for reference times, but only for those conservation equations in which the characteristic response
time equals the system reference time; it cannot be correct for two conservation equations governing the same phase.

INEL is in agreement with the results of this report in stating that ADS flows (ADS-123 and ADS-4 flows) and line
resistances in IRWST, CMT, and PRZ Surge lines are important. However, the statement does not agree with the
Summary [15], which shows fifteen important phenomena.

INEL states that the ratios of ADS-4 over CMT mass flow rates are distorted in APEX (OSU), ROSA, and SPES
during the ADS-4 blowdown phase and the ADS-4 flow during the IRWST injection phase, and that otherwise there
is no distortion during the IRWST injection and long-term cooling phases. However, the “Summary of Important

Nondimensional Groups by Transient Phase” on Page iv of [15] shows significant differences in scaling groups: four
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for APEX, one for ROSA, and three for SPES. INEL did not distinguish between conservative and nonconservative
scale distortions.

7.2 The Westinghouse Scaling Analysis

The Westinghouse scaling analysis distinguishes itself by the inclusion of the scalingtiafrtiientmomentum

balance. Reference [17] by WuIff is cited as a basis for the scaling analysis but there are important differences in the
scaling of the depressurization (see Section 6.6.1 in this report) and the dynamic interaction between components
(momentum balance, see Section 6.1.4 in this report). The differences are pointed out below.

7.2.1 Modeling in the Westinghouse Scaling Analysis

The mass and energy conservatioaquations are combined to derive the equation for the time rate of pressure change,
as in Section 5.4.1.2 of this report. However, for the system containing single-phase liquid in some parts and two-
phase mixtures in other parts the ad hoc derivation of the depressurization equation, Eq. (3-55) of [16], is incorrect:
while the system elasticity, Eq. (3-53), is the volume-weighted sum of the single-phase liquid and two-phase mixture
elasticities, as in Eq. (5-9) of this report, Eq. (3-56) of [16] does not account for the contributions of volume dilatations
from the single-phase liquid and two-phase mixture. See Eq. (5-8) in this report to recognize the different effect that
heat transfer has, depending on whether it takes place in the region of single-phase liquid or in the region of two-phase
mixture. The Westinghouse maodel fails to account for the potentially important difference between thermal contraction
of single-phase liquid and volume annihilation by condensation in a two-phase mixture, both being caused by the
cooling power. The effects are seen to arise naturally in the systematic derivation of Eq. (5-8) in this report. Also,
Westinghouse omitted the elasticity of nitrogen gas (which is important) and the heating of the nitrogen in the
Accumulators (which turned out to be unimportant).

The energy conservatiorequation is used in [16] to derive the equations for the time rate of temperature change, Eqs.

(3-19), (3-27), and (3-42). Equation (3-18) for the change in stored internal energy is used for the derivation, but it
iswrong. The rate of internal energy is, in the nomenclature of [16]

dpe| dT  (dpe| dv
oT ), dt av ), dt

which differs from Eq. (3-18) of [16]: Eq. (3-18) has several terms missing and, thée /dT), obviously must not
be differentiated with respect to time.

v, de)

ML gt = VY (7-1)

The loop momentum balanceis used to model the dynamic exchange of mass between the system components.
However, the four, seven and six loop systems that are active during CMT, PRHR, ACC and primary-system flows,
are represented by Westinghouse by a single loop momentum balance. It is therefore impossible to account for
asymmetries in the system and to differentiate the primary-system loop from the passive loop system characteristics.

Finally, Westinghouse’s model has more time derivatives and, therefore, primary state variables than conservation

equations (see Egs. (3-12), (3-14), (3-21), (3-22), (3-30), (3-31), (3-44), (3-67), and (3-68), all of which have two time
derivatives). The system of modeling equations could not be integrated.
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7.2.2 Scope of the Westinghouse Scaling Analysis

The Westinghouse scaling analysis concentrates, as do the other two analyses by INEL and BNL, on minimum
inventory. Westinghouse, however, omits to scale the initial depressurization phase on the ground that the
depressurization in AP600 is the same as in current power reactors. The questions as to whether APEX (OSU) and
SPES depressurize as AP600, and whether differences are of any consequence, remain unanswered.

Westinghous@assumessobaric expansion of the primary-system fluid during the natural circulation phase. This is
not justified by Eq. (5-8) of this report or by experiments. Isobaric expansion would require that the numerator of Eq.
(5-8) be zero. There is no compelling reason for the net heat transfer to compensate for the break flow. Considering
the experiments: the natural circulation phase begins at 128 bar and ends near the Accumulator trip set point of 49
bar. How can these endpoint pressure be connected by an isobaric expansion?

7.2.3 Westinghouse Scaling Method and Scaling Principles

The Westinghouse scaling analysis is also based on the normalization of the governing conservation equations. The
driving process is used for the normalization. Thiging process relatedcaling method coincides for most equations

with thecausative process relategaling analysis presented in Section 6.2 of this report (see Section 4.4.5.1 for the
description of theausative process relatedaling analysis). Notice the finding on normalization methods regarding

the scaling analyses by Westinghouse and INEL at the beginning of this chapter. The normalization without adherence
to the scaling principle of normalizing individual processes individually is the major reason for the small number of
scaling criteria produced by the Westinghouse scaling analysis.

Itis pointed out in Section 4.4.3 that the normalization of the conservation equations must be performed with plant-
specific parameters of geometry, of specified initial operating conditions, and of specified trip set points.
Westinghouse, however, used frequently experimental or code-computed data. Experimental data from a test facility
that may have scale distortions are also scale-distorted. Scaling groups evaluated with scale-distorted parameters may
mask scale distortions of the test facility. The use of test data is, therefore, misleading. Moreover, the use of test data
(e.g., mass flow rates) replaces plant-specific geometric and operating parameters (flow cross-sectional area, excess
pressure, etc.) from the scaling groups, parameters which would occur in the scaling group if the reference parameter
were defined in terms of plant-specific design and operating parameters. Test data may serve to confirm the modeling
for the computation of reference parameters, but they are unacceptable as reference parameters. Reference parameters,
that are calculated by a computer code (that is still to be assessed) are not reliable because their computations are
difficult to scrutinize; their relation to plant-specific parameters may be corrupted by compensating errors in the
computer code.

The reference data that Westinghouse used for the calculation of the scaling groups have not been confirmed by test
data. The large difference between scaling groups listed with the designation “hand-calculated,” “data,” and
“WCOBRA/TRAC” indicates large differences between estimated and measured reference data, and great uncertainties
in thelI-Group calculations (seeg, for example Pi 2 in Tables 3.5-2 and 3.5-3 in [16]). The assumptions in Section 3.3.1
of [16] are questionable. The report does not indicate where the AP600 data came fronTfaBtbep calculations

reported in [16].

7.2.4 Westinghouse Scaling Results
Section 6.3 summarizes the results of the scaling analysis presented in this report, by collecting 127 scaling groups
of which 75 (59%) were found to represent global scaling criteria of first-order importance (expredsadiasal

I1-Groups, see Section 4.4.5.2). Of the 75 important processes, 24 (or 32%) show scale distortion for APEX, 21 (or
28%) for ROSA, and 11 (or 15%) for SPES, based on the {¥2, 2} criterion adopted in Section 4.6. Most of the scale
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distortions are found to be conservative, by producing in the test facilities lower minimum RPYV inventory and less
subcooling than in AP600.

Westinghouse evaluated the total of 45 scaling groups. Westinghouse did not offer a criterion for “importance.” Of
the 45 scaling groups evaluated, 31 (or 69%) appear to be important for AP600 by the criterion used in this report.
Westinghouse agrees with the results of this report in stating that inertia is small and unimportant, that gravity and
flow impedance are important, and that decay heating and steam generator heat transfer are important.

Westinghouse did not offer a criterion for the determination of scale distortion. By applying the criterion used in this
report, one finds that 15 and 12 scaling criteria differ in SPES and APEX (OSU), respectively, by more than a factor
of 2 from the corresponding AP600 scaling criteria. The scale distortions arise primarily from mismatch of gravity
and impedance forces in the momentum balance. As can be seen from Table 3.4-7 in [16], Westinghouse offers no
scaling of gravity, inertia, and impedandsstributions(see Sections 6.2.1.1.4, 6.2.4.4, and 6.2.5.4 of this report).
Westinghouse did not distinguish between conservative and nonconservative scale distortions.
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8. CONCLUSIONS

The scaling analysis presented in this report and the review of previously published scaling analyses for the AP600
and the related test facilities APEX, ROSA, and SPES lead to the following conclusions:

1.

The number of global (fractional) scaling criterial&Groups that are of first-order significance for any one of

the eight time periods or subphases analyzed varies between 5 and 18. The number of top priority scaling groups
varies between 3 and 10 for any subphase. The total of first-order significant scaling groups for the entire
transient is 75, that of top priority scaling groups is 39. First-order and top priority importance is defined in
Section 4.5 on the basis of scaling groups: a scaling criterion and its associated phenomenon are of first-order
or top priority importance, respectively, if the corresponding scaling group is greater than 1/10 or 8/10 of the
largest scaling group in its normalized conservation equation for AP600.

None of the test facilities APEX, ROSA, and SPES represents AP600 without scale distortions for all the phases
of the transient. Scale distortion is defined in Section 4.6 on the basis of scaling groups: an important
phenomenon is considered to be scale-distorted in a test facility if the associated scaling group differs from the
corresponding scaling group of AP600 by more than the factor of 2.

Together, the three test facilities APEX, ROSA, and SPES simulate without scale distortion every important
phenomenon for every phase of the transient at least once, except for two phenomena: (a) Flow inertia, or the
ratio of inertia over pump forces during the Initial Depressurization Phase. This distortion is important for code
assessment regarding the simulation of flow response to valve actions during the Initial Depressurization Phase,
but is has no impact on minimum reactor vessel inventory. (b) The effect of Reactor Pressure Vessel (RPV)
injection from the Pressurizer during the ADS-4 Blow-down Phase. See Table 6.63. The distortion is caused
in APEX by disproportionally low ADS-4 flow, and in ROSA and SPES there is inflow into the PRZ, instead of
outflow due to low liquid level elevation in the PRZ.

This distortion does affect the RPV inventory at the beginning of Phase 5 during which the RPV inventory is
expected to reach its minimum. It is explained on Page 6-109 that the distortion may lead to nonconservative
simulation of AP600 minimum inventory by APEX, depending on whether the effect of lower-quality discharge
through the ADS-4 valve on the PRZ side fails to cancel the beneficial effect from the greater RPV injection rate
from the PRZ. ltis also explained on Page 6-109 that ROSA and SPES simulate the impact on RPV minimum
inventory from PRZ injection into the RPV conservatively.

Of the total of 75 first-order importagiobal scaling criteria evaluated asduced-fornTI-Groups (see Section

4.4.5.2) for each test facility, twenty-three (or 31%) show scale distortion for APEX Test SBO5. Seventeen scale
distortions are conservative and six nonconservative. Nine scale distortions are the consequence of five causes,
primarily incorrect low-pressure scaling. See Section 6.3.1.

Twenty-one (or 28%) of the first-order importagitbal scaling criteria, evaluated for ROSA, are found to show
distortion, only three are nonconservative distortions. Fifteen scale distortions lead to only five causes, primarily
low initial core power and low heat transfer rates in the PRHR, due to low PRHR flow rates. This and the other
causes for scale distortions in ROSA are detailed in Section 6.3.2.

Eleven (or 15%) of the first-order importaglobal scaling criteria, evaluated for SPES, show scale distortions,

one of which is nonconservative, and seven of which have only three causes. The stybrlyEstcale
distortions in SPES are caused by the disproportionately large structural heat capacities in the Reactor Pressure
Vessel. This and the other causes for scale distortions in ROSA are detailed in Section 6.3.3. SPES was found
to have the smallest total number of global scale distortions.
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The assessment of scale distortion is based upon the factor 2 criterion adopted in Section 4.6. If'&)&3ser {

or factor 3 criterion had been adopted then only half as many scaling groups would have shown scale distortion.
The difference between these two evaluation exhibits the sensitivity of the assessment to the criterion of scale
distortion, and it shows also the strength of the distortions.

5.  The dynamic and quasi-static flaistributionsin the system, or theomponent interactionsre scaled by the
metrics of gravity, flow inertia and flow impedance, respectively. AP600, APEX, and SPES have four
interconnected flow loops prior to the activation of CMT and PRHR systems, seven loops prior to IRWST
activation, and six loops after IRWST activation. Tables 6.9 through 6.16, 6.44 through 6.52 and 6.79 through
6.83 present the numerical evaluations of the metric elements for gravity, flow inertia, and flow impedance
distributionsfor natural circulation. None of the three test facilities simulates flow distribution without scale
distortion, except for normal operation (Phase 1), prior to the break opening, where ROSA shows no scale
distorted distributions of inertia and impedance, but has only two, instead of four, coolant loops.

While the passive systems, i.e., Core Make-up Tanks (CMT) and Accumulators, are active during Phases 2 to
4, only the gravity metrics are not scale-distorted. The inertia and important impedance metrics of all three
facilities are distorted.

APEX has threénertia distortions ofminor consequenc¢@one in the main loops, one nonconservative one in

the PRHR loop, and two nonconservative ones in the PRZ surge linémpdidancelistortions imply greater

flow resistance outside the reactor vessel of APEX than of AP600. This causes the coolant to prefer accumulation
in the vessel of APEX more than in the reactor vessel of AP600, and the distortions are, thewfore,
conservative

ROSA is difficult to compare with AP600 because it has only one Cold Leg each on side. ROSA has nineteen
inertia distortions, five in the main loops, six in the CMT loops, three in the PRHR loop, two in the PRZ surge
line, and three affecting the break flow. None of the inertia metric distortions affect the RPV inventory, even
thoughnine of the nineteen inertidistortions in ROSA are, in principleonconservativeROSA has greater

flow resistance in the reactor vessel than AP600, which retards the flow into the core and médadititescale
distortionsof flow impedance in ROSA&onservative

SPES has eighnhertia distortions, none in the main loops, fononconservativenes in the CMT loops, one
nonconservativen the PRHR loop, and thra@mnconservativenes in the PRZ surge line. None of the inertia

metric distortions affect the RPV inventory, because the flows respond in a very small fraction of the
characteristic times of depressurization, inventory change, or thermal response. SPES has much lower resistance
in the reactor vessel than AP600, which enhances the flow into the core and makes the leading scale distortions
of flow impedancen SPEShonconservative

During IRWST and Sump injection, i.e., during Phases 5, only impedance distributions are important.

During Phase 5, the flow in APEX prefers, relative to AP600, to accumulate in the Steam Generators, to leave
through the break, and it finds more resistance in the vessel. The ex-vessel impedance distortion is, therefore,
conservative However, the steam will vent more readily through the ADS-4 valves, reducing the Upper Plenum
pressure and raising the mixture level in the Upper Plenum. The RPV-to-ADS-4 flow resistance in AREX is
conservativelygcale distorted.

During Phase 5, the flow in ROSA is retarded through the break and the ADS-4 valves and finds it easier to get

into the vessel due to fiveonconservativecale distortions. ROSA loses PRZ inventory more readily through
ADS-4. The associated scale distortions @waservative
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8. Conclusions

For SPES during Phase 5, impedanceshareonservativelgcale distorted, because the flows in SPES prefer

to escape through ADS-4, to get into the vessel, and have difficulties escaping from the break. The flows prefer
to accumulate in the Steam Generators, and have difficulties to drain from the PRZ. The impedances in these
flow paths areconservativelylistorted.

Inertia distortions are important only temporarily during dynamic flow transients, during flow oscillations, and
when rapid condensation accelerates the flow. During monotonic depressurization, inertia scale distortions do
not affect RPV minimum inventory, because inertia is so small that the flows in all loops respond to control
functions and level changes in a very small fraction of the system response time. Impedance scale distortions,
however, are important during dynamic flow transients, flow oscillations, and when rapid condensation
accelerates the flovgs well as during quasi steady-flow cdtiohs, because the flows seek the path of least
resistance (impedance).

The review of the INEL [15] and Westinghouse [16] scaling analyses and their comparison with the analysis
presented here shows that all three scaling analyses employ the partitioning of the transient into time periods or
phases although there are minor differences in the phase definitions. The lumping of the ADS-123 blowdown
phase with the natural circulation phase in the INEL analysis disregards the strong change of the dominant
discharge flow, from the break to the much stronger ADS-123 discharge flow. All three scaling analyses are
based on the normalization of the governing conservation equations and the evaluation and comparison of the
resulting scaling groups. INEL and BNL (this report) employed the fractional scaling method, Westinghouse
the dominant process related method, and BNL used also the causative process related method, which is nearly
the same as the dominant process related method see Section 4.4.5.

The results of the INEL [15] and Westinghouse [16] scaling analyses cannot be expected to be equal or equal to
the results presented in Chapter 6 of this report, primarily because the first scaling principle stated in Section
4.3 of this report has not been satisfied in INEL’s and Westinghouse’s scaling analyses. Consequently, (a) many
scaling groups in [15] and [16] are not actually representative of their associated phenomena, and (b) the total
number of scaling groups is too small as several phenomena are represented by a single scaling group; possible
scale distortions remain undetected.

Instead of demonstratirgartitatively what is unimportant, the INEL analysis implies many simplifications,
based orsubjective(unquantified)assumptionsegarding the importance of phenomena. This is the second
reason for the small number of scaling criteria obtained by INEL.

INEL and Westinghouse missed the differences in coolant volume changes by heating of single- and two-phase
fluids; INEL missed the thermal contraction by imbalanced cooling in the Steam Generators during the early
phases; Westinghouse missed the distinction in all phases.

The Westinghouse model has more time derivatives and, therefore, primary state variables than conservation
equations, the system of modeling equations is not closed (incomplete). INEL used freguastilated

reference parameters. This removed plant-specific design parameters from the scaling analysis. Westinghouse
used frequently experimental or code-computed data as reference parameters. The use of test data also deletes
plant-specific parameters from the scaling analysis. The large difference between scaling groups that were
obtained in [16] with reference parameters of different origin indicates large uncertaintieslihGheup
calculations of Westinghouse (the Westinghouse report does not cite references for the “experimental AP600
data” used for th&I-Group calculations in [16]). The reference data used for the calculation of the scaling
groups in [16] have not been confirmed by test data.

The “Summary of Important Nondimensional Groups by Transient Phase” on Page iv of the INEL report [15]
shows the evaluation results of only 15 “important” groups for six phases or subphases, including the unit scaling
groups. There is no definition offered for “important.” INEL is in agreement with the results of this report, in
stating that ADS-123 and ADS-4 flows and line resistances in IRWST, CMT, and PRZ Surge lines are important.
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8. Conclusions

10.

11.

This number of five important phenomena is in conflict with the list of 15 in the above Summary [15]. INEL
states that the ratios of ADS-4 over CMT mass flow rates are distorted in APEX (OSU), ROSA, and SPES during
the ADS-4 blowdown phase and the ADS-4 flow during the IRWST injection phase, and that otherwise there is
no distortion during the IRWST injection and long-term cooling phases. However, the “Summary of Important
Nondimensional Groups by Transient Phase” on Page iv of [15] shows significant differences in many more
scaling groups: 4 for APEX, 1 for ROSA, and 3 for SPES. It is not clear which distortions are conservative and
which are nonconservative. Details of the INEL analysis are found in Section 7.1.4.

Westinghouse evaluated the total of 45 scaling groups. Westinghouse did not offer a criterion for “importance.”
Of the 45 scaling groups evaluated, 31 (or 69%) appear to be important for AP600 by the criterion used in this
report. Westinghouse agrees with the results of this report in stating that inertia is small and unimportant, that
gravity and flow impedance are important, and that decay heating and steam generator heat transfer are
important. Westinghouse did not offer a criterion for the determination of scale distortion. By applying the
criterion used in this report, one finds that 15 and 12 scaling criteria differ in SPES and APEX (OSU),
respectively, by more than a factor of 2 from the corresponding AP600 scaling criteria. Westinghouse offered
no distinction between conservative and nonconservative scale distortions. Details of the Westinghouse analysis
are found in Section 7.2.4.

Neither INEL nor Westinghouse offered any scalindlodv distributionsin interconnected loops, as described
above in Item 6.

It is claimed by INEL on Page 32 of [15] that the break flow does not affect the inventory and system pressure
at the time of ADS-4 initiation, and that Phases 1 through 3 of the transient are, therefore, unimportant for the
assessment of the minimum RPV inventory which occurs during Phase 5. The claim is derived from the assertion
that the system pressure at the time of ADS-123 initiation does not depend on the processes occurring during
Phases 1 through 3. The claim is wrong.

The system inventory at ADS initiations is weakly dependent of what happens during Phases 1 through 3 (and
of SBLOCA break size) because theADS-123 and ADS-4 trips are tightly connected toil®dtory

Minimum RPV inventory, however, depends on the excess primary system pressure above the containment
pressure at the time of ADS-123 initiation. The pressure at the time of ADS-123 initiation may vary between
the terminal pressures of adiabatic and isothermal volume discharges from the primary system, depending on
the time of discharge and, consequently, the amount of heat transfer between the coolant and the solid structures.
The time of discharge depends on break size and mechanical compliance. Figure 6.4 in [15], when redrawn in
nondimensional form and f@everalbreak sizes, would demonstrate the dependence of ADS-123 initiation
pressure on break size and on heat transfer rates (and phase change rates) prior to ADS-123 initiation.

Secondly, unless all terms related to phase change, Accumulator injection, and heat transfer in the mass
conservation and depressurization equations, Egs. (5-8) and (5-11) can be ignored, the break size cannot be
canceled from the quotiendld, / dp), which is formed from Egs. (5-8) and (5-11), by dividirdy(/ dt) / (dp /

dt). If the endpoint ¢, p). were independent of break size, one would have to be able to cancel the break size
from the quotientdo, / dp). Since the cancellation is impossible, the end pregsiLeennot be independent of

break size, and the above claim is wrong.

The assessment of relative importance and of scale distortion is needed to ascertain that transport phenomena
take place in the same heat transfer and flow regimes in the test facilities as in the full-size plant. This
assessment is not possible with any computer code, unless the computer code is programmed to evaluate scaling
criteria. Without the assessment, one cannot use test data to determine whether or not the closure relations in
a computer code are applicable to the full-size plant. All three test facilities are required for assessing the
capability of a code to predict AP600 transients, as each facility is limited to phases and phenomena identified

in the matrices ofI-Groups in Section 6.2.
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