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DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the U.S. Government. 
Neither the U.S. Government nor any agency thereof, nor any employee, makes any warranty, 
expressed or implied, or assumes any legal liability or responsibility for any third party's use, or the 
results of such use, of any information, apparatus, product, or process disclosed in this publication, 
or represents that its use by such third party complies with applicable law.
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EXECUTIVE SUMMARY

Advances in technologies such as artificial intelligence (AI), machine learning (ML), and data 
analytics have the potential to enable the creation of autonomous researchers (i.e., bots) that 
can assist the U.S. Nuclear Regulatory Commission (NRC) staff. This report is the outcome of 
an exploration of AI/ML applications, supported by the future-focused research project on 
“RESbot – A Web-Based Bot to Aid RES Researchers.” This project was one of six research 
proposals selected in Fiscal Year 2021 as part of the NRC’s Future-Focused Research 
Program, which supports the NRC’s vision of becoming a modern, risk-informed regulator by 
exploring “over-the-horizon” issues and anticipating future regulatory needs. The report 
summarizes feasibility studies to develop research bots for two applications: (1) knowledge 
mining, and (2) intelligent search of the numerical solution space for modeling and simulation. 

For the knowledge mining application, the NRC staff explored the viability of using natural 
language processing (NLP) capabilities available in large commercial platforms to search 
through a collection of documents in the molten salt reactor domain and answer technical 
questions. The commercial tools showed promise for this type of application; however, the 
results from this study were inconclusive. Nonetheless, the staff observed that training the NLP 
models requires a significant initial investment of human resources, although this could be 
reduced somewhat by computer-guided processes and an effective user interface and user 
experience. There is accelerated progress in developing AI/ML solutions for NLP in the 
commercial sector, such that it is likely that the type of bot envisioned for this project may be 
fully functional within 5 years. As such, other commercial models may be worth exploring in 
future work.

For the intelligent search application, the NRC staff developed a bot to interface with one of its 
safety codes—the Extremely Low Probability of Rupture probabilistic fracture mechanics code. 
This interface allowed the NRC staff to couple the Extremely Low Probability of Rupture code 
with open-source machine learning models. The machine learning results were then used to 
understand the importance of the input variables and to automate sensitivity analyses and 
sensitivity studies. Such applications have immediate use to support research efforts and to 
review licensing applications that rely on probabilistic fracture mechanics consistent with the 
guidance in NRC Regulatory Guide 1.245, “Preparing Probabilistic Fracture Mechanics 
Submittals,” Revision 0, issued January 2002. More promise was shown with this investigation, 
and the approach could also be extended to other NRC probabilistic modeling and simulation 
applications.

Through these two sample applications, the NRC staff explored aspects of AI, specifically NLP 
and ML, to automate various research tasks. Although NLP applications would require more 
exploration, both aspects show promise for assisting the NRC staff in more efficiently and 
effectively fulfilling the agency’s mission. This report is for internal NRC use, as it is an 
exploratory study and primarily intended to build knowledge and capabilities in AI/ML technology 
applications.
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1 INTRODUCTION

1.1 Background on Autonomous Researchers

In recent years, tremendous advances in digital technologies have enabled exponentially more 
data to be generated and stored. This has created new problems for those who perform 
research and need to use the most up to date information, techniques, and methods; data and 
documents are being generated faster than they can be humanly analyzed. Staff from the U.S. 
Nuclear Regulatory Commission (NRC) are no exception and review enormous amounts of 
documents in their daily work, from regulations to technical journal articles to safety analysis 
reports (SARs).

In 2004, King et al. [1] explored the possibility of automating a scientific investigation through 
physical implementation of a robotic system that applies techniques from artificial intelligence 
(AI).  Based on this earlier work, King et al. [2], along with other scientists, created a robot 
scientist, called Adam, who was able to perform independent experiments to test hypotheses 
and analyze the results. Since that time, there have been some strides made in the 
development of “robot scientists”.  For example, Williams et al. [3] designed a robot scientist 
‘Eve’ to make drug discovery techniques to develop data and advanced scientific knowledge.

More recently, Burger et al. [4] developed a robot chemist to assist in experimental searches 
even with challenging sets of parameters, such as sample types, instruments, and 
measurements. Using a Bayesian search algorithm, they were able to succeed in making the 
robot operate autonomously over 8 days, performing 688 experiments, within a ten-variable 
experimental space. Gongora et al. [5] developed, what they termed as, Bayesian experimental 
autonomous researcher (BEAR), which uses a Bayesian scheme for topological optimization 
and high-throughput automated experimentation, to address the vastness of additive 
manufacturing design space and automatically decide the experiments to perform.  They show 
that BEAR not only performs experiments rapidly, but it also leverages iterative experimentation 
by selecting experiments based on all available results. Their results demonstrate the utility and 
value of machine learning (ML) in experimental fields where data are sparse.

1.2 Future Focused Research Proposal

The Office of Nuclear Regulatory Research (RES) future-focused research (FFR) program 
supports the NRC’s vision of becoming a modern, risk-informed regulator by exploring 
“over-the-horizon” issues and anticipating future regulatory needs. The FFR program facilitates 
the identification, prioritization, performance, and monitoring of research activities intended to 
help the NRC prepare for upcoming challenges. 

Motivated by the previous work on automated researchers, the NRC’s Office of Nuclear 
Regulatory Research (RES) carried out an FFR project aimed at assessing the feasibility of 
developing its own autonomous researchers, or “RESbots,” to assist the NRC staff in 
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conducting research-related activities. The proposed project suggested developing autonomous 
researchers for the following use cases:

1) Compile useful data from a variety of sources, including databases and communities of 
practice, to aid NRC staff assessment of significant and emergent topics.  Examples 
include reactor pressure vessel embrittlement issues, materials degradation issue for 
long-term operations, risk assessments, and preparation for advanced reactor licensing.

2) Perform modeling and simulation to incorporate data and model uncertainties using an 
appropriately modified autonomous researcher approach adopted in Gongora et al. [5]. It 
is noted that use of Bayesian search algorithms to zone in on the regions of interest in a 
vast solution space is not a novel concept to NRC staff.

3) Accelerate the review process for NRC technical letter reports (TLRs).  Review 
processes often rely on staff compilation and disposition of review comments from many 
staff members from RES and customer offices.  Often, two sets of reviews are 
conducted.  From initial draft to final issuance of a TLR can range from 4 to 12 months.  
While some of this time is essential, much of it is spent on collection, compilation, and 
transmittal of comments.  An autonomous researcher could significantly speed up this 
review process, not only to supplement the manual process of comment compilation, but 
also to intelligently analyze the comments and offer advice for eventual resolution.

1.3 Selected Use Cases

After performing some initial scoping studies, RES staff decided to pursue only the first two 
proposed use cases.  Whereas Use Case 1 focuses on language understanding, Use Case 2 
focuses on the understanding of numerical data.  Due to available resources and complexity of 
the problem, Use Case 3 was not pursued.

Use Case 1 involved mining a repository of publicly available documents for detailed technical 
information as a proof-of-concept. A repository of 100 documents was gathered about molten 
salt reactors (MSRs) from a variety of public sources, including academic journals, Department 
of Energy (DOE) databases, NRC-sponsored reports, and NRC-authored documents. These 
documents cover a wide range of MSR subtopics, such as corrosion, chemistry, purification, 
and waste forms. After the repository was assembled, RES staff subject matter experts (SMEs) 
assembled a list of technical questions that a future researcher would be likely to ask about 
MSRs. It was assumed that the questions would be nuanced by some level of knowledge and 
understanding of the technical domain (i.e., the questions would be more sophisticated than a 
simple search for the presence of a specific word or phrase). The goal of Use Case 1 was for 
the RESbot to return reasonable and technically accurate answers to these questions.

Use Case 2 involved developing an autonomous researcher for intelligent search of the problem 
space to support modeling and simulation applications. Whereas Use Case 1 focused on 
language understanding, Use Case 2 focused on data understanding. The staff selected the 
Extremely Low Probability of Rupture (xLPR) probabilistic fracture mechanics (PFM) code as 
the modeling and simulation environment for the Use Case 2 investigations. New software 
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modules were written to interface with the xLPR code and employ ML tools to analyze its input 
and output data and generate insights to better understand the solution space, particularly the 
most influential inputs.  Use Case 2 thus represented the marriage of PFM and ML 
technologies.

This TLR summarizes the RES staff’s explorations of the two use cases. The report is for 
internal NRC use, as it is an exploratory study and primarily intended to build knowledge and 
capabilities in AI/ML technology applications.
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2 USE CASE 1 INVESTIGATION—KNOWLEDGE MINING

2.1 Background

The objective of Use Case 1 of the RESbot project was to develop an autonomous researcher 
to mine a repository of publicly available documents for detailed technical information.

2.1.1 Regulatory Context

Robotic technology has the potential to enhance efficiency and reliability for the staff to carry out 
the NRC’s mission in many regulatory settings, from research to licensing to guidance 
development. The NRC staff perform research to confirm information and data provided by 
licensees and to be ready for imminent and future applications of current and advanced 
technologies impacting nuclear safety. Thus, dealing with voluminous data and operating 
experience for analyses, modeling and simulation, risk assessments, and technical basis 
development, is part and parcel of the NRC staff’s daily work. Additionally, NRC staff in 
licensing need to be able to review regulatory and licensing documents, such as safety analysis 
reports (SARs), to quickly locate key technical parameters and assumptions. A major 
opportunity where AI/ML technology—specifically NLP and knowledge mining capabilities—can 
provide significant knowledge transfer benefits is in facilitating the onboarding process for new 
hires.

2.1.2 NLP Technology

Natural language processing (NLP) forms the fundamental technological backbone for the first 
RESbot use case on knowledge mining. According to Leong and Jordan [6], since language can 
be represented by a set of rules, computer programs can be created to organize, classify, and 
predict language according to those rules (learned or programmed and pre-determined). Large 
bodies of text can be examined using tagged entities or a dictionary of specific search terms, 
and NLP programs can apply the set of rules to construct a wide spectrum of desired outputs, 
whether it be interpretation, analysis, understanding, question answering, or text creation.

2.2 Approach

The RES staff’s approach for investigating Use Case 1 was the following:

 select a technical area and identify related records

 develop potential NRC staff questions about the domain

 pursue development of RESbots using commercial tools

While it was desirable to perform the knowledge mining from a set of random documents, the 
RES staff realized that the state-of-technology was not mature enough.  Hence, to simplify the 
use case, the RES staff chose to build a document repository based on the single topic of 
MSRs. This topic was selected because it has been an area of substantial interest, there are a 
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wide range of applications and technical challenges, and MSRs have significant operational 
differences with respect to traditional light water reactor technologies. After selection of this 
topic, the RES staff collected 100 publicly available documents from a wide variety of sources 
(e.g., DOE databases, NRC’s Agencywide Documents Access and Management System, and 
academic journals).  The RES staff developed a list of questions that a new NRC staff member 
might have and would want to be able to answer. These steps were done in coordination with 
MSR SMEs who provided significant guidance, input, and direction. The primary intent of this 
work was to assess the capabilities and limitations of available commercial tools to perform 
knowledge mining and summarization of key topics from a myriad of documents. 

Development of one RESbot was pursued using the cloud service of a large commercial vendor 
(Vendor 1) that provides indexing and querying capabilities enabled by built-in AI algorithms and 
uses advanced ML techniques to understand user intent and contextually rank the most relevant 
search results.

Development of a second RESbot was pursued using the cloud service of a large commercial 
vendor (Vendor 2) that provides a question-answering computer system capable of answering 
questions posed in natural language. Its deep conversational AI uses a chatbot that uses 
natural language understanding to interact with users through common dialogue. A search 
feature uses advanced AI to scan structured and unstructured data and extract relevant 
insights, and another feature connects to data sources.

2.3 Results and Discussion

2.3.1 Vendor 1 RESbot

The RES staff met with representatives from Vendor 1 to discuss its objectives for the RESbot 
project. The vendor offered a limited term subscription to use its cloud service, which the RES 
staff used to pursue development of a RESbot for Use Case 1. Development of the RESbot in 
this environment was primarily the responsibility of the RES staff; however, an SME from 
Vendor 1 provided some limited guidance to help navigate the various systems and settings to 
conduct the testing.

As a first step, the RES staff uploaded the 100 MSR documents into Vendor 1's cloud storage in 
the file extensions in which they had had been originally retrieved (e.g., *.pdf or *.docx). The 
system was capable of handling and reading the documents in any of the common file types. At 
this point, the RES staff chose to explore the use of a recently developed tool for training and 
customizing programs to the unique terms, phrases, and vernacular of a particular domain. This 
tool uses custom named entity recognition (NER) and allows users to build custom AI models to 
extract domain-specific entities by iteratively labeling data, training, evaluating, and improving 
model performance before making it available for consumption. Prior to labeling the data, the 
documents needed to be in a text format to be compatible with the NER tools. The RES staff 
manually converted the *.pdf documents to text documents using the native Adobe converter 
tool. It is noted that Vendor 1’s cloud service includes a feature to convert *.pdf documents to 
plain text files; however, this feature was not included in the subscription. As many of the 
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documents were from scanned images, the RES staff opted to correct certain common errors 
that resulted from the conversion process. These corrections were made through development 
of a simple Python routine that scanned for and replaced the artifacts. The RES staff then 
decided on the following four custom named entities associated with MSRs: (1) Reactor Name, 
(2) Fuel, (3) Salt, and (4) Component Material. 

Considering the large number of documents, the RES staff was faced with the immediate 
question of identifying which would be the best candidates for use in tagging the custom named 
entities. That is, it would have been inefficient to read through an entire document only to find 
that it contained no examples of the selected named entities.  To help answer this question, the 
staff wrote a routine in Python that leverages the Natural Language Toolkit package. Functions 
from the Python Standard Library were used to convert the text in each document to lowercase 
and remove punctuation. Then, functions from the Natural Language Toolkit package were used 
to tokenize the text and remove common English stopwords, such as “and,” “are”, “is,” and “the.” 
The Porter Stemmer algorithm was then used to remove morphological affixes, thereby only 
leaving the word stems. For example, the stem of “purification” is “purif.” Finally, the top 50 
stems by frequency were listed for each document in a spreadsheet. Figure 2-1 shows a 
selection of the results.

Figure 2-1 Top 50 most frequent word stems in a selection of documents in the MSR 
domain

From a quick analysis of this data, the team was able to identify that the document, 
“Compatibility Studies of Potential Molten Salt Breeder Reactor Materials in Molten Fluoride 
Salts,” with 106 occurrences of the stems “hastelloy,” “alloy,” “steel,” inconel,” and “stainless,” 
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was a good candidate in which a variety of example materials could be tagged to help answer 
the question, “Which alloys are used?” Although this was a simple NLP application, the results 
proved useful in quickly assessing the basic content of many documents. It’s noted, however, 
that the utility of such an approach would be expected to decrease if the number of documents 
were in the thousands. Notwithstanding, this exploration revealed that Vendor 1’s approach to 
tagging named entities would benefit from a more guided process.

With the best candidate documents identified, the RES staff then manually carried out the 
process of tagging each instance of the custom named entities. In total, eight documents were 
tagged to ensure enough data for training. The tagging process entailed highlighting text in the 
documents and linking it to the appropriate custom named entity. As a result, the following 
quantities of tags were attained: 100 for “Reactor Name”, 269 for “Fuel”, 155 for “Salt”, and 110 
for “Component Material”. An example of a tagged document in Vendor 1’s cloud service 
interface is shown in Figure 2-2. Shown in light green underline are the text entries tagged and 
associated with the named entity “Reactor Name”. They include “Liquid Fluoride Thorium 
Reactor” and “LFTR”. Shown in brown underline are the text entries tagged and associated with 
the named entity “Fuel”.  They include the following chemical compounds: “UF4”, “PuF3”, 
“ThF4”, “233UF4”, and “Th-233U”. The entries underlined in dark green are associated with the 
named entity “Salt” and include “LiF-BeF2” and “flibe”. Finally, the terms underlined in magenta 
are linked to the named entity “Component Material”. They include “Hastelloy N” and “Alloy 
800H”.

Figure 2-2 Example document tagging for custom NER in Vendor 1’s cloud service

After the tagging process was complete, Vendor 1’s cloud service trained an automated ML 
model.  The service generates three scores to indicate the efficacy of the resultant model: 
(1) precision, (2) recall, and (3) F1.  Eq. 1, Eq. 2, and Eq. 3 below provide the definitions for the 
three scores, respectively.
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑜. 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑁𝑜. 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑁𝑜. 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 Eq. 1

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑁𝑜. 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑁𝑜. 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑁𝑜. 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
Eq. 2

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
Eq. 3

Steps that can be taken to improve the scores include modifying the entities, further adjusting, 
fixing, or reviewing existing tags, or increasing the number of documents tagged. The scores 
after training the model on the four custom named entities and fine-tuning the tags in the eight 
documents were as follows (also shown in Figure 2-3): 68.3 percent for precision, 53.5 percent 
for recall, and 60.0 percent for the F1 score. The RES staff discussed the results with 
Vendor 1’s SME, who indicated that an F1 score in the range of 80 to 90 percent was typically 
needed for the custom NER model to enhance the search results.

Figure 2-3 Vendor 1 custom NER model accuracy results

The RES staff could not refine or broaden the model training due to resource constraints; 
therefore, it did not test the performance of Vendor 1’s search service with the custom NER 
model on the questions it developed. Instead, the RES staff decided to test the generic search 
service. Two representative responses to submitted questions are shown in Figure 2-4 and 
Figure 2-5.  The results demonstrate the “out-of-the-box” capabilities of Vendor 1’s search 
service with no specific training or customization by way of incorporation of a custom NER 
model. This was a simple process that involved starting a new search instance and posing the 
predetermined questions.
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Figure 2-4 Vendor 1 generic search responses to the question, "How do molten salt 
reactors control reactivity and temperature?"

Figure 2-5 Vendor 1 generic search responses to the question, "What materials have 
been used or are being evaluated for use in molten salt reactors?"

The NRC staff qualitatively evaluated the returned results.  The answers to the question, “How 
do molten salt reactors control reactivity and temperature?” (Figure 2-4), were judged to be 
reasonable and appropriate. The top result clearly answers the question and discusses 
controlling reactivity of MSRs through interactions with the neutron population. Most of the 
retrieved documents are strongly related to the topic and provide helpful references for the user. 
The answers to the question, “What materials have been used or are being evaluated for use in 
molten salt reactors?” (Figure 2-5), however, were judged significantly less useful. This 



10

difference in the relevancy of the results is likely because certain terms or phrases are easier for 
the semantic search program to understand and find in the documents. The intent of the 
question was to identify structural or component materials, such as Alloy 800H, Hastelloy N, or 
Stainless Steel 316. The top result was not highly relevant; however, there were some relevant 
documents lower in the ranking. Additional resources would be needed to train and add 
customization to get better answers.

2.3.2 Vendor 2 RESbot

The RES staff likewise engaged representatives from Vendor 2 to discuss the objectives for the 
RESbot project. Motivated by the potential for broader applications of the use case, the vendor 
volunteered the efforts of a small team to pursue development of a concept RESbot. Pursuit of 
Use Case 1 with this vendor thus benefitted greatly from the expertise offered by its SMEs and 
provided a greater level of engagement in contrast to the resources offered by Vendor 1.  

Vendor 2’s team took a top-down approach by first developing a custom user interface that 
would meet the use case requirements. The overarching assumption behind the approach was 
that a supervisor needs an intuitive tool to help onboard researchers and direct them to 
institutional knowledge about MSRs. The remaining assumptions are listed below in the form of 
tasks that said researcher would need to accomplish:

1) quickly access a large library of documents to efficiently find correct information

2) ask questions and search MSR key terms and get an accurate and succinct answer

3) see query suggestions based on the query topic(s)

4) see search results used for the answer summary they receive

5) see the document summary

6) rate the answer accuracy to continue to train the AI and see document summaries

7) explore relevant topics and questions that others have searched

8) see search history

9) bookmark important information for future reference

Figure 2-6 shows the resultant user interface developed by Vendor 2. Inset (a) of the figure is 
the main feature of the interface where questions can be asked, relevant document passages 
retrieved, and document summaries can be requested and displayed. Inset (b) contains 
frequently asked questions where users can get quick answers to questions of high interest. 
Finally, inset (c) displays a recent search history that allows the user to access previous search 
results. The RES staff found this user interface to be highly functional and visually appealing.
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Figure 2-6 RESbot user interface proposed by Vendor 2 showing (a) query feature, 
(b) frequency asked questions, and (c) recent search history

After uploading the collection of 100 MSR documents to Vendor 2’s cloud service and providing 
the list of predetermined questions, the RES staff developed answers to the questions from 
excerpts in the documents. Vendor 2’s team used the answers as a basis to conduct relevancy 
training for the model. To conduct relevancy training, Vendor 2’s cloud service interface displays 
passages from the documents that a user marks as either being “relevant” or “not relevant”. The 
results allow the cloud service to run ML models in the background to customize answers and 
learn what is relevant to the domain and improve the quality of answers to a given question. In 
this case, Vendor 2’s team used the answers provided by RES staff SMEs as the basis to 
conduct a limited amount of relevancy training. Figure 2-7 shows a sample snapshot of 
relevancy training in Vendor 2’s cloud service on the question, “What is the most common 
moderator for MSRs?” The RES staff found this relevancy training process to be a simple and 
efficient means of training and customizing a model to improve the quality of the search results.
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Figure 2-7 Example relevancy training in Vendor 2’s cloud service

After some initial relevancy training was completed for a selection of questions, Vendor 2’s team 
created an environment using the chatbot to allow the RES staff to test the answering capability 
of the service. In this environment, the user poses a question in the entry box and the chatbot 
answers with an excerpt from the library of accessible data. In a meeting with RES staff, 
Vendor 2’s team operated this test environment and demonstrated its preliminary capabilities. 
Figure 2-8 shows two representative responses from the service.

Figure 2-8 Vendor 2 RESbot responses to the questions, (a) “How do molten salt 
reactors control reactivity and temperature?” and (b) “What is the most 
common moderator for MSRs?”

The RES staff qualitatively evaluated the returned results from Vendor 2’s service. The answer 
to the question, “How do molten salt reactors control reactivity and temperature?” (shown in 
Figure 2-8a) was judged to be reasonable and accurate. However, the answer to the question, 
“What is the most common moderator for MSRs?” (shown in Figure 2-8b) was judged not 
relevant or applicable. The answer from Figure 2-8a had the keywords “salt”, “reactor”, 
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“reactivity”, and “temperature,” all of which were in the question. The answer from Figure 2-8b 
had the term “MSRs,” but it did not include the keyword or concept “moderator.” Afterwards, the 
RES staff performed additional relevancy training for the Figure 2-8b question by rating more 
passages. It received the same answer, so more extensive training of the model would be 
necessary to improve the results using Vendor 2’s cloud service.

2.4 Summary

An autonomous RESbot researcher in knowledge mining applications in the nuclear domain 
requires significant training due to the unique terminology. An investment of staff time and 
resources to train the NLP models was required for both the commercial services investigated 
here. 

Vendor 1’s custom NER tool, which the RES staff did not have the resources to properly train 
and activate for this use case, is well-suited for repeated applications and entities (e.g., forms, 
references to regulations). Vendor 1’s generic search service delivered reasonable results on 
some questions; however, training and customization would be required to consistently deliver 
quality answers. Vendor 2 established a highly functional and intuitive user interface, a useful 
summarization capability, and established a relevancy training process that is simple and easy 
to perform. Like with the first vendor, Vendor 2’s cloud service returned some accurate 
responses, and some of the retrieved results were irrelevant. Some points to consider with 
Vendor 2’s approach are that relevancy training needs to be conducted for each question a user 
would potentially ask, and that relevancy training could be an ongoing process where users rate 
the relevancy of the responses.

There is accelerated progress in developing AI/ML solutions for NLP in the commercial sector, 
such that it is likely that the type of RESbot envisioned for this project may be fully functional 
within 5 years. For instance, OpenAI [7] has developed an AI/ML NLP tool called “GPT-3” that 
can be used for many purposes, including content generation, summarization, data extraction, 
and classification. The OpenAI models can be fine-tuned with additional training data, and they 
may be worth exploring in future work.
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3 USE CASE 2 INVESTIGATION—INTELLIGENT SEARCH

3.1 Background

The objective of Use Case 2 of the RESbot project was to develop an autonomous researcher 
for intelligent search of the problem space to support modeling and simulation applications.  

3.1.1 Regulatory Context

As highlighted in NRC Regulatory Guide (RG) 1.245, “Preparing Probabilistic Fracture 
Mechanics Submittals,” Revision 0, issued January 2002 [7], the NRC staff has recently 
observed an increase in the number of applications using PFM as a technical basis. The 
heightened focus on PFM is partly due to the increased emphasis on risk-informed regulation, 
but also because plant aging and new degradation mechanisms can be difficult to address using 
traditionally conservative deterministic fracture mechanics. The increased use of PFM has also 
been facilitated by improvements in computational capabilities and the increased availability of 
PFM codes such as xLPR, which is described in NUREG-2247, “Extremely Low Probability of 
Rupture Version 2 Probabilistic Fracture Mechanics Code,” issued August 2021 [8]. 
Furthermore, the NRC staff has used PFM methods to inform regulatory activities, such as in its 
assessment of RG 1.99, “Radiation Embrittlement of Reactor Vessel Materials,” Revision 2, 
issued May 1988 [9], and its assessment of the effects of primary water stress corrosion 
cracking (PWSCC) in pressurized-water reactor piping systems previously approved for leak-
before-break consistent with the requirements of Title 10 of the Code of Federal Regulations, 
Part 50, Appendix A, Criterion 4 (GDC 4) [10]. The RG 1.99 assessment is documented 
TLR-RES/DE/CIB-2020-09, “RG 1.99 Revision 2 Update FAVOR Scoping Study,” issued 
October 2020 [11]; the GDC 4 assessment is documented in TLR-RES/DE/REB-2021-14-R1, 
“Probabilistic Leak-Before-Break Evaluations of Pressurized-Water Reactor Piping Systems 
using the Extremely Low Probability of Rupture Code,” issued April 2022 [12].  NUREG/CR-
7278, “Technical Basis for the use of Probabilistic Fracture Mechanics in Regulatory 
Applications,” issued January 2022 [13], constitutes the technical basis for RG 1.245 and 
develops the concept of a PFM analysis methodology and outlines important considerations for 
a high-quality and high-confidence PFM analysis.

3.1.2 PFM Technology

Fracture mechanics is concerned with the basic methods for predicting the load-carrying 
capabilities of components containing cracks [14].  Historically, fracture mechanics analyses 
have most commonly been performed deterministically. However, to understand more 
completely the various problem uncertainties, stochastic fracture mechanics analyses should be 
performed.  This stochastic analysis is the field of application of PFM codes.

Figure 3-1 illustrates a simplistic PFM analysis.  The curve on the left represents the distribution 
of crack-driving force or applied stress-intensity factor (SIF), which depends on the uncertainties 
in stress and crack size.  The curve on the right represents the toughness distribution or critical 
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(i.e., allowable) SIF of the material.  When the two distributions overlap, there is a finite 
probability of failure, which is indicated by the shaded area.  Time-dependent crack growth, 
such as from fatigue or stress-corrosion cracking or both, can be considered by applying the 
appropriate growth laws to the crack distribution.  Crack growth can cause the applied SIF 
distribution to shift to the right with time, thereby increasing the probability of failure.

Figure 3-1 Illustration of PFM analysis

Source:  Adapted from [15], Fig. 9.39

As described in the 2005 Fracture Mechanics Fundamentals and Applications [15], the overlap 
of the two probability distributions shown in Figure 3-1 represents a simple case.  In most 
practical situations, however, there is randomness or uncertainty associated with many 
variables.  Monte Carlo simulation can estimate failure probability in such cases by propagating 
input values, sampled from distributions representing the uncertainty in those variables, through 
a deterministic model using numerous “trials.”  The results can then be analyzed using statistical 
methods to assess the risk of such failures occurring.  This is the basic approach used in the 
xLPR code.

xLPR is a PFM code for piping applications.  The code was developed jointly by the RES and 
the Electric Power Research Institute.  They engaged in a multiyear code development effort 
that built on the results of a successful pilot study.  The code was designed, programmed, and 
tested under a rigorous software quality assurance program, and provides regulators, industry, 
researchers, and the public with the capabilities to quantitatively analyze the risks associated 
with nuclear power plant piping systems subject to active degradation mechanisms. Some core 
capabilities of the code include modeling stress corrosion cracking (e.g., PWSCC), effects of 
welding residual stresses (WRS), leak rates, and rupture. The xLPR code also supports many 
probabilistic features, such as a wide range of probability distributions for inputs and advanced 
sampling techniques like importance sampling.
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3.1.3 PFM Analysis

To maximize the effectiveness and efficiency of NRC staff reviews of licensing submittals, 
RG 1.245 and NUREG/CR-7278 outline five basic analytical steps for preparing a PFM analysis.  
These steps are the following:

1. translate regulatory requirements into an analysis plan

2. characterize model input uncertainty

3. estimate quantities of interest and their associated uncertainty, which includes 
assessment of sampling uncertainty, sensitivity analysis, and output uncertainty analysis

4. conduct sensitivity studies to assess the credibility of modeling assumptions

5. draw conclusions from analysis results

The process is iterative in that the analysis results are synthesized to refine the analysis until a 
conclusion is drawn.

As stated in NUREG/CR-7278 Section 3.3.3, sensitivity analysis focuses on identifying how the 
input uncertainties contribute to the uncertainty in the output quantities of interest (QoIs). 
Sensitivity analyses help to identify problem drivers, which are defined as uncertain model 
inputs that explain substantial uncertainty in the model output. Understanding the problem 
drivers allows the analyst to do several things.  The first is to confirm that the model is behaving 
as expected.  Understanding the problem drivers also allows the analyst to identify inputs whose 
uncertainty distributions are themselves uncertain and that may need refinement before final 
estimation of the QoI.  In addition, it allows the analyst to identify assumptions that are uncertain 
and thus may be candidates for sensitivity studies.  Further, understanding the problem drivers 
improves the accuracy of the output uncertainty analysis by reducing the dimension of the input 
space and identifying important inputs that can be used in more targeted sampling methods, 
such as importance sampling.  Sensitivity analysis plays a critical role in improving output 
uncertainty analysis. A common goal of a PFM analysis is to accurately estimate a QoI along 
with its associated uncertainty. By informing the final sampling scheme, sensitivity analyses can 
improve QoI estimation.

As stated in NUREG/CR-7278 Section 3.3.3, sensitivity studies are supplemental analyses 
conducted under different, yet plausible, assumptions. Their purpose is to challenge uncertain 
analysis assumptions that could substantively change the analysis results. The goal is to 
conduct enough sensitivity studies such that there is a sufficiently low chance that the results of 
the analysis depend heavily on unverifiable or uncertain assumptions. Uncertain analysis 
assumptions can be classified as either modeling assumptions or input parameter specification 
assumptions. Modeling assumptions include any assumptions in the computational modeling 
framework, while input parameter specification assumptions refer to any assumptions made 
when specifying the values of the input parameters to the PFM model. An example of a 
common type of sensitivity study includes considering changes in the results if a different 
probability distribution for an uncertain input (or several uncertain inputs) is used.



17

3.1.4 ML Technology

According to the 2016 Deep Learning [16], ML is an approach for improving the performance of 
an algorithm through consideration of data and associated characteristic features pertinent to a 
specific problem domain. ML can be motivated (a) purely statistically (e.g., by imputing and 
leveraging statistical relationships amongst and across features), (b) biologically (e.g., to model 
and understand how biological agents, such as humans, learn and form expertise in specific 
subjects), (c) computationally (e.g., how can an algorithm improve its performance over time), or 
(d) in a variety of other ways, including self-monitored adaptive control (e.g., via reinforcement 
learning). For Use Case 2, ML can be beneficial by automating or semi-automating the difficult 
task of analyzing streams of data, such as when conducting a sensitivity analysis. Such an 
application is where data-driven algorithms, such as ML models, can provide support for human 
analysts. In this case, the data-driven algorithms can provide an efficient and easy-to-use 
pipeline from the raw data to specific sensitivity analysis results of interest to a human analyst.

There are several kinds of ML algorithms, such as unsupervised, supervised, and reward-
based. Unsupervised algorithms, such as clustering, are used to find structure in data without 
further (supervisory) information from the human analyst. Supervised learning provides a 
mechanism for generating a mapping (or function) from input features (describing a particular 
domain phenomena) to target outputs (or QoIs to the human analyst). For the Use Case 2 
investigations, supervised learning algorithms were used to facilitate efficient sensitivity analysis 
and provide support for sensitivity studies.

3.2 Approach

The NRC staff approached its investigations for Use Case 2 as follows:

 problem selection

 PFM code interface development

 ML analysis development

Section 3.2.1 describes problem selection. Sections 3.2.2 and 3.2.3 detail development of the 
PFM code interface and ML analysis, respectively.  Development of these two aspects entailed 
coding new software modules using open-source software. Together, they were called 
“xLPRbot” and used to automate sensitivity analysis and sensitivity studies using the xLPR 
code.  An SME from the RES staff developed the PFM code interface module, and Sandia 
National Laboratories (SNL) developed the ML analysis module under contract to the NRC. The 
development activities were conducted in concert. Figure 3-2 illustrates the architecture of 
xLPRbot.

Both the RES staff and SNL chose Python as the computer coding language for this effort. 
Python was chosen for its overall ease of use, flexibility, and because it is particularly effective 
for data science and analytics applications. With respect to its ease of use, the user need only 
find and install the appropriate Python package to access the desired functionality. For example, 
scikit-learn, as described by Pedregosa, et al. [17], provides advanced algorithms leveraging 
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existing data science, ML, and AI algorithms. Other Python packages provide easy access to 
statistical ML, such as linear regression models and supervised ML, including random forest 
regression models, which are described by Breiman [18], and deep neural networks, which are 
described by Hinton, et al. [19]. Other relevant tools that Python packages provide access to are 
feature importance, as described at scikit-learn.org [20], and confidence interval (CI) 
bootstrapping. Python also offers quick access to many data file formats, such as Java Script 
object notation (JSON), and various visualization packages, such as Matplotlib described at 
matplotlib.org [21].
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Figure 3-2 xLPRbot architecture
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3.2.1 Problem Selection

For the PFM analysis, the NRC staff selected one of probabilistic leak-before-break analysis 
cases from TLR-RES/DE/REB-2021-14-R1.  Specifically, Case 2.1.1 analyzes the behavior of 
an un-mitigated, Westinghouse-designed, pressurizer surge line piping to pressurizer nozzle 
dissimilar metal weld.  This case focuses on pre-existing cracks that are subject to PWSCC 
growth.  For the Use Case 2 explorations, the Case 2.1.1 was simplified somewhat to focus on 
a reduced scope of data. For instance, the analysis was limited to a single circumferential crack 
and the simulated plant operation time was reduced to 240 months. The normal operating 
stresses were also converted to loads to study their potential influence.  The effects of seismic 
events, leak rate detection, and inservice inspection were also omitted.

The following QoIs were selected for analysis, where the information in parentheses represents 
the assigned variable names that correspond with the results presented in Section 3.3:

1. occurrence of leak (is_leaking)

2. occurrence of rupture (is_ruptured)

3. total leak rate in kilograms per second (total_leak_rate)

4. normalized circumferential crack depth (cc_depth_normalized)

5. normalized circumferential inside diameter crack length (cc_ID_length_normalized)

6. normalized circumferential outside diameter crack length (cc_OD_length_normalized)

These QoIs were selected because they describe key aspects of the predicted component 
behavior (i.e., whether it leaks or ruptures). They were also selected because they represent 
different data types.  For instance, the occurrence of rupture is a binary output (equal to 0 if no 
rupture has occurred and equal to 1 when a rupture has occurred), the total leak rate is a 
semicontinuous output (either equal to 0 or a distributed range of values), and the crack 
dimensions are all continuous outputs (distributed ranges of values).

3.2.2 PFM Code Interface Development

The PFM code interface module comprises some 570 source lines of code in Python. As shown 
in the Figure 3-2, the module has three primary routines:

1. inputs permutation

2. simulation execution

3. data aggregation

The inputs permutation routine interfaces with the xLPR input set, which is a Microsoft Excel file.  
It parses the input set and, to support the sensitivity studies described in Section 3.3.3, it can 
modify certain input parameters and push the changes back to the input set. It uses functions 
from the Python standard library and the open-source Pandas and openpyxl libraries.
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The simulation execution routine interfaces with the xLPR computational framework, which is 
implemented in a GoldSim model file.  The primary role of this routine is to automatically 
execute the xLPR code.  It includes a feature for parallel, looped, or both parallel and looped 
execution of multiple GoldSim instances to increase the total amount of data that can be stored 
while also decreasing the overall simulation runtime.  Indeed, GoldSim includes native 
parallelization capabilities though its distributed processing module; however, use of this module 
does not support extraction of the input sample and results data, which is requirement for the 
ML analysis module. The simulation execution routine uses functions from the Python standard 
library.

The xLPR computational framework was modified to save the input samples and time history 
data for the selected QOIs to a collection of Microsoft Excel files.  The framework operates by 
drawing samples for every input distribution, regardless of whether that input impacts the 
analysis.  Subject matter expert review, which included examination of the framework logic, was 
used to determine the set of 56 input variables that are germane to this analysis. Table 3-1 lists 
these inputs. Custom variable names were assigned because they are more descriptive than 
those used within the xLPR code.  For traceability, the xLPR input set global identification (ID) 
numbers are provided.

Table 3-1 Relevant input variables

Deterministic Input
Custom Variable Name

(xLPR Global ID No.)

Probabilistic Input
Custom Variable Name, 

Distribution Type
(xLPR Global ID No.)

pipe_outside_diameter
(Global ID 1101)

initial_cc_full_length,
lognormal

(Global ID 1210)

pipe_wall_thickness
(Global ID 1102)

initial_cc_depth,
lognormal

(Global ID 1212)

initial_cc_full_length_multiplier
(Global ID 1211)

WRS_axial_premitigation_pt01
through                            

WRS_axial_premitigation_pt26,
normal

(Global ID 4352)

initial_cc_depth_multiplier
(Global ID 1213)

left_pipe_material_yield_strength,
lognormal

(Global ID 2101)

hydrogen_concentration_initial
(Global ID 3002)

left_pipe_material_ultimate_strength,
lognormal

(Global ID 2102)
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Deterministic Input
Custom Variable Name

(xLPR Global ID No.)

Probabilistic Input
Custom Variable Name, 

Distribution Type
(xLPR Global ID No.)

operating_pressure_period_1
(Global ID 3101)

left_pipe_material_elastic_modulus,
normal

(Global ID 2105)

operating_temperature_period_1
(Global ID 3102)

right_pipe_material_yield_strength,
lognormal

(Global ID 2301)

force_along_x_axis_normal_thermal_
expansion_period_1

(Global ID 4105)

right_pipe_material_ultimate_strength,
lognormal

(Global ID 2302)

moment_about_y_axis_normal_thermal_
expansion_period_1

(Global ID 4107)

right_pipe_material_elastic_modulus,
normal

(Global ID 2305)

weld_material_PWSCC_growth_power_law_
constant_alpha
(Global ID 2588)

weld_material_fracture_toughness_JIc,
normal

(Global ID 2506)

weld_material_PWSCC_growth_power_law_
exponent_beta

(Global ID 2589)

weld_material_fracture_toughness_
coefficient_C,

normal
(Global ID 2507)

weld_material_PWSCC_growth_stress_
intensity_factor_threshold_Kth

(Global ID)

weld_material_fracture_toughness_
exponent_m,

normal
(Global ID 2508)

weld_material_PWSCC_growth_
factor_of_improvement

(Global ID 2596)

weld_material_PWSCC_growth_
activation_energy_Qg,

normal
(Global ID 2591)

weld_material_PWSCC_growth_
reference_temperature

(Global ID 2597)

weld_material_PWSCC_growth_
component_to_component_

variability_factor_fcomp,
lognormal

(Global ID 2592)

weld_material_PWSCC_growth_
within_component_variability_factor_fflaw,

lognormal
(Global ID 2593)
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Deterministic Input
Custom Variable Name

(xLPR Global ID No.)

Probabilistic Input
Custom Variable Name, 

Distribution Type
(xLPR Global ID No.)

weld_material_PWSCC_growth_peak_to_
valley_ECP_ratio_minus1_P-1,

lognormal
(Global ID 2594)

weld_material_PWSCC_growth_
characteristic_peak_width_vs_ECP_c,

normal
(Global ID 2595)

The data aggregation function interfaces with the input sample and results data saved by the 
xLPR computational framework to a collection of Microsoft Excel files.  It parses the data in 
these files and, if parallel or looped simulation execution was performed, assembles the data 
from multiple files into single datasets.  It then saves the data in JSON files.  JSON is a 
lightweight data-interchange format, and these files serve as the input for the ML analysis 
module. The data aggregation routine uses functions from the Python standard library and the 
Pandas library.  The developers opted for the JSON data storage approach because it was not 
practical to implement a direct software link between the PFM code interface and ML analysis 
modules.  In future iterations of xLPRbot, the two modules could be integrated, and the 
necessary information could just be saved to a convenient data structure internal to the code, 
such as a Pandas DataFrame.

3.2.3 ML Analysis Development

The ML analysis module comprises some 360 source lines of code in Python. As shown in the 
Figure 3-2, the module has four primary routines:

1. data collection

2. regression

3. sample selection

4. feature ranking

The data collection routine brings the files containing the xLPR code inputs and output QoIs 
together into a format for use in supervised ML. In supervised ML, the set of inputs comprises 
the features, and the QoIs are the targets.

In the regression routine, a regression is performed using a random forest. A random forest 
learner is composed of multiple decision-tree learners operating in tandem (i.e., in an 
ensemble). For regression of real-valued QoIs, the output of each individual decision-tree 
learner is aggregated using the average to provide the final output prediction. The regression 
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can be performed across all QoIs simultaneously (i.e., multivariate analysis) or for each QoI 
individually (i.e., univariate analysis).

The sample selection routine computes the 5th and 95th binomial confidence bounds via a 
bootstrapping approach. These bounds can be used in successive requests to the PFM code 
interface module for more data, typically by increasing the requested number of random xLPR 
code realizations by orders of magnitude. When the ML analysis module determines that more 
realizations are necessary, it requests more data form the PFM code interface module via the 
feedback loop.

When enough samples have been generated, the feature ranking routine determines the 
importance values for each xLPR code input in relation to a specific QoI in the case univariate 
analysis, or across all QoIs simultaneously in the case of multivariate analysis. Once the 
importance of all the inputs has been ranked, the results can then be used to support sensitivity 
analyses and sensitivity studies consistent with RG 1.245.

For the Use Case 2 investigations, xLPRbot was not fully automated because the feedback loop 
relied on a human analyst to interpret the data from the ML analysis module (e.g., to decide 
when enough samples had been generated) and to make decisions using that data to re-
execute the XLPR code via the PFM code interface module. However, after establishing 
numerical measures for convergence and input importance, it would be possible to fully 
automate the bot.

3.3 Results and Discussion

Following a convergence analysis presented in Section 3.3.1, xLPRbot was used to automate a 
sensitivity analysis and sensitivity studies for a PFM analysis using the xLPR code.  The 
sensitivity analysis and sensitivity study results are presented in Sections 3.3.1 and 3.3.3, 
respectively.

3.3.1 Convergence Analysis

The first step was to determine the appropriate number of randomly generated samples for 
characterizing the phenomena of interest, or QoIs, from the PFM model (i.e., the xLPR code) as 
specified using input distributions. To determine the appropriate number of samples or 
realizations needed for the sensitivity analysis, SNL used the bootstrapping method to compute 
the 95 percent CIs for each QoI for successively larger sample sizes. Specifically, SNL 
requested successively larger sample sizes of 200, 2,000 and 20,000 realizations from the 
xLPR code. SNL then computed the 95 percent CIs for each QoI to see when they become 
sufficiently tight around the mean value. This analysis is shown in Figure 3-3 for the binary-
valued “is_ruptured” QoI and in Figure 3-4 for the continuously distributed “total_leak_rate” QoI.
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Figure 3-4 CIs for the "total_leak_rate" QoI from 200, 2,000, and 20,000 realizations

In both Figure 3-3 and Figure 3-4, 2,000 random realizations seem to be enough. This 
observation is supported by Figure 3-4, for example, where 200 random realizations is not 



26

sufficient because the CIs do not overlap with the CIs for 2,000 random realizations, whereas 
the CIs for 2,000 random realizations do overlap with the CIs for 20,000 random realizations. 
Note that for both the “cc_OD_length_normalized” (not shown) and “total_leak_rate” QoIs, the 
CIs were computed using only those samples where there were non-zero values to mitigate the 
bias from those cases where there was no outside diameter crack dimension or no leak, 
respectively. In the end, SNL chose to use 2,000 samples for further sensitivity analysis.

3.3.2 Sensitivity Analysis

After the convergence analysis was completed, the next step was finding those xLPR code input 
variables that are most important with respect to the QoIs, both individually (univariate analysis) 
and across all the QoIs (multivariate analysis). SNL used supervised ML, in the form of random 
forest regression, to find the most important inputs. Supervised learning creates a mapping from 
inputs to outputs. In this case, the RES staff used the PFM code interface module to provide 
SNL with both the xLPR code inputs and outputs in the form of JSON files. SNL then asked the 
random forest regressor, via the ML analysis module, to learn a mapping between the inputs 
and outputs. In some sense, supervised ML is like function approximation, and thus the random 
forest regressor learns a function (or functional mapping) from inputs to the outputs. The 
random forest regression method utilizes ensemble learning, which means that multiple ML 
models are learned in tandem and the average output value across the entire ensemble is 
reported as the predicted (or computed) output. Thus, in this instance, the random forest 
regressor is a specific kind of surrogate model for the xLPR code. Note that the use of ML for 
sensitivity analysis can be achieved without any further human intervention. Once the ML model 
is trained, there are several ways to determine the most important inputs. The random forest ML 
method and its scikit-learn implementation include a function to compute and rank the most 
important input features as measured by the mean decrease in impurity, which is described in 
the 1984 Classification and Regression Trees [22]. This measure works well for classification 
tasks, but since the subject problem is that of regression, SNL also employed permutation 
importance, which is described in Altmann, et al. [23]. Permutation importance can be computed 
using any trained, supervised ML model along with the inputs and outputs used during training, 
including linear regression. Permutation importance requires longer run-times, however.

3.3.2.1 Univariate Analysis

The univariate permutation importance results for the top ten most important input variables are 
shown in Table 3-2 for the “is_ruptured” QoI and in Table 3-3 for the “total_leak_rate” QoI. As 
can be seen from these tables, the input variable, “WRS_axial_premitigation_pt01,” has an 
outsize importance as compared to all other input variables. These results make sense because 
this variable represents the WRS on the inside diameter of the pipe, and its contribution to the 
applied stresses are needed to begin to grow the crack that was initially seeded in the analysis. 
For consistency and illustrative purposes, only the results for the same QoIs from Section 3.3.1 
are presented; however, except for the “total_leak_rate” QoI, the top five most important inputs 
were the same for all the QoIs.
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Table 3-2 Top ten input permutation importance values for the “is_ruptured” QoI 
using random forest regression model

Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt01 0.9036

weld_material_PWSCC_growth_component_to_component_variability_
factor_fcomp 0.2051

weld_material_PWSCC_growth_within_component_variability_factor_fflaw 0.1420

WRS_axial_premitigation_pt14 0.0397

WRS_axial_premitigation_pt26 0.0270

WRS_axial_premitigation_pt22 0.0249

WRS_axial_premitigation_pt23 0.0165

WRS_axial_premitigation_pt24 0.0158

WRS_axial_premitigation_pt02 0.0143

WRS_axial_premitigation_pt07 0.0137

Table 3-3 Top ten input permutation importance values for the “total_leak_rate” QoI 
using random forest regression model

Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt01 1.2596

weld_material_PWSCC_growth_within_component_variability_factor_fflaw 0.2575

WRS_axial_premitigation_pt26 0.0437

WRS_axial_premitigation_pt22 0.0395

left_pipe_material_elastic_modulus 0.0387

WRS_axial_premitigation_pt20 0.0369

WRS_axial_premitigation_pt10 0.0340

weld_material_PWSCC_growth_component_to_component_variability_
factor_fcomp 0.0332

WRS_axial_premitigation_pt21 0.0249

WRS_axial_premitigation_pt17 0.0220
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3.3.2.2 Multivariate Analysis

One benefit of using supervised ML in this research is to perform multivariate analyses as easily 
as univariate ones. The multivariate permutation importance results for the top ten most 
important input variables are shown in Table 3-4 for all the QoIs. Again, 
“WRS_axial_premitigation_pt01” is the most important, and the top five most important inputs 
are consistent with the univariate results from Section 3.3.2.1.

Table 3-4 Top ten input permutation importance values for all QoIs using random 
forest regression model

Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt01 0.9719

weld_material_PWSCC_growth_component_to_component_variability_
factor_fcomp 0.2024

weld_material_PWSCC_growth_within_component_variability_factor_fflaw 0.1497

WRS_axial_premitigation_pt14 0.0306

WRS_axial_premitigation_pt26 0.0275

WRS_axial_premitigation_pt22 0.0230

WRS_axial_premitigation_pt02 0.0175

WRS_axial_premitigation_pt24 0.0163

WRS_axial_premitigation_pt23 0.0161

WRS_axial_premitigation_pt07 0.0160

3.3.2.3 Validation

To validate the ML-based solution, SNL compared the results to those generated using simple 
linear regression. The permutation importance results using linear regression for the top ten 
most important input variables are shown in Table 3-5 for the “is_ruptured” QoI and in Table 3-6 
for the “total_leak_rate” QoI. The results using linear regression are comparable to the results 
using ML as presented in Table 3-2 and Table 3-3. Of note, the linear regression model cannot 
support multivariate analysis like the random forest regression model can. This additional 
capability is viewed as a key improvement over prior sensitivity analysis approaches that largely 
relied on linear regression, for example, in SAND2017-2854, “xLPR Scenario Analysis Report,” 
issued March 2017 [24], and TLR-RES/DE/CIB-2021-11, “Sensitivity Studies and Analyses 
Involving the Extremely Low Probability of Rupture Code,” issued May 2021 [25]. Additionally, 
SNL expects that, for highly non-linear systems, the non-linear potential for a supervised ML 
model would be a benefit over linear regression.
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Table 3-5 Top ten input permutation importance values for the “is_ruptured” QoI 
using linear regression model

Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt01 0.6535

weld_material_PWSCC_growth_component_to_component_variability_
factor_fcomp 0.0597

weld_material_PWSCC_growth_within_component_variability_factor_fflaw 0.0356

WRS_axial_premitigation_pt26 0.0193

WRS_axial_premitigation_pt09 0.0054

WRS_axial_premitigation_pt02 0.0046

WRS_axial_premitigation_pt08 0.0045

WRS_axial_premitigation_pt20 0.0041

WRS_axial_premitigation_pt22 0.0033

WRS_axial_premitigation_pt12 0.0032

Table 3-6 Top ten input permutation importance values for the “total_leak_rate” QoI 
using linear regression model

Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt01 0.4827

weld_material_PWSCC_growth_within_component_variability_factor_fflaw 0.0311

WRS_axial_premitigation_pt23 0.0127

WRS_axial_premitigation_pt26 0.0108

left_pipe_material_yield_strength 0.0079

right_pipe_material_yield_strength 0.0079

WRS_axial_premitigation_pt12 0.0063

WRS_axial_premitigation_pt20 0.0061

WRS_axial_premitigation_pt10 0.0059

WRS_axial_premitigation_pt21 0.0047
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3.3.3 Sensitivity Studies

3.3.3.1 Effect of Converting Deterministic Inputs to Probability Distributions

As stated in NUREG/CR-7278 Section 3.2.1, understanding the rationale for classifying inputs 
as deterministic or uncertain is important when interpreting the analysis results. Deterministic 
inputs may be fixed to single values for several reasons, including (a) they have a known 
physical value (e.g., a known yield strength of a material), (b) the chosen fixed value is 
determined to be a value of interest (e.g., a conservative value used for a specific reason or a 
value of relevance for sensitivity studies), or (c) including uncertainty would not affect decision-
making. Data, expert judgment, and sensitivity analysis inform whether an input should be 
modeled as deterministic or uncertain. 

In the analysis of the selected problem, several inputs were specified as deterministic. Thus, a 
sensitivity study was conducted using ML to assess whether these inputs should instead be 
modeled as uncertain.  For this sensitivity study, the inputs permutation routine was invoked to 
automatically convert the following deterministic variables to probability distributions:

 pipe_outside_diameter

 pipe_wall_thickness

 initial_cc_full_length_multiplier

 initial_cc_depth_multiplier

 hydrogen_concentration_initial

 operating_pressure_period_1

 operating_temperature_period_1

 force_along_x_axis_normal_thermal_expansion_period_1

 moment_about_y_axis_normal_thermal_expansion_period_1

To produce the new distributions, a normal distribution was assumed with the mean set equal to 
the deterministic value and the standard deviation set to 10 percent of the mean.  Additionally, 
upper and lower truncation points were set at one standard deviation above and below mean.

With these updates, the univariate permutation importance results using ML for the top ten most 
important input variables are shown in Table 3-7 for the “is_ruptured” QoI and Table 3-8 for the 
“total_leak_rate” QoI, and the multivariate results are shown in the Table 3-9. The most 
important input variable, “WRS_axial_premitigation_pt01,” remains the same; however, 
significant differences can be seen in the rest of the input rankings. For example, the variable 
“operating_temperature_period_1” now appears in the top three most important inputs, 
whereas, before this input wasn’t even in the top ten. This variable represents the temperature 
of the reactor coolant fluid inside the pipe, and given the role of temperature in the PWSCC 
growth model, it’s reasonable to expect this value to have an influence on the results. It’s noted 
that uncertainty was applied to this input variable arbitrarily just because it has been previously 
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classified as a deterministic input. However, the operating temperate is tightly controlled in the 
reactor coolant system and it is not expected to experience the degree of variation that was 
modeled in this sensitivity study. Thus, sensitivity changes like these are possible to study using 
ML methods as shown here, but this result in particular highlights the need for judicious 
application on the part of the human analyst.

Table 3-7 Top ten input permutation importance values for the “is_ruptured” QoI 
using random forest regression model after converting deterministic inputs 
to probability distributions

Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt01 0.7418

operating_temperature_period_1 0.4228

pipe_outside_diameter 0.1387

weld_material_PWSCC_growth_component_to_component_variability_
factor_fcomp 0.0536

weld_material_PWSCC_growth_within_component_variability_factor_fflaw 0.0243

pipe_wall_thickness 0.0220

WRS_axial_premitigation_pt24 0.0218

WRS_axial_premitigation_pt25 0.0206

WRS_axial_premitigation_pt02 0.0192

WRS_axial_premitigation_pt19 0.0157

Table 3-8 Top ten input permutation importance values for the “total_leak_rate” QoI 
using random forest regression model after converting deterministic inputs 
to probability distributions

Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt01 0.7916

WRS_axial_premitigation_pt22 0.1303

operating_temperature_period_1 0.1045

WRS_axial_premitigation_pt25 0.0559

WRS_axial_premitigation_pt15 0.0498

WRS_axial_premitigation_pt14 0.0460

weld_material_PWSCC_growth_activation_energy_Qg 0.0381
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Probabilistic Input Permutation 
Importance Value

pipe_outside_diameter 0.0333

WRS_axial_premitigation_pt26 0.0277

WRS_axial_premitigation_pt07 0.0272

Table 3-9 Top ten input permutation importance values for all QoIs using random 
forest regression model after converting deterministic inputs to probability 
distributions

Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt01 0.7545

operating_temperature_period_1 0.4354

pipe_outside_diameter 0.1219

weld_material_PWSCC_growth_component_to_component_variability_
factor_fcomp 0.0750

pipe_wall_thickness 0.0262

WRS_axial_premitigation_pt24 0.0222

WRS_axial_premitigation_pt25 0.0219

WRS_axial_premitigation_pt02 0.0213

weld_material_PWSCC_growth_within_component_variability_factor_fflaw 0.0208

WRS_axial_premitigation_pt15 0.0206

3.3.3.2 Effect of Changing the Probability Distribution Tails

As described in NUREG/CR-7278 Section 4.2.1.4, the tails of distributions often drive structural 
failures, so it is important to investigate the confidence in the underlying probability distributional 
form and whether the specified distribution fits the underlying data well in the tails.  Inputs with 
substantial uncertainty about the probability distribution or uncertainty representation may be 
candidates for future sensitivity studies to understand the impact of the chosen distribution on 
analysis results.
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For the next sensitivity study, the shapes of select distributions were changed to assess the 
effect on the results. The inputs permutation routine was invoked to automatically generate new 
distributions for the following input variables:

 initial_cc_full_length

 initial_cc_depth

To produce the new distributions, the original mean values were preserved, and the standard 
deviations were doubled.  Additionally, the quantiles of the original upper and lower truncation 
values were used in the new distribution to determine the new upper and lower truncation 
values.

With these updates, the univariate permutation importance results using ML for the top ten most 
important input variables are shown in Table 3-10 for the “is_ruptured” QoI and Table 3-11 for 
the “total_leak_rate” QoI, and the multivariate results are shown in Table 3-12. From these 
results it is seen that the most important input variable changes from 
“WRS_axial_premitigation_pt01” to “initial_cc_full_length,” although the former is still ranked as 
the second-most important input variable. The variable, “initial_cc_full_length,” represents the 
extent to which the inside surface of the pipe has cracked, and it reasonable that this input 
would affect the results, for example, because a larger extent of cracking at the start of the 
simulation would be expected to lead to more ruptures by the end of the simulation. Again, the 
ML method was able to quantity the effect of changing the inputs. This type of sensitivity study 
could also be performed in the reverse, that is, by tightening the distribution tails, perhaps to 
study the effect that some increased understanding of the inputs could help in reducing their 
relative importance.

Table 3-10 Top ten input permutation importance values for the “is_ruptured” QoI 
using random forest regression model after changing probability 
distribution tails

Probabilistic Input Permutation 
Importance Value

initial_cc_full_length 0.9480

WRS_axial_premitigation_pt01 0.4888

initial_cc_depth 0.3325

WRS_axial_premitigation_pt26 0.0183

WRS_axial_premitigation_pt12 0.0080

WRS_axial_premitigation_pt24 0.0068

weld_material_PWSCC_growth_component_to_component_variability_
factor_fcomp 0.0057

WRS_axial_premitigation_pt25 0.0057
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Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt22 0.0052

random 0.0050

Table 3-11 Top ten input permutation importance values for the “total_leak_rate” QoI 
using random forest regression model after changing probability 
distribution tails

Probabilistic Input Permutation 
Importance Value

initial_cc_full_length 0.6574

WRS_axial_premitigation_pt01 0.3981

initial_cc_depth 0.1755

WRS_axial_premitigation_pt08 0.1550

WRS_axial_premitigation_pt12 0.0389

WRS_axial_premitigation_pt10 0.0317

left_pipe_material_elastic_modulus 0.0312

WRS_axial_premitigation_pt23 0.0286

WRS_axial_premitigation_pt03 0.0283

right_pipe_material_ultimate_strength 0.0262

Table 3-12 Top ten input permutation importance values for all QoIs using random 
forest regression model after changing probability distribution tails

Probabilistic Input Permutation 
Importance Value

initial_cc_full_length 0.8775

WRS_axial_premitigation_pt01 0.4616

initial_cc_depth 0.3111

weld_material_PWSCC_growth_component_to_component_variability_
factor_fcomp 0.0207

WRS_axial_premitigation_pt26 0.0201

WRS_axial_premitigation_pt12 0.0142

WRS_axial_premitigation_pt24 0.0133
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Probabilistic Input Permutation 
Importance Value

WRS_axial_premitigation_pt22 0.0114

WRS_axial_premitigation_pt25 0.0102

WRS_axial_premitigation_pt03 0.0102

3.4 Summary

The RES staff and SNL demonstrated that ML can provide effective support for PFM analyses 
by automating sensitivity analyses and sensitivity studies. The ML approach used here has the 
benefit of using existing, off-the-shelf code that is available in several well-vetted Python 
packages. The approach also easily scales from univariate to multivariate applications. The ML 
model run-time, including both training and computing the permutation importance values, is 
longer than for linear regression but comparable. The amount of code developed for xLPRbot 
was small at less than 1,000 lines of code, and it can be run on a typical laptop without the need 
for high-performance computing hardware. The approach also facilitates comparing many 
different ML approaches (i.e., any that have been previously implemented in Python packages) 
with standard statistical methods. For simple linear problems, the linear regression model is still 
preferred for its simplicity and speed, but for more complicated non-linear dynamics, ML 
approaches provide alternatives with potential benefits in speed, code simplicity, and 
extensibility.
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4 CONCLUSIONS

The objective of the RESbot FFR project was to conduct feasibility studies for developing 
autonomous researchers to assist the RES staff. Use Case 1 explored RESbot development for 
knowledge mining using tools available from two large commercial vendors. Use Case 2 
explored RESbot development for intelligent search of the numerical solution space to support 
modeling and simulation applications. Through the two uses cases, the RES staff explored 
aspects of AI, specifically NLP and ML, to automate various research tasks.

The commercial NLP tools show promise for knowledge mining applications; however, the 
results from this study were inconclusive. The staff observed the advantages of having a 
high-quality user interface and user experience. Additionally, the staff observed that training the 
NLP models requires a significant initial investment of the human resources, although this could 
be reduced somewhat by computer-guided processes and an effective user interface and user 
experience. It is noted that the staff’s explorations were rather limited due to resource 
constraints. There is accelerated progress in developing AI/ML solutions for NLP in the 
commercial sector, such that it is likely that the type of bot envisioned for this project may be 
fully functional within 5 years. As such, other commercial models may be worth exploring in 
future work.

More promise was shown with development of the open-source tools to support intelligent 
search for modeling and simulation applications. Here, the RES staff was able to integrate ML 
with a PFM analysis.  The ML results were used to understand the importance of input variables 
and to automate sensitivity analyses and sensitivity studies. Such applications have immediate 
use to support research efforts and to review licensing applications that rely on PFM consistent 
with RG 1.245. The approach could also be extended to other probabilistic modeling and 
simulation applications.
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