
4 BASE FLOW AND TRANSPORT MODELS

4.1 BASE MODEL FOR THE FLUX MEASUREMENT EXPERIMENT

4.1.1 MODEL DESCRIPTION

Model equations.
The tracer experimental data were analyzed using the HYDRUS-2D software package

simulating variably-saturated water flow and solute transport (Simfinek et al., 1999). The model
is based on the Richards equation for flow and the advection-dispersion equation for transport,
given by equations (3-8) and (3-9), respectively. The soil water retention and unsaturated
hydraulic conductivity functions were described using the van Genuchten (1980) relationships
given by equations (3-10) and (3-11), respectively.

Simulation domain and boundary conditions.
Application of Eqs. (3-8) to (3-11) to the field tracer experiment using HYDRUS-2D

requires definition of the numerical finite element mesh, the initial and boundary conditions, and
the soil hydraulic and solute transport parameters. The simulation domain and the initial and
boundary conditions were defined in accordance with the experimental conditions as described in
Section 3.2.4.1. We considered an axisymmetrical flow field of 250 cm height and a radius of 30
m (Fig. 4-1). The finite element mesh size was 5 cm in the vertical direction and 10 cm in the
horizontal direction everywhere, except near the soil surface and the well boundary where we
used a mesh size of 2.5 cm. The bottom boundary was considered as a no-flux boundary for both
water flow and solute transport. Along the right boundary, 20 m from the pumping well, we
assumed that the water table depth (1.68 m) was not affected by the irrigation, and as such
imposed an equilibrium pressure head distribution versus depth for flow and a zero gradient
concentration for transport.

The soil surface boundary was divided into four concentric rings (Fig. 4-1). A constant
water flux of 4.1 mmh-1 was imposed between radii of 2.5 to 2,000 cm, and a zero flux
elsewhere. A solute flux with a concentration equal to the concentration of the irrigation water
(Cir) was assigned between radii of 2.5 and 10 cm, and between 300 and 2000 cm. Water and
solute fluxes were assumed to be zero for radii larger than 2,000 cm. Flux concentrations
between 10 and 300 cm near the well where the tracers were applied, were calculated such that
they were consistent with the total tracer application rates. We assumed pulse durations of one
hour (related to the dissolution times of the solutes) for all tracers, leading to concentrations of
the infiltrating water of 26,000, 12,700 and 4,073 g L-3 for Br, C1 and PFBA, respectively. The
C1 concentration of the irrigation water was 8.75 ýtg cm"3 (Section 3.2.4.1), while no Br and
PFBA were present in the irrigation water.

Along the left boundary (at a radius r of 2.5 cm) representing the well, a system-dependent
seepage flux boundary was applied through which water can leave the saturated part of the flow
domain. Although the model stipulated a potential seepage boundary from the soil surface to 170
cm the "active seepage" zone occurred only near the water table (see Fig. 4-1), depending upon
the transient flow conditions during the experiment. This type of boundary condition assumes a
zero flux as long as the local pressure head at the soil-well interface is negative (Fig. 4-1).
However, a zero pressure head is used as soon as the soil at a point along the boundary becomes
saturated. Additionally, a variable flux (Neumann) boundary condition was specified between
depths of 175 (the pump installation depth) and 23 cm. The total value of the imposed variable
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Figure 4-1. Simulation domain and specified boundary conditions (not to scale). Different
textures and associated numbers represent the various profile layers. CT and Ci,. are the solute
concentrations of the infiltrating water.
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flux through this boundary was adjusted iteratively during the numerical calculations until the
simulated total flow volume to the well matched the measured total volume of pumped water at
the end of the simulation period. Finally, a zero concentration gradient was assumed along the
left and right boundaries of the transport domain.

As initial condition for the pressure head we used an equilibrium distribution in the profile
corresponding to the observed initial water table depth of 1.68 m. The initial concentrations for
the transport simulations were zero for Br and PFBA, and 7.3 mg/L for Cl, being the average
measured C1 concentration in the saturated zone prior to irrigation.

Calculation of tracer concentrations in the pumping well.
Solute concentrations of the pumped water (Cw) were calculated from a mass balance

equation assuming full mixing in the pumping well as follows

rW2rhw -t- =Oc(sF) (t) + ac(VB) (t) - Qp (t) Cw (4-1)

where r, is the well radius (L), hw is the mean water level in the well (L),Qc(sF) and Qc(VB) are the
mass fluxes (M Ta) of the tracers to the well through the seepage face and variable flux
boundaries, respectively, as calculated with HYDRUS-2D, and Qp is the pumping rate (L3 T-1).

Model performance.
The goodness-of-fit of the model was evaluated using the coefficient of determination (R2)

and the modified index of agreement (M/A) as given by Legates and McCabe (1999):
n

M/A = 1 - =1 (4-2)
n I .t)n

w w +E Cwo Sti -C.
i= i=1

where Cobw(ti) and c"b (t,) represent the simulated and observed concentrations of the tracer in

the pumped water at time ti, and Cobs is the observed mean concentration. While there is no

statistical basis to decide exactly which MIA value is a good threshold characterizing the use of
an "accurate" model, following KOhne et al. (2005) we assumed simulations with M[A>0.75 as
being "accurate".

4.1.2 MODEL CALIBRATION AND SIMULATIONS

Inverse solution procedure for the soil hydraulic properties.
Soil hydraulic parameters needed for the calculations were estimated using a combination

of one-dimensional and two-dimensional inverse simulations carried out with the HYDRUS- 1 D
(Simbnek et al., 2005) and HYDRUS-2D (Simfinek et al., 1999) software packages, respectively,
as well as using laboratory measurements of the saturated water content (0s) of the various soil
horizons. During a first step we used HYDRUS-11D to estimate the hydraulic parameters from
observed water contents values that were monitored at different depths in the soil profile 11 m
away from the pumping well. By using HYDRUS-1D we assumed that flow in the unsaturated
zone this far (11 m) from the pumping well was mainly in the vertical direction, thus
considerably minimizing computational times as compared to using HYDRUS-2D. During a
second step we used HYDRUS-2D to perform additional calibrations of the saturated hydraulic
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conductivity (Ksat) of layers 3 to 5 (Fig. 4-1) where water presumably flowed both vertically and
horizontally.

For the HYDRUS-ID simulations we assumed a 250-cm deep soil profile consisting of 5
layers consistent with the described lithology of the site: loamy sand (0-28 cm), sandy loam (28-
48 cm), sandy loam (48-78 cm), coarse sand (78-140 cm), and gravely sand (142-250 cm). The
clay loam horizon (250-350 cm) had an extremely low conductivity and as such was considered
to be impermeable and hence not included in the simulations. The sandy loam horizon (30-80
cm) was subdivided into two layers based on the fact that markedly different water contents were
observed during steady infiltration at depths of 30 and 50 cm (Fig. 3-49), thus indicating
different hydraulic properties. The MCP measured water content at depths of 10, 30, 50, 80, 120
and 150 cm were used to calibrate the flow model, which in total contained 25 hydraulic
parameters (the five parameters 0 r, as, a, n and Ksat for each of the five layers). To minimize
issues of uniqueness in the inverse solution we decreased the number of optimized parameters by
using experimentally measured values of the water content at saturation (0,), and zero values of
the residual water content (Or) for all coarse-textured layers (except sandy loam). Thus, we
needed to determine three parameters (Kat, a, n) for each of five layers and one 0 r value (for the
sandy loam horizon).

The evaporation rate was relatively low, while no rain or irrigation occurred a week prior to
the experiment. We therefore assumed that the initial pressure head profile was close to
equilibrium with the water table at 1.68 m. The boundary condition at the soil surface defined a
water flux of 4.1 mm h-1 during the irrigation period. Since the bottom boundary at 250 cm was
considered to be impermeable, the water table was likely to rise in some region around the well
after irrigation started. As a result, some lateral water flow in the saturated zone occurred, which
had to be accounted by a flux through the lower boundary in the one-dimensional HYDRUS-1D
simulations. This flux varied with time depending on the position of the water table. To simulate
this processes we used the HYDRUS- 1 D horizontal drain boundary condition with a drain
spacing of 22 m (twice the distance from the MCP location to the pumping well). Although this
boundary condition does not describe the physical 2D flow system exactly, it was the boundary
condition available in HYDRUS-ID that most closely represented our field conditions.

Initial estimates of the a and n parameters for the inverse procedure were based on the
assumed initial equilibrium distribution of the pressure head and the observed water contents
prior to the experiment, while Ksat values were initially estimated from soil textural class and
particle size distribution information. We used a sequential inverse procedure by starting the
parameter search with the first layer, while assuming that the other parameters were known (the
initial estimates) and using observed water contents of the 10 cm depth only. The next step was
to find parameters of the second layer by fitting water contents at depths of 0.1 and 0.3 m, and
using the parameters of the first layer found at the previous step. The third step was to adjust
parameters of layers 1 and 2 simultaneously by fitting measured water contents at depths of 0.1
and 0.3 m. We continued this sequential procedure by gradually increasing the number of layers
and hence the number of parameters that were simultaneously estimated. During the final step,
the HYDRUS-11D code searched simultaneously for 15 parameters (Or for the sandy loam horizon
was not changed after the third run).

Soil hydraulic parameters from calibration.
Fig. 4-2 compares MCP-measured water contents at different depth with simulated values

obtained with HYDRUS-1D. Good agreement was obtained between the observed and simulated
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water contents for all depths except at 0.8 m, where the lowest value of the coefficient of
determination (R2) of 0.877 was obtained. The fluctuations in observed water contents at the four
upper observation points may have been caused by non-uniform irrigation during several windy
days (Sect. 3.2.4.1). The calculated water content time series clearly describe the propagation of
the moisture front into the profile.

Table 4-1 presents the fitted hydraulic parameters obtained using the invoked inverse
procedure. A relatively high value of 10 was obtained for the van Genuchten hydraulic parameter
n for the fifth layer (gravely sand), which implies very steep water retention curve and an
unsaturated hydraulic conductivity curve in which the conductivity decreases very rapidly with
decreasing pressure head. While some slight changes in the minimized objective function
occurred when the parameter n varied between 8 and 12, the simulated water contents were
found not to be sensitive to these changes. We therefore accepted a value of n = 10 for the very
coarse-textured gravelly sand layer.

Additional calibrations were carried out with the complete two-dimensional axisymmetrical
flow model against observed water contents. As a result, we obtained values for the saturated
hydraulic conductivity, Ksat, of 185, 149 and 52 cm/h for layers 3, 4 and 5, respectively. The
maximum difference of these Ksat values from those obtained for the 1 D problem was for the
fifth layer. The calibrated Ks,,t for the 2D problem here was approximately three times smaller
than that of 1D problem. The difference likely was a consequence of using an imperfect lower
boundary condition in the one-dimensional case. The simulated water contents obtained with
HYDRUS-2D were essentially identical to those shown in Fig. 4-2. The coefficient of
determination, R2, for the 2D calibration was 0.858, being slightly smaller than the value of
0.877 obtained with the HYDRUS-1D calibration.

Despite the achieved good fit to the experimental data, we realize that the obtained set of
parameters may not be unique and that additional experiments would be helpful to reduce
uncertainty in the parameters. Nevertheless, we accepted these values and used them for our
simulations for the two-dimensional case. The objective of our study was to obtain an accurate
description of the experimental field data (water contents, flow rates, concentrations of the well
water), rather than unique soil hydraulic parameters. This since no attempts were made to
extrapolate observed data beyond the experimental time period.

2D simulations of water flow and solute transport
Solute transport simulations were carried out for 4 different values of the longitudinal

dispersivity, aL (i.e., 5, 15, 25, and 40 cm). We used the same value for all layers, while
assuming in most cases a ratio of 10 between the longitudinal (aL) and transversal (aT)

dispersivities. This ratio is well within the range of values (5 to 20) reported in previous studies
(e.g., Anderson, 1979; Domenico and Schwartz, 1998). Fig. 4-3 compares observed and
calculated (using Eq. (4-5) solute breakthrough curves (BTCs) of the tracers in the well. Results
are shown for simulations with and without accounting for a seepage face. Neglecting the
seepage face boundary caused a delay of a few hours in the arrival of the solute fronts as well as
of the maximum concentration. The peak concentrations decreased somewhat, except perhaps for
Cl (Fig 4-3b). Since overall agreement with the experimental data was better when the seepage
face was included in the simulations, we discuss in what follows only results obtained for
simulations with the seepage face boundary.
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Figure 4-2. Observed (circles) and simulated (lines) soil water contents.
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Table 4-1. Unsaturated soil hydraulic parameters inversely estimated using HYDRUS-1D.

N Layer Parameters

cm 0, t 0a a, cm-1 n K, cm h1

1 0-30 0.327 0 0.046 1.62 100

2 30-50 0.351 0.024 0.054 1.46 115

3 50-80 0.260 0 0.054 1.33 113

4 80-150 0.315 0 0.069 1.76 161

5 150-250 0.330 0 0.044 10.00 167

t Experimentally determined.

107



250 (a)
0

200

150

100
0

50

0
0 1 2 3 4 5 6 7

Time (days after irrigation started)

2

U

0 1 2 3 4 5 6 7
Time (days after irrigation started)

(c)

0

0

U
U

1 2 3 4 5 6
Time (days after irrigation started)

7

Fig. 4-3. Observed and simulated breakthrough curves of the tracers: (a) Br, (b) Cl and (c)
PFBA. Circles - experimental, solid line - simulated with the seepage face boundary, dashed
line - simulated without accounting for the seepage face boundary.
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The best agreement between observed and simulated BTCs of the tracers in the well was
obtained when we used a value of 15 cm for aL (Fig. 4-3). R2 values were 0.909, 0.899, and
0.930, and the MIA criterion (Eq. 4-6) 0.883, 0.857 and 0.896, for Br, Cl and PFBA,
respectively. The model provided a good description of the tracer arrival in the well, but
overestimated the arrival time of the maximum concentration by around 8.7%. Simulations with
a dispersivity of 5 cm improved the description of the front part of the solute BTCs (especially
the initial slope), but caused much lower tails. On the other hand, simulations with a dispersivity
of 40 cm described the tails quite well, but resulted in much earlier arrival times and lower
maximum concentrations as compared with observed values. Decreasing the ratio aj/ar from 10
to 5 did not have an appreciable impact on the simulated BTCs.

The steeper arrival fronts, the more pronounced asymmetrical shape, the earlier
concentration peaks, and the longer tails of the observed BTCs as compared with the simulated
curves (Fig. 4-3) may indicate enhanced preferential flow or an underestimation of the soil
heterogeneity in the simulations (Kung et al., 2000; Buczko and Gerke, 2006). Some of these
features probably could be accounted for by invoking a scale-dependent dispersivity in the
model. The simulations were conducted with strictly horizontal soil horizons since the extent and
spatial distribution of soil heterogeneity were not well known. The variability in the observed
concentrations at about the time when the peak concentrations were detected (Fig. 4-3) may have
been caused by an unsteady pumping rate (the pumping rate variability was fairly low, but
generally increased with time) and because the pump had to be replaced at some point during the
experiment (Gish and Kung, 2007).

The sensitivity of the model to the assumed dissolution times of the tracers at the soil
surface was tested next. A four-fold decrease or increase in the pulse duration (0.25 or 4 h,
respectively), and consequently a four times increase or decrease in the surface boundary
concentration (to preserve the injected tracer masses), were found to produce similar results. We
additionally tested the effect of having a different thickness of the fifth layer (where most of the
well screen was located) by moving the lower boundary of the flow domain up to 2.3 m or down
to 2.7 m below the soil surface (Fig. 4-1). Simulation results showed that this did not affect the
arrival time of the tracers. The front and back (receding) parts of the BTCs were slightly steeper
while the maximum concentration in the well was about 10% larger for the thicker fifth layer
(bottom boundary at 2.7 m) as compared with the 2.3-m deep bottom boundary.

Water and solute fluxes at the well boundary

Using HYDRUS-2D we were able to estimate the different water and solute fluxes
through the soil-well boundary. Good agreement (R2 = 0.944, MIA = 0.961) was obtained
between the cumulative water volume flowing to the well (the sum of the cumulative seepage
flux and the variable flux at the bottom of the well) and the cumulative pumping volume (Fig. 4-
4) during the experiment. The flux through the seepage face in these simulations started
approximately 1.2 days after initiating irrigation. The cumulative seepage volume first exceeded
the cumulative variable flux (groundwater) after 4.7 days, and at the end of the experiment was
about 20% larger than the variable flux. The time period from 1.5 to 3 days when the seepage
flux increased mostly, corresponds roughly with the time period when the water content at
depths below 0.8 m increased as registered with the MCP probes (Fig. 4-2).
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Figure 4-4. Cumulative water fluxes to the well.
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The estimated thickness of the seepage face at the time of the peak concentrations was
about 35 cm. Thus, if a seepage zone exists it should have a substantial impact on the solute mass
flux (Fig. 4-5). Good agreement was obtained between the calculated cumulative fluxes and the
mass recoveries of Br (R2=0.930, M!A = 0.964) and PFBA (R2 = 0.950, M/A = 0.969), while the
actual mass recovery of Cl significantly exceeded the simulated value after 4 days. This may
have been caused by the presence of Cl sources in the unsaturated zone that were not accounted
for in the model. All tracers showed much larger simulated mass fluxes through the estimated
seepage face than through the variable boundary at the bottom of the well. Hence, solutes
appeared to be moving mostly along flow paths close to the water table and then entered the well
from the saturated region near the water table. The seepage face is part of the saturated zone
(Fig. 4-6a) where most of the flow is horizontal (Fig. 4-6b) and where the tracers first reach the
water table (Fig. 4-6c).

Fig. 4-6 shows that the flow patterns in the capillary fringe just above the phreatic surface
are also predominantly horizontal, thus shortening solute transport to the well boundary. These
findings are consistent with both recent laboratory (Silliman et al., 2003) and field observations
(Abit et al., 2008). Still, calculated first arrival times of the tracers to the well were around 40%
and 30% earlier (for Br and PFBA, respectively) through the variable flux boundary than through
the active seepage face, which became active 1.2 days after irrigation started (Fig. 4-4).
Calculated cumulative mass fluxes through the seepage face at the end of simulation period were
8, 4 and 11 times those through the saturated zone, for Br, Cl and PFBA, respectively. The
highest ratio between these fluxes was for PFBA since this tracer was applied 7 hours after
irrigation was initiated and the Cl was applied. As a result, PFBA arrived at the water table later
than the other tracers (i.e., at times when the seepage face was developing and the seepage flux
increased). The smallest ratio between the seepage solute flux and the variable flux was for Cl
due to its immediate input from the saturated zone having a background concentration of 7.3
mg/L. Our results are very much in agreement with sand box experimental and modeling results
by Li et al. (2007) who studied the impact of a seepage face at the unconfined aquifer-lake
interface. They found that most of the groundwater and pollutants discharged through a narrow
portion near the top of seepage face.
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4.2 BASE MODEL FOR THE LATERAL FLOW EXPERIMENT

4.2.1 MODEL DESCRIPTION

The HYDRUS-3D software (Simfinek et al., 2007) was used to simulate three-dimensional
subsurface water flow and solute transport in the lateral flow tracer experiment.

4.2.1.1 GEOMETRY OF THE SIMULATION DOMAIN AND SOIL MATERIAL DISTRIBUTION

Based on experimental data that included the location of the tracer application plot,
observation (sampling) wells, the topography of the soil surface and of the low permeability
bottom (GPR data), we considered a 3D layered domain that extended laterally for 100 m in the x
direction and for 70 m in the y direction. The thickness (z direction) of the domain varied from
2.15 m to 5.72 m. The domain was larger than the domain used for the preliminary simulations
(50x30 m, see section 3.2.3.7) to diminish the influence of the imposed constant head boundary
conditions on flow and transport within the domain. The domain (Fig. 4-7) was composed of 2
major sub-layers: an upper layer representing soil formations characterized by relatively high
hydraulic conductivities, and a lower sub-layer composed of materials with predominantly lower
permeabilities.

The distribution of soil materials with different texture within the domain was set manually
based on logs obtained during installation of observation wells L 1-L12. We used a zonation
method (Chen et al., 2001, 2004; Hubbard et al., 2003) to assign model parameters within the
domain. Six soil materials were considered: Sandy Loam (SL), Sandy Clay Loam (SCL), Loam
(L), Silt Loam (SiltL), Silt Clay Loam (SiltCL) and Clay (C). For the SL two different hydraulic
conductivities were prescribed: one value for the upper 10 cm soil surface layer (corresponding
to the first layer of the finite element mesh in the numerical model), whose conductivity was
lower than the conductivity of the rest of the SL domain as a consequence of Ksat changes due to
soil structural alteration caused by intensive irrigation.

4.2.1.2 FINITE ELEMENT MESH AND OBSERVATION NODES

The unstructured (triangular prisms) finite element mesh consisted of 54, 180 nodes and
100, 156 3D elements (Fig. 4-8). The simulation domain was subdivided into 15 layers (12 layers
in the upper sub-layer and 3 layers in the lower sub-layer). The vertical size of the finite element
prisms varied depending upon location, with the elements following the surface of the soil
surface and the surface of the lower sub-layer. In the upper layer the vertical size of the prisms
was 5 cm near the surface, and 15-20 cm near the bottom. In the lower sub-layer the vertical size
of the prism varied from 0.3 to 1.5 m (Fig. 4-8, top). The horizontal mesh size decreased from 5
m near the downgradient domain boundary to 0.3 m close to the irrigation plot where most of the
transport processes were expected (Fig. 4-8, bottom). Using this geometry and finite element
mesh, a 125-day long simulation generally took between 36 to 48 h with a DELL PC Optiplex
755, Intel CoreTM2 DUO CPU E8400 @3.00 GHz. Further refinement of the finite element mesh
required longer simulation times.

Twenty two observation nodes (Fig. 4-9) were assigned to record the simulated
breakthrough curves at specific sampling locations in observation wells LI through L12.
Although groundwater was sampled at three depths in all observation wells, only two
observation nodes were set for wells L5 and L6 and only one for wells L7 through L12. This
because the" grid was too coarse in the lower sub-layer.
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Figure 4-7. Simulation domain used for solving the flow and transport problem with the
HYDRUS-3D code: a) whole domain; b) upper sub-layer; c) lower sub-layer.
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Figure 4-8. Finite element mesh used for the HYDRUS-3D simulations; top -side view, bottom -
bird view.
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4.2.1.3 INITIAL AND BOUNDARY CONDITIONS

As initial condition for the water flow simulations we used an steady-state pressure head
distribution. This distribution was obtained by running the flow problem with constant pressure
heads along the lateral boundaries (as described below) and zero fluxes along the remaining
boundaries of the domain. Simulations ran for about 200 days of elapsed time until steady state
flow conditions were reached. The initial Cr- distribution varied from 10 to 30 mg L1 depending
upon location as measured in observation wells prior to the experiment.

The boundary surfaces with the different boundary conditions are shown in Fig. 4-10).
Spatially variable, but constant in time pressure head profiles were specified along the lateral
boundaries. Atmospheric boundary conditions were used at the soil surface. These conditions
simulated a variable flux due to irrigation, precipitation and evapotranspiration within the
irrigated plot area, and a variable flux due to precipitation and evapotranspiration along the
remaining part of the soil surface. Along the bottom of the domain we used a zero flux boundary
condition. The imposed flow rate during each irrigation event was decreased by 28% to account
for the amount of water that was lost to overland flow that was collected, and as such had not
interacted with the subsurface flow and transport processes.

The distributions of the pressure head along the lateral boundaries were obtained from
pressure head values observed during 2006-2007 (Fig. 4-11). Data from wells located in the
vicinity and within the simulation domain were used for this purpose. Interpolation was done
with the SURFER software. We note that the distributions obtained in this way were very similar
for different periods of time.

A third type (Cauchy) boundary condition was used along soil surface to simulate solute
transport. C1 concentrations of the water during the tracer application was 4940 mg/l. Cl
concentrations of the rainwater and the irrigation water were 8 ppm, while Cl concentrations of
groundwater along the lateral boundaries were set to the average observed value of 15 ppm.

Table 4-2 presents hydraulic parameters for different soil materials accepted as initial values
for the simulations. These parameters (except for clay) were obtained as an average of those
determined with the ROSETTA software using data for soil texture and bulk density. The initial
value of the longitudinal dispersivity was 0.5 m, while the ratio of longitudinal to transversal
dispersivity was assumed to be 5 in all simulations.

4.2.2 MODEL CALIBRATION AND SIMULATIONS

The HYDRUS-3D software in its current version does not have an option for automatic
model calibration. Such an optimization would take an unreasonable amount of time for the fully
3D variably-saturated field scale problem. Therefore, model calibration was performed using a
trial-and-error method. Our approach involved the sequential fitting of flow and transport models
to available data. At the first step we estimated the velocity field by varying the saturated
hydraulic conductivities of the various soil materials. The second step was the calibration of the
transport parameters (dispersivities for the conservative tracer) through a series of trial-end-error
runs. Much of our attention focused on observation wells L5, L6, and L7 where a well-defined
breakthrough curve (BTC) was observed, and where both the arrival front and receding (tailing)
part of the breakthrough curve had been recorded.

We started simulations with the hydraulic parameter values listed in Table 4-2. Simulated
and observed breakthrough curves for the wells Ll through L9 are compared in Fig. 4-12. We
note that the simulated BTCs for L5 through L7 exhibited much later arrival of the tracer than
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Figure 4-10. Boundary conditions used for the HYDRUS-3D simulations (refer to text for
details).
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Table 4-2. Initial values of the unsaturated soil hydraulic parameters used in the simulation.
N Material Parameters

Cm 0, 09 a, m-1 n Ks, m d-

1 Sandy Loam 0.387 0.053 2.57 1.40 0.26

2 Sandy Clay Loam 0.393 0.066 2.31 1.35 0.13

3 Loam 0.412 0.067 1.20 1.47 0.11

4 Silt Loam 0.450 0.080 0.65 1.56 0.12

5 Silt Clay Loam 0.466 0.087 0.78 1.52 0.12

6 Clay 0.410 0.095 1.90 1.31 0.01
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Figure 4-11. Location of observation wells (blue dots) in the vicinity of simulation domain (red
rectangle) and hydraulic head distributions at different times in 2006-2007.
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Figure 4-12. Simulated (lines) and observed (circles) chloride breakthrough curves. Simulation
results are for the initial set of parameters listed in Table 4-2. LI through L9 denote observation
wells 1-9, o, o, and o are color codes for L5 through L9 at the depths of 1.65, 1.35 and 1.05 m,
respectively; o is the color code for the depth of 1.1 m in LI through L4.
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was observed. We assumed that the reason for this was our use of too low hydraulic
conductivities of the sandy loam, sandy clay loam and loam materials composing the upper sub-
layer of the domain. Hence for the next run we increased the saturated hydraulic conductivity
(Ksat) values to 2.0, 0.4 and 0.3 m d-1 for the sandy loam, sandy clay loam and loam soils,
respectively. We further decreased the longitudinal dispersivity (aL) of these materials from 0.5
to 0.2 m, while the ratio of longitudinal to transversal dispersivity was kept at a!! at=5. The
agreement between the simulated and observed BTCs for wells Llthrough L4 became worse,
whereas for L5 through L7 we noted much earlier arrival times of the simulated BTC fronts as
compared to the observations. Wells L8-L9 now showed only slight higher concentration. The
slope of the simulated BTC increased compared to the case of aL=0.5 m. Hence more parameter
adjustments were clearly needed.

The trial-and-error procedure continued for two months until a better fit for L5 through L8
was obtained. During these runs we also slightly moved the boundaries between the SL, SCL and
L soil layers to further improve the fit. The resulting values of Ka, were 1.0, 0.6 and 0.2 m d-1 for
the SL, SCL and L soils, respectively. Results of the simulations for wells Ll through L9 are
presented in Fig. 4-13 and 4-14 for the scenarios with aL=0.5 m and aL=O. 15 m, respectively. The
agreement in terms of the magnitude of the concentrations was reasonable. However, the BTC
shape was not simulated well. We note that the agreement is better for wells L1-L4 when aL=0.5
m compared to a dispersivity of 0.15 m, while the opposite is true for wells L5-L8. The receding
part of the BTCs in L5 through L7 was not simulated. It seemed that the width of the simulated
plume was larger than the actual plume. A quantitative comparison between the latter two
scenarios was performed using the coefficient determination (R2) and the Modified Index of
Agreement (MIA) (Table 4-3). Calculated values of these criteria suggest a fair agreement for
wells L5, L6, and L7 as well as for L2 and L3 at their lowest sampling depth.

Fig. 4-15 shows the simulated and observed BTCs of wells L1O-L12 for the scenarios of
aL=O.5 m and aL=O.15 m. The results for these two cases are practically identical. The model was
not able to simulate the observed oscillations in the measured concentrations at early times and
the increase in concentration towards the end of the experiment. According to the model
predictions, the plume did not reach wells L10, Lb11; and L12 by the end of simulation period.

Calculated distributions of the pressure head along the lower (z=0) boundary (which
corresponded to an altitude of 35 m above sea) at different times is shown in Fig. 4-16. A
groundwater mound was found to develop under the irrigation plot, causing water to spread in all
direction. This can be observed in Fig. 4-17 which shows a distribution of the flow velocity at a
depth of approximately 1 m. At early times of the experiment between DOY (days of year) 90
and 110) when the groundwater level in the eastern part of the simulation domain was lower than
this depth ofl m, preferential flow path may have developed due to particular topography of the
restrictive bottom and the distribution of hydraulic properties (Fig. 4-17). Later on (after DOY
130), the flow regime became quasi steady-state and changes were mainly due to variations in
precipitation with time.

Fig. 4-18, 4-19, and 4-20 show the simulated tracer plume at different times. The applied
tracer initially was pushed to deep soil layers by the incoming fresh water. After some period of
time, the plume had a bagel-like shape with concentration in the center of the plume being lower
than at the peripheral part (except for concentrations at the lowest depth of 1.4 in). The migration
of the plume and its expansion in different directions was controlled by the spatial distribution of
the hydraulic properties. By the end of simulation period only the advancing front plume had
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reached the observation wells L5-L7. This explains why we were not able to simulate the
residing part of BTCs in those two wells.

To assess the effect of the capillary fringe on tracer transport, we performed a simulation
with the parameter r in the van Genuchten-Mualem equation (3-11) set at -3. Changing this
parameter from 0.5 (the standard value) to -3 leads to higher unsaturated hydraulic conductivity,
and presumably more flow and, consequently, transport in the capillary fringe. Our simulations
indicated practically no difference in the BTCs for these two values of r. The reasons are as
follows: 1) after application, the tracer was flushed to the deeper horizons by the infiltrated fresh
water (i.e., transport occurred mainly in groundwater); 2) the domain in the vicinity of the plot
was close to saturation (i.e., practically no capillary fringe had developed there).

Overall, the calibrated model reproduced the most important features of the lateral flow
experiment. The model gave satisfactory levels of peak concentrations and was able to capture
arrival times. However, some qualitative differences between simulated and measured
concentrations were observed. Because experimentation with the HYDRUS 3D was extremely
time-consuming, model abstractions were undertaken as shown in Section 5.2.1 to gain more
insight into the effect of subsurface media properties on transport in the soils of this experiment.
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Table 4-3. Values of the coefficient of determination (R2) and the Modified Index of Agreement
(MIA) for two simulation scenarios using aL=O.5 m and aL=O. 15 m

Bore- Obs. R2 MIA R2 MIA
hole Node L... 1 1aL=0.5 m aL=O.15 m

3 0.198 0.060 0.165 0.032
Li 2 0.042 0.338 0.001 0.221

1 0.150 0.433 0.096 0.193

3 0.888 0.431 0.349 0.253
L2 2 - - - -

1 0.532 0.730 0.912 0.635
3 0.130 0.440 0.151 0.475

L3 2 0.558 0.527 0.730 0.748

1 0.573 0.574 0.003 0.393
3 0.301 0.028 0.256 0.006

L4 2 0.054 0.081 0.117 0.035

1 0.000 0.100 0.038 0.052
3

L5 2 0.874 0.703 0.886 0.754

1 0.842 0.798 0.816 0.853
3 0.505 0.583 0.698 0.742

L6 2 0.700 0.693 0.494 0.615

1
3 0.821 0.708 0.833 0.803

L7 2 - - - -

1 _

3 0.011 0.189 0.071 0.214
L8 2 - - - -

3 0.01 0.327 0.007 0.347
L9 2 - - - -

1_ ---

L10 2 0.126 0.379 0.088 0.411

1 -

3 ----

11 2 0.078 0.276 0.078 0.272

1 -

3 -
L12 2 0.009 0.320 0.011 0.319

1 ----
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Figure 4-13. Simulated (lines) and observed (circles) chloride breakthrough curves. Simulations
are forks values of 1.0, 0.6 and 0.2 m d-1 for SL, SCL and L, respectively; aL=0. 5 m, ay'a7=5.
Symbols are the same as in Fig. 4-12.
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Figure 4-14. Simulated (lines) and observed (circles) chloride breakthrough curves. Simulations
are for K, values of 1.0, 0.6 and 0.2 m d-1 for SL, SCL and L, respectively; aL=O. 15 m, ay'aT=5.
Symbols are the same as in Fig. 4-12.
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for for K, values of 1.0, 0.6 and 0.2 m d-1 for SL, SCL and L, respectively; a) aL=0.5 m and b)
aL=O.15 m. Symbols are the same as in Fig. 4-12.
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Figure 4-16. Simulated distributions of the pressure head at the bottom of the simulated flow
domain (z=O), corresponding to an altitude of 35 m above sea level); DOY is the day of the year.
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Figure 4-17. Simulated Darcy velocity vectors at a depth of around 1 m below the soil surface;
DOY is the day of year.
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Figure 4-18. Simulated C1 concentration distributions at a depth of 0.5 m below the surface;
DOY is the day of year, pink dots represent the locations of the observation boreholes.
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Figure 4-19. Simulated distribution of CI concentration at a depth of 1 m below the surface;
DOY is the day of year, pink dots represent the locations of the observation wells.
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Figure 4-20. Simulated distribution of Cl concentration at a depth of 1.4 m below the surface;
DOY is the day of year, pink dots represent the location of the observation wells.
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5 MODEL ABSTRACTION APPLICATIONS

5.1 FLUX MEASUREMENT EXPERIMENT

5.1.1 ABSTRACTION BY REDUCING THE DIMENSION OF THE FLOW DOMAIN

A 1D simulation of water flow and Br transport in the unsaturated zone was carried out to
assess the effect of reducing the dimension of the flow domain on tracer transport to the well. We
calculated the breakthrough curve (BTC) of Br at a depth of 1.68 m, which corresponds to the
initial groundwater level and as such could be considered a well (a sink) in the 1D
approximation. The simulations were performed with two transport models: 1) a ID equilibrium
model; and 2) a dual-porosity (mobile-immobile water) transport model assuming physical non-
equilibrium. In both cases the longitudinal dispersivity (aL) was fixed at 15 cm, while the
immobile water content (Ore) for the nonequilibrium model was assumed to be 0.09 (fitted such
that the simulated and observed peak concentration arrival times at the well were the same).

Results are presented in Fig. 5-1. The equilibrium transport model exhibited relatively late
arrival of both the BTC front and the maximum concentration at the groundwater level. The non-
equilibrium model, which simulates preferential flow, correctly predicted the arrival of the
maximum concentration; however, the simulated BTC front arrived much earlier than the
observed front. Thus, we can conclude that this abstraction would lead to the wrong conclusion
about the existence of preferential flow in the soil, and that the arrival of the solute at the well
may well have been controlled by lateral (multi-dimensional) flow in the subsurface and the
presence of a seepage face.

5.1.2 ABSTRACTION BY USING AN APPROXIMATE ANALYTICAL FLOW MODEL

Narrowing the purpose of a modeling project sometimes allows one to considerably
simplify the model, including making a change in the key output variables. We consider here the
case where modeling may be used to estimate the radius of the tracer application area beyond
which no losses would occur because of lateral subsurface flow away from the well. The
recovery of an applied tracer is an important factor in a field tracer experiment to assess the
solute mass balance.

In a radially convergent saturated flow field the recovery depends on the tracer application
radius and the capture well zone. To avoid losses of the tracer with lateral flow, the application
radius must be less than the radius of the water table divide where the radial flow velocity is zero
(Fig. 5-2). The radius of the water table divide can be estimated in an approximate manner from
a solution of the Boussinesq equation for steady-state radial unconfined flow towards a well,
subject to Dirichlet boundary conditions as follows

r rKrh- =-iH(a-r) , ro_<a<_R (5-1)

r=ro : h=h0 (5-2)

r=R: h=hR (5-3)
where h is the water table height above the impermeable layer (L), r is the radial coordinate (L),
Ksat is the hydraulic conductivity of the aquifer, i is the recharge rate (LIT), H(r) is the
Heaviside step function, a is the radius of the infiltration area (ro0<a<_R), r0 and R are the radii of
the well and the outer boundary (L), respectively, and h0 and hR are the water table heights at
r=ro and r=R, respectively.
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Figure 5-1. Breakthrough curves of Br observed in the pumping well (open circles) and
simulated at the groundwater level with two 1D models; solid line - equilibrium model, dashed
line - non-equilibrium model.
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Figure 5-3. Well capture radius (r*) and pumping discharge (Qro) as a function of the saturated
hydraulic conductivity (Ksat) for a given set of parameters (ro-2.5 cm, R=3000 cm, a=2000 cm,
i--0.41 cm/h, h0=90 cm, hR=82 cm).
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Assuming a constant hydraulic conductivity, Ksat, and integrating Eq. (5-1), we obtained an
analytical expression for the radial water flux, Q (LT 3), towards the well as a function of the
radial position, r, as follows

Q • -27K,,,rh- =

ar

7r ir 2 H(a - r) - ia2 H(r - a) - [(hR2 - ho)2 *,at + ia +2 r 2  inR ]/In Ro2 a In (5-4

For the limiting case when a=R (application radius equals the radius of the outer boundary), this
solution coincides with an equation derived previously by Aravin and Numerov (1965).

An equation for the radius of the water table divide (r*) may be obtained by solving the
equation for Q=O to obtain for the case when r*<a

r*= [(hR 2h2)Ksat+ a2 ro2+a2inR)]/In-R (5-5)r R2- 7°"i 2 a J/ ro"

The discharge rate from the pumping well is now given by

Qo - 2 rroKsa,h 0 h r=(5

{ ir°2-L(hR2-h°2)K,+i a +a21nR)/1 n R}(' 2 a 2o

Results of simulations with the HYDRUS-2D code indicated that the water table divide was
located at about 660 cm from the well. An approximate estimate of the well capture radius can be
obtained also with Eq. (5-5), which assumes steady-state flow conditions. Such conditions likely
occurred during days 3 to 5 of the experiment when the pumping rate varied very little around a
mean value of 0.12 L/s. The assumption of steady-state flow was further confirmed by the
HYDRUS-2D simulations. Using Eqs. (5-5) and (5-6), we estimated the well capture radius (r*)
of our field tracer experiment to be 580 cm, and the pumping discharge rate (Q~o) to be 0.12 L/s
for our field experiment. For the calculations we used r 0=2.5 cm, R=3000 cm, a=2000 cm, K=52
cm/h, i=0.41 cm/h, h0=90 cm, and hR= 82 cm. The values of both r* and Qr0 decreased with
increasing values of the hydraulic conductivity (Fig. 5-3).

The analytical solutions for r* (Eq. 5-5) and Qro (Eq. 5-6) were obtained with several
simplifying assumptions such as having steady flow, a homogeneous aquifer, and no seepage
face. This caused Eq. (5-5) to underestimate the well capture radius as compare to the more
comprehensive HYDRUS-2D variably-saturated flow simulations. Nevertheless, this example
demonstrates that for practical purposes the analytical solution can provide a useful first
approximation of system parameters needed for the design of these type of tracer experiments.

5.2 LATERAL FLOW EXPERIMENT

5.2.1 ABSTRACTION BY IGNORING VADOSE ZONE

5.2.1.1 2D FLOW AND TRANSPORT IN GROUNDWATER

A first abstraction step considered here is a reduction in the dimension of the problem from
three to two dimensions. Specifically, the fully 3D saturated-unsaturated flow and transport
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problem as described in the Section 4.2 was replaced by a 2D problem in which flow and
transport occur only in groundwater. The effect of the vadose zone on retention and transport
hence was ignored in this abstraction. The MODFLOW and the MT3D models were used
consecutively for the approximate flow and solute transport simulations, respectively, while data
preprocessing and postprocessing were implemented using the GMS software.

For the simulations we used a rectangular flow domain of 10,000 x 7,000 cm. The lower
boundary of the simulated domain was a horizontal plane at an elevation of 35 m. The upper
boundary was the soil surface with elevations as shown in Fig. 3-36. The domain used previously
for the HYDRUS-3D simulations was discretized laterally using a telescopic refinement grid
with the center coinciding with the center of the irrigated area. The base size of the finite
elements was 50 cm, and increased with a bias of 1.05 to the maximum size of 500 cm as the
distance to the irrigated area increased. Each one-layer spatial grid had 4940 nodes.

The automated interpolation and material distribution in GMS created a stratigraphy that
was substantially different from the stratigraphy used in the base 3D model using HYDRUS 3D.
Therefore a special effort had to be made to obtain a material distribution that was as close as
possible to the distribution used in the HYDRUS 3D base model. The procedure consisted of the
following steps:

- the lateral material distribution was imaged for each of 14 layers of the HYDRUS 3D grid;
- a 3D grid was built in GMS that had the same geometry as the layers in HYDRUS 3D;
- the "Boreholes" module of GMS was used to introduce 87 boreholes (Fig. 5-4, top left);
- vertical coordinates of all 14 layers were defined as in the HYDRUS 3D base model;
- a table of material distributions was built for each borehole (Fig. 5-4, top right);
- locations of material boundaries were defined using the "Auto assign horizons" option of

the ":Boreholes" module;
- The MODFLOW HUF (Hydrological Unit Flow) module was used to define hydraulic

properties of each cell of the 3D grid, while the "horizons to HUF" option was used to
interpolate the borehole data to the grid nodes (inverse distance weighting was used for
this interpolation).

The above procedure resulted in 14 hydrologic units within the simulation domain.
Examples of material distributions along various domain cross-sections are shown in Fig. 5-4,
bottom.

Dirichlet boundary conditions were defined along the vertical boundaries of the simulation
domain. The initial distribution of groundwater levels in the domain was obtained by fitting the
solution of the stationary flow problem to initial groundwater levels in the observation wells.
The fitting was accomplished by varying the groundwater recharge separately within the
irrigation area and outside this area. The model performance indicators obtained for this solution
were: a Root Mean Square Error of 26 cm, a Mean Absolute Error of 21 cm and a Mean Error of
3 cm.

Groundwater recharge during the experiment was computed from a surface water balance
using available rainfall data, evapotranspiration rates calculated with the Penman-Monteith
equation, measured runoff data, and the applied irrigations and their schedule.

The following setup was adopted for the numerical solution procedure. All cells were
convertible, and the option "prevent cell drying and assign bottom elevation to dry cells" was
used. The simulated experimental period of 112 days was divided into 481 stress period of
varying durations depending upon the rainfall and irrigation rates. A minimum time step of 0.1 d
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was used. This time step was not allowed to exceed any of the stress period durations. The
PCG2 (Pre-condition Conjunctive Gradient module with Modified Incomplete Cholesky matrix
preconditioning methods) module was used as the matrix solver. As convergence criteria we
used a head change of 1 cm and a residual of 1 in3 . Cells along the irrigated area periodically
flooded, which caused some oscillations during the numerical solutions. Using the "Cell wetting
parameter" module did not improve the convergence (i.e., less oscillations or a computationally
more efficient solution). The overall global mass balance error for the cumulative volume was a
modest 0.47%, which further caused up to believe that the solution was reasonable.

The MODFLOW calibration was carried out using the PEST software package. The
MODFLOW solution for this purpose was fitted to the observed groundwater depths. Estimated
hydraulic conductivity and specific yield values are shown in Fig. 5-4. The model performance
indicators with the calibrated parameters were: a Root Mean Square Error of 44 cm, a Mean
Absolute Error of 32cm, and a Mean Error of 3 cm. The accuracy the transient flow calibration
was lower than the accuracy of initial ground water calibration. A likely reason for this is the
difficulty of handling fully saturated soil layers in MODFLOW. The Fig. 5-5 illustrates this with
a comparison of simulated and measured groundwater levels during a period with complete
saturation. Simulated groundwater values appear to be higher than 1 m above the soil surface,
which caused large model errors.

The MODFLOW calibration was evaluated using criteria outlined by Reilly and Hardbaugh
(2004). The conceptual model of the system under investigation corresponded to our preliminary
survey and monitoring data, and hence seemed to be reasonable. The mathematical
representation of the boundaries were also reasonable since the flow domain boundaries were
relatively far from the irrigation area, as was confirmed by preliminary simulations (data not
shown). Simulated head and flow distribution were found. to mimic important aspects of the flow
system, such as magnitude and direction of the head contours. Except for periods of full soil
profile saturation, quantitative measures of head differences between the simulated and observed
values seemed acceptable in view of the objectives of our study. Noting that MODFLOW was
not fully capable of simulating flow in the system under study, we nevertheless, proceeded with
simulating transport in the lateral flow experiment using the MT3D model. The average of
concentrations at three observation depths was used for our comparisons of simulated and
measured values.
The first set of simulations was carried out assuming the same values of the dispersivity and the
effective porosity for all materials. An example of the type of results we obtained is shown in
Fig. 5-6. The field data and simulations indicate that tracer concentrations at different wells
reflected different subsurface transport conditions. For example, wells 5 and 7 seem to receive
the tracer from a subsurface channel having the lowest dispersivity and the lowest effective
porosity compared with other wells. Well 6 reflected transport conditions with a low effective
porosity but a relatively high dispersivity. Wells 8 and 9, on the other hand, are most probably
within a subdomain having a relatively high effective porosity. To confirm these conjectures, the
simulation domain was separated into three subdomains, each one having its unique transport
parameters as shown in Fig. 5-7. Simulated results using this approach provided a better match
with the well tracer data.

Overall, the abstraction of the full 3D model to a 2D groundwater flow and transport model
provided important insights into the subsurface transport properties. Values of the effective
porosity (ne) generally increased with clay content (e.g., Fig. 5-4, top right). However, the values
were substantially smaller than the porosity of the soil materials. This indicates that field scale
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Figure 5-4. Conversion of the subsurface material distributions from the HYDRUS 3D model
grid to the MODFLOW model grid. Top left - locations of artificial boreholes with properties
defined in HYDRUS3D, top right - material distribution in artificial boreholes, bottom - cross-
sections of material distributions in MODFLOW.
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m aL=l cm, n,=0.2 cm 3cm-3; m aL =1 cm, ne=0.3 cm 3cm3; - aL =10 cm, ne=0.2 cm 3cm3
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Figure 5-7. Tracer transport simulations with three subdomains (top) having different parameters
for the dispersivity aL (cm) and effective porosity he. Measured (m) and simulated (im) CI
breakthrough curves are shown for five different observation wells (bottom).
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transport at the study site occurred preferentially and that a substantial part of the soil profile
conducted very little water and solute. The field heterogeneity as described in Sections 3.2.3.3,
3.2.3.4, 3.2.3.5, and 3.2.3.8 created the essential prerequisites for such preferential transport to
occur.

5.2.1.2 ID TRANSPORT IN GROUNDWATER

Simulations of ID transport in groundwater were carried outusing the windows-based
STANMOD software package (Simfinek et al., 1999). Specifically, we solved the inverse
problem to determine transport parameters using the CXTFIT code, which is a part of the
STANMOD software. As input for the simulations we used the observed breakthrough curves at
wells Li through L12. The conceptual scheme is presented in Fig. 5-8. We started simulations at
the time the tracer was applied to the soil surface. Subseqent leaching to groundwater by fresh
irrigation and rain water created a toroid- (or donut-) like concentration distribution in the
horizontal plane around the pumping well. For the 1D transport problem we assumed a stepwise
initial distribution along the flow direction as shown in Fig. 5-8.

The maximum concentration C* of the initial step function resulting from leaching of the
applied tracer and subsequent mixing with groundwater was estimated from the observed
concentrations in wells L3 and L4 at the edge of the tracer application area. A least-squares
optimization with CXTIFT allowed us to estimate the flow velocity (v) and the dispersion
coefficient (D) from the breakthrough curves. In addition, to obtain a better fit between the
observed and simulated BTCs, the length of the concentration step Ax and concentration C*
(Fig. 5-9) were adjusted by trial and error. Despite the fact that this affected the uniqueness of
the optimization, we used this procedure to solve the inverse problem. The estimated parameters
are presented in Table 5-2, while the observed and fitted BTCs are shown in Fig. 5-9.

Fair agreement between simulated and observed concentrations was obtained for wells
L5 through L7, whereas a worse fit was obtained for wells L9 through L12 because of
oscillations versus time. These oscillations were especially pronounced for L8. We believe that
this behavior is a result of fast vertical preferential flow during infiltration following high-
intensity precipitation events, which cannot be modeled by CXTFIT.

The groundwater flow velocity between the tracer application plot and first line of the wells
(L5 through L9) was found to vary from 0.030 to 0.077 m d-1. Dispersivity (aL) values were in
the range of 0.30-1.16 m, which are reasonable values for a field-scale tracer simulation in which
a highly heterogeneous medium is represented by an equivalent homogeneous porous medium.
Estimated flow velocities obtained for the second line of wells (110, Li, and L12) were larger
than those of L5 though L9, whereas the dispersivities had the same order of magnitude.

A noticeable increase in C1- concentration was observed at the deepest sampling points
(1.65 m depth) of wells L10 through L12 of the second row of observation wells, starting at
approximately day 60, while the concentrations in wells L5, L6, L7 and L9 of the first row of
wells started to increase somewhere between 40 and 60 days after the experiment started. If we
assume that the increase of concentrations of wells LI1 through L12 was associated with the
same source as for L5, L6, and L9, then the obtained results suggest a much higher flow velocity
between the first and the second rows of the wells. This could be due to preferential flow through
a thin conductive layer in the lower soil horizons. Another possible cause could be the presence
some unknown source of high salinity in the study area, something that may need further testing.
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Table 5-1. Calibrated aquifer parameters

Material Parameter Value Relative 95%
sensitivity confidence

interval
Sandy Loam Horizontal conductivity (cm d') 101 0.00009 36.7

Specific yield 0.11 0.021 0.0027
Sandy Loam Horizontal conductivity (cm d') 138 0.0016 3.86

Specific yield 0.11 0.021 0.0027
Sandy Clay Loam Horizontal conductivity (cm d') 53 0.00052 5.15

Specific yield 0.05 0.0047 0.000265
Loam Horizontal conductivity (cm d') 4 0.000093 1.8

Specific yield 0.14 0.085 0.0011
Silt Loam Horizontal conductivity (cm d-') 18 0.00018 5.35

Specific yield 0.14 0.00011 3.3
Silty Clay Loam Horizontal conductivity (cm d-) 102 0.0029 1.5

Specific yield 0.1 NAT -

Clay Loam Horizontal conductivity (cm d') 11 0.00016 5.7
1 Specific yield 0.1 NA

5Was not estimated
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Table 5-2. Parameters found by solving the inverse of ID transport in groundwater using
CXTFIT.
Borehole v, m d- D, mn d- aL, m Ax, m C, img 1- R2

L5 0.077 0.079 0.97 1.5 150 0.954
L6 0.058 0.042 0.72. 0.5 150 0.707
L7 0.077 0.023 0.3.0 3.0 100 0.931
L8 0.030 0.011 0.37 0.5-4.0 150 0.331
L9 0.054 0.063 1.16 3.0 100 0.528

L1O 0.121 0.025 0.21 1.0 150 0.384
L11 0.081 0.093 0.87 3.0 150 0.560
L12 0.111 0.079 0.71 3.0 150 0.221

(aL=D/v is the dispersivity, R2 is determination coefficient)
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5.2.2 ABSTRACTION WITH A CHANGE IN SCALE: PROFILE AGGREGATION

To assess the effect of the soil profile aggregation on the simulation results, we abstracted
the model and converted the heterogeneous profile of the upper sub-layer to into an equivalent
homogeneous medium. Two scenarios were considered: a profile composed of sandy loam (SL),
and a profile consisting of a silt loam (SiltL). The saturated hydraulic conductivities were set
according to Rawls et al. (1998) as 1.360 and 0.346 m/day, for SL and SiltL textural classes,
respectively. The longitudinal dispersivity was assumed to be 0.2 m in both simulations. Results
are presented in Fig. 5-10 to 5-12. Profile homogenization had only a minor effect on the
simulated BTCs of wells Li through L4 where vertical transport prevailed; however, the
influence was very significant for wells L5 through L9 (Fig. 5-10 and 5-11).

Introducing a homogeneous SL profile did lead to a delay of the tracer arrival time at well
L5, and in early appearance in wells L6-L9 (Fig. 5-10). The simulated maximum concentrations
in L6-L9 were at the same time were also significantly higher than the observed concentrations.
Assuming a homogeneous SiltL profile with much lower hydraulic conductivity caused a delay
in the tracer arrival times at wells L5-L7 compare to the calibrated model (Fig. 5-11). The effect
of profile homogenization using SiltL on the BTCs of wells L8 and L9 was relatively minor.
This was expected since the logs of these wells indicated the presence of low-permeability layers
in this part of the study area. A comparison of simulations obtained with the homogeneous SL
and SiltL profiles is shown in Fig. 5-13a and b, respectively, for wells L10-L12. Notice that the
homogeneous SL simulations produced increases in the tracer concentration of wells L10, Li 1,
and L12, but not for the other observation wells.

5.2.3 ABSTRACTION OF REQUIRED PARAMETERS: USING PEDOTRANSFER FUNCTIONS

In this section we present the results of model abstraction scenario where we used
pedotransfer functions (Rawls et al., 1998) to estimate the saturated hydraulic conductivities of
the various soil materials from soil texture. The following Ksat values were used in the
simulations: 1.36, 0.18, 0.094, 0.346, 0.09 and 0.048 m/day for SL, SCL, L, SiltL, SiltCL and C,
respectively. Results are presented in Fig.5-14.

Substituting the calibrated Kat with values determined using pedotransfer functions had
minor effect on the BTCs of wells L1-L4 and 110-L12. The flow paths between the tracer
application plot and L5 followed mainly a layer having a SL texture whose PTF Ksat value was
very close to the calibrated value. Hence, the influence of the PTF abstraction was not significant
for L5 either. However, for wells L6 through L9 we observed a delay in the simulated BTCs
since the PTF estimated Ksat values of SCL and L were more than two times lower than the
values obtained by the trial-and error.
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Figure 5-10. Observed and simulated chloride breakthrough curves for the homogeneous sandy
loam (SL) profile. Symbols are the same as in Fig. 4-12.
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5.3 SUMMARY AND CONCLUSION

This study was designed and performed to demonstrate the applicability of model
abstraction techniques to subsurface flow and contaminant transport problems. The study
focused on future applications of modeling to contingency planning and management of potential
and actual contaminant release sites within the scope of the US NRC operations.

Subsurface flow and transport modeling may have various purposes including site
characterization, explaining the existing subsurface contamination pattern, and projecting the
contaminant release results under various environmental and management scenarios.
Contributing to the characterization the subsurface flow and transport domain was the purpose of
modeling in this work.

Modeling was only one component of characterization of the subsurface in this work that
also included using the borehole data, laboratory studies of soil hydraulic properties, applying
geophysical methods, monitoring soil moisture and soil pressure head, groundwater monitoring,
field hydrogeological tests, and tracer studies. The important role of modeling in characterizing
the subsurface was to describe the transport conditions. Given the non-uniqueness of
interpretations of geophysical data, the small scale of borehole and laboratory data as well as of
most groundwater samples and tests, and the limitation of soil moisture monitoring in revealing
the hydraulic conductivity of soils, development of alternative conceptual subsurface transport
models, and distinguishing between these models, was the essential part of the modeling effort.

The OPE3 experimental field site near Beltsville, MD, has been extensively studied for
more than 10 years using geophysical, biophysical, remote sensing, and soil and groundwater
monitoring methods. Available data are analyzed using a systematic procedure based on a broad
vadose zone modeling context developed in this study. A major focus was on the existence of
subsurface structural units and features that may drastically change the fate and transport of
contaminants in the vadose zone, as well as of projected trajectories of the contaminant plume in
groundwater. We found that solute transport in soils and shallow groundwater at the site is
potentially affected by such features as the presence of a restrictive fine-textured layer that is not
fully continuous laterally, the complex topography of the restrictive layer favoring preferential
flow and transport along preferred pathways along its surface relief, the presence of natural
capillary barriers, possible funnel flow in a coarse-textural layer between more fine-textured
layers, and local high-conductivity parts of the soil pore space.

An extensive field survey and monitoring program had to be initiated as part of this work in
spite of the existence of a large database of soil and groundwater properties at the site. The main
reason for this was the difference in scale at which the site was characterized previously, and the
scale at which flow and transport processes are of a concern in contaminant release applications.
Specifically, our 20 x 20 m research site required additional characterization since the site
presented only a single pixel in the characterization of the entire 300 x 300 m OPE3 site

The employed geophysical methods provided essential information about transport-
controlling subsurface features. A 2x2 m ground penetrating radar survey showed the existence
of a mostly continuous restrictive layer with complex topography. Soil electric resistivity
monitoring furthermore revealed the existence of narrow hydrologically active vertical zones.
The obtained data indicate that large parts of subsurface soils may not fully participate in the
prevailing flow and transport processes. Biophysical monitoring of the research area allowed
delineation of relatively large structural units in the soil cover that provided distinctly different
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conditions for plant growth. The size of those units exceeded the scale of investigation in this
work.

The borehole log data showed surprisingly high spatial variability for the relatively small
sites. For example, soil texture was represented by six textural classes in the range from sandy
loam to silty clay loam. This underscored the possibility of the existence of the subsurface
preferential solute transport, and at the same time indicated that the defining a representative
elementary volume for the subsurface may be difficult if at all possible.

Laboratory water retention data clearly indicated the presence of macroporosity in soils that
potentially could case the fine-scale high-conductivity part of the soil pore space. Hydraulic
conductivity measurements at the same scale showed that, in actuality, such high conductivity
would require not only the presence of macropores but also the connectivity between these pores,
could be found only in a relatively small percentage of locations.

Soil moisture and soil pressure head monitoring data provided the information about field
hydraulic properties of unsaturated soils. The field water retention was well defined by those
measurements. This indicated that the Richards model could be an appropriate conceptualization
of the flow processes in soils under study. It appeared necessary to develop a site-specific
calibration of capacitance probes, and the method was developed for that purpose in this work.

Two field experimental studies, both of original design, were carried out and analyzed using
model abstraction. One study, referred as the solute flux experiment, was meant to imitate a soil
column experiment at the plot scale. The experiment involved the application of a conservative
tracer around a well and subsequent irrigation with simultaneous pumping of ground water. This
experiment should provide insight into the significance of zones in the soils having a high
vertical conductivity. A second study was designed to observe the lateral transport of a surface-
applied conservative tracer pulse when transport was controlled by regular irrigation pulses and
natural precipitation. This second experiment should demonstrate the effect of the topography
and continuity of the restrictive layer, as well as the significance of funnel flow due to the
presence of a coarse layer between the finer-textured layers. The vadose zone during both
experiments was monitored for soil water content and pressure heads, while groundwater levels
and the groundwater chemical composition were also recorded. Groundwater compositions were
monitored at three different depths.

Two preliminary modeling projects preceded the lateral transport experiment. One was
undertaken to estimate the potential importance of runoff and the need to intercept this runoff.
This study required developing a new model and software to simulate coupled surface-
subsurface flow and transport at the plot scale for the 30x30 m study area. The software coupled
the FEMWATER and 2DSOIL codes, the former simulating subsurface flow and the latter
overland flow using a diffusive flow approximation. For the second modeling project we used
the new software, HYDRUS-3D, to simulate flow and transport in the three-dimensional
subsurface domain at the site. The purpose was to estimate the required duration of the
experiment and the frequency of sampling needed to capture in detail the solute breakthrough
curves in a number of observation wells. Both preliminary modeling studies were found useful in
terms of improving the experiment setup and the schedule of the experiment.

The solute flux experiment comprised approximately 7 days, whereas the lateral flow
experiment continued for four months. About 10,000 analyses were made of the tracer
concentration in order to develop the breakthrough curves. A preliminary analysis of the
experimental results was used to obtain a conceptual representation of the prevailing subsurface
transport processes. We hypothesized that preferential transport of solutes occurred in both
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experiments. Vertical transport in the unsaturated zone seemed to occur much faster than
suggested by the observed water fluxes. The tracer breakthroughs in the lateral transport
experiment occurred at substantially different times in the wells at similar distances from the
application area. The differences in times to some extent corresponded to soil textural
differences.

There were no indications in the solute flux experiment results that the Buckingham-Darcy
flow model and the corresponding Richards equation were not applicable to the data. Therefore,
water flow in both the unsaturated zone and in groundwater was simulated with the Richards
equation using the HYDRUS2D software package.

The seepage face along the observation well was found to be an important feature of the
experimental setup of the solute flux experiment. Transport occurred both in groundwater as well
as in the capillary fringe. The Richards equation for flow and the convection-dispersion model
for transport were both successfully calibrated and provided good representations of the
experimental results. No assumption about preferential solute transport in highly conductive
parts of the soil pore space was needed.

The 2D model for flow and transport in the variably saturated zone was abstracted to a 1D
model for vertical water flow and solute transport to groundwater. While ignoring the presence
of a seepage face, the 1D model allowed preferential transport of solutes to occur. It appeared
that this model was able to provide only approximate qualitative and quantitative predictions of
solute breakthrough. The invoked abstraction demonstrated that ignoring the actual geometry of
the flow and transport domain and the essential features of the flow process in the field can
create a distorted conceptualization of transport in the subsurface.

One more abstraction step was considered for 2D solute transport to demonstrate that a
simple analytical model sometimes may be sufficient for certain modeling application. This
abstraction was used to investigate the ability of the pumping well to intercept all of the surface-
applied tracer, which is a critical aspect of the solute transport experimental setup. For this to
occur, the tracer application zone must remain within the groundwater depression cone around
the well. We showed that a simple analytical model evaluated the depression cone size with the
same degree of accuracy as the more refined 2D saturated-unsaturated flow model.

Results of the lateral flow experiment were relatively more complex than results of the
solute flux experiment. Some small temporal scale (1 - 2 days) phenomena were observed in
some wells that could not be explained. We ignored these fine scale phenomena and
concentrated on conceptualization of the flow and transport at larger temporal scale.

The fine-textured low-permeability layer was found to divert the tracer according to the
topography of the layer. There were no indications that the Buckingham-Darcy flow model and
corresponding Richards equations were inapplicable at the larger scale, likely because flow and
transport at that scale seemed to be driven mostly by the hydraulic gradients in groundwater. The
complexity of the flow and transport domain required the use of a full 3D representation. For this
reason we used the HYDRUS3D software to simulate flow and transport in the lateral flow
experiment.

Since HYDRUS3D does not have a calibration option, only trial and error calibration could
be applied. Given that 2 days of computation were needed for each simulation run with this code,
we streamlined the calibration procedure by calibrating the model directly to the breakthrough
curves, and not to groundwater levels. This created a dilemma in terms of selecting an
appropriate conceptual model for transport. Solutes could be delivered to a well via two different
transport mechanisms: (a) transport via a network of well-connected pathways that comprise
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only part of the bulk soil porosity at the field scale, thus assuming that part of the domain does
not participate in the transport process, or (b) transport through all of the domain. To deliver
solute to a well at approximately the same time, average water fluxes should be smaller in case
(a) as compared to the case (b). We selected case (b) and used several model abstractions to
justify this selection

The trial-and-error calibration based on zonation of the flow and transport domain was
reasonably successful. The maximum concentration levels and the 50% concentration arrival
times were described satisfactory. However, we could not accurately reproduce the shape of the
breakthrough curves.

A dimension reduction abstraction considered only 2D flow in groundwater. MODFLOW
and MT3D were used for this purpose. A special effort was undertaken to use in this abstraction
the same zonation and layering as in the complete 3D representation. MODFLOW calibration
capabilities were used successfully to reproduce the groundwater levels, while dispersivity and
effective porosity values were estimated by trial and error from the breakthrough curves.

The 2D abstraction process showed that the assumption of part of the soil not significantly
participating in the solute transport process created a better representation of the breakthrough
curves. A reasonable representation of solute transport was achieved with an effective porosity of
60-70% of total soil porosity. Thus, the model abstraction step helped to substantially improve
the conceptualizaton of the subsurface transport conditions.

A 1 D abstraction step allowed efficient assessment of intrinsic groundwater velocities and
the hydrodynamic dispersion parameters in different directions. The results also suggested the
location of preferential flow pathways.

Using pedotransfer functions to estimate saturated hydraulic conductivities and/or to
substitute the heterogeneous soil profile by an equivalent homogeneous medium indicated that
this kind of model abstraction may lead to incorrect estimates of tracer front arrival times at
some locations. Actually, results depended on the complexity of the heterogeneity being
abstracted. Since small-scale heterogeneities may control flow and transport at the larger scale, a
careful profile aggregation and analysis of the results is required.

Several observations have been made during the data analysis in this work.
First, our detailed studies revealed considerable soil heterogeneity at a very small site. We

do not know how common such a degree of heterogeneity is since studies at this level of detail
are relatively rare. It is important to recognize that the scale of our experiment was comparable
the scale of solute release. Exclusion of a substantial part of the soil from the active solute
transport process appears to be an important consequence of soil heterogeneity at the field scale.

Second, calibration of vadose zone models is much more trying than calibration of
groundwater models. This is because of the nonlinearity of the governing flow processes and the
large number of parameters involved. Substantial changes in soil water contents and flow rates
must occur to reliably calibrate a vadose zone model.

Third, the use of models that assume the presence of mobile and immobile zones was
avoided in this work. Such models are undoubtedly important when breakthrough tails are of
interest. However, measuring tails takes time that is often impractical for field scale tracer
studies where transport is controlled by weather conditions rather than by regional groundwater
flow rates. And even when the tail is known, severe correlations are usually observed between
the many parameters needed in this type of modeling. Assuming an effective porosity allowed us
to characterize the subsurface so as to obtain the correct arrival times, and to obtain a reasonable
approximation of the concentration maximum and the center of the mass position.

159



Fourth, the available software was generally adequate for simulations. However, both
HYDRUS3D and MODFLOW packages encountered difficulties when soil became fully
saturated during the intensive rainfall.

Fifth, results of this study have implications for solute monitoring transport in
heterogeneous formations. Well data generally represent a fairly small scale. In our experiments
we encountered distinctly different breakthrough curves in wells that were approximately in
similar positions relative to the source along the tracer plume propagation direction. A more
general representation of solute transport in terms of integrated properties may be needed in
order to provide a more reliable and accurate representation with models.

This work demonstrated the usefulness of model abstraction in simulations of flow and
transport in variably-saturated subsurface. Whereas multidimensional and multi-process
representations leaves room for several competing conceptual models for flow and transport,
simpler models that retain the most essential features of those representations could provide
meaningful alternatives.
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APPENDIX A. REVIEWING THE MODELING PROBLEM CONTEXT

The decision to perform model abstraction is made from considerations of the base model
and the key output (see section 2.2). Therefore, reviewing the base model and the key output is
the first step of any model abstraction.

A1.1 REVIEWING KEY OUTPUT

Subsurface hydrologic models simulate complex systems and as such may generate a large
number of output variables describing such systems. Which part of the model-generated
information presents key output depends upon the purposes of the modeling project.

AI1..1 Key output use

The purpose of subsurface flow and transport modeling may include:
* Improve the understanding of the vadose zone to optimize future

monitoring or for planning a specific experiment
* Evaluating the effects of past management practices or previous events on

vadose zone chemistry and hydrology
0 Understanding the current state of the vadose zone to define possible

sources of contamination and their interaction with groundwater systems
• Predicting changes in the vadose zone resulting from existing or

alternative management scenarios, and quantifying the role of the vadose zone in
determining groundwater recharge rates and contaminating groundwater.

Each of these purposes involves different key output that could be used to resolve specific
regulatory, budgetary, societal or other issues. A single model could be used for several
purposes, but the key output and boundary and initial conditions appear to be specific for a
particular modeling project.

Al.l.2 Key output type and scale

Various types of transformation or parts of the modeling results may be used to derive the
key output. Specifically,

0 data filtering, e.g. concentrations and fluxes at specific times and/or
locations

* boundary water fluxes such as
- ground water recharge rates
- runoff losses
- losses to the lateral through boundaries

" boundary contaminant fluxes such as
- fluxes to the water table
- projection of the known source area to the water table
- lateral fluxes in the capillary fringe to susceptible water sources and
wetlands

" maximum contaminant concentrations across various boundaries of the
simulation domain
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* average concentrations of solute fluxes across various boundaries
* contaminant arrival times to various boundaries
* cumulative masses of contaminant transported through or stored in the

vadose zone

The key output scale defines the temporal and spatial intervals over which the model output can
be averaged to address the questions being asked. Daily, monthly, seasonal and yearly averages
may be of interest depending upon the regulatory practices regarding the specific contaminant.
Both a single maximum or total cumulative amounts may be used depending upon the
contaminant involved and the accepted dose model. Similarly, spatial averaging of the pollution
footprint in the vadose zone may yield sources as small as a borehole sample or as large as an
agricultural field or an entire hydrologic response unit. Whatever the adopted scales, a review of
output type and scale has to articulate and document the procedures used to derive the key output
from the modeling results.

Al.1.3 Accuracy of the key output

The acceptable accuracy and uncertainty of the key output has to be requested from the end
users. The acceptable accuracy relates to the performance of the model with respect to existing
observations. The uncertainty relates to variations in the key output due to quantifiable variations
in model parameters, external forcing, and scenarios.

In some cases, mandatory regulations are in place that articulate the statistics to be used for
evaluating model performance. Sometimes the regulatory criteria list threshold values that are
established in certain risk assessment guidelines. It is necessary to verify whether these threshold
values appear within or outside realistic ranges of the predicted key output variables, given their
uncertainty.

If the requirements for model accuracy are not established, characterizing the uncertainty in
the key output becomes a part of the revew of the base model. As the model abstraction is
applied, changes in the accuracy and uncertainty of the key output may be used to decide upon
the applicability of a particular model abstraction technique.

A1.1.4 Evaluating model performance

One is generally not able to directly estimate the accuracy of the key output since output is a
derived value and simply cannot be measured. The performance of the model per se must then be
evaluated. A large number of statistical tests has been proposed and may be used for this purpose
(e.g. Belocchi et al., 2004; Hill and Tiedeman, 2007). It is preferable to use statistical tools that
evaluate simple and clear ideas about the correspondence between data and the simulations, e.g.,

" how variability in model errors compares with variability in the data?
" do model residuals have spatial or temporal trends?
" is there a systematic relative or absolute error in the predictions?
" how reliable are parameters derived from calibrations?
" how realistic are parameter derived values from calibrations?
" does the model tend to magnify errors in the inputs?
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The performance of a model in terms of the adopted statistics must be compared with the
performance of other models developed for similar purposes and having a similar complexity.
Also, small model error measures usually do not guarantee that the model will perform well also
when used for predictions. Simpler models with larger errors against observations can be more
robust and perform better for some forecasts. Therefore, correct assumptions about the vadose
zone, the boundaries of the simulation domain, and possible sources, sinks, and chemical and
biological transformations within the simulation domain are often more important than the model
error.

A1.2 REVIEWING ASSUMPTIONS MADE DURING DEVELOPMENT OF THE BASE MODEL AND
JUSTIFICATIONS FOR THOSE ASSUMPTIONS

A1.2.1 Subsurface structural units

The vadose zone typically consist of various horizons and connected or disconnected lenses.
The profile may contain massive, cross-bedded, and horizontally-bedded units, both poorly and
well sorted. All of these structural units may conduct water differently, with chemical transport
and transformation similarly varying among the different units. Even with significant advances
recently in hydrogeophysical techniques, precise delineation of the various units remains a
challenge in many practical situations. Borehole-based stratification often cannot provide the
type of exhaustive coverage generally needed for the simulation domain. Measurements of
pollutant concentrations are point based and depend upon the interaction of the measurement
device (e.g. suction lysimeters) with the soil at different levels of water contents.

Because of the great uncertainty in characterization, many often question the feasibility of
performing vadose zone flow and transport simulations. While uncertainty definitely is an issue,
such simulations are likely to become increasingly more popular, and essential, because of the
importance of the vadose zone in terms of storing, transforming and redirecting pollutants
entering this zone from the soil surface. In such simulations, the pertinent challenge is not to
obtain a full-fledged three-dimensional description of the locations and properties of structural
units. The relevant challenges are answers to such questions as

9 Does a specific site have subsurface structural units and features that may
drastically change the fate and transport of pollutants in the vadose zone along the
projected trajectory of a contaminant plume?

o If a restrictive fine-material layer is expected, does it have dikes or faults; can the
layer have gaps?

o If a restrictive layer is expected, can it have a topography causing flow and
transport via preferential pathways along it upper surface?

o Are there natural capillary barriers (i.e., boundaries between finer material
overlaying the coarse sediments)? If yes, are gaps in these barriers expected?

* Can funnel flow in coarse-textural soils develop due to presence of a layer of
coarse materials between two fine-textured layers?

o Can geochemical conditions of saturated or perched zones in the vadose zone
cause changes in pollutant transformations or retention?

o Can well-conducting layers contain fine-scale high-conductivity parts of the pore
space that will facilitate transport through large pores during episodic infiltration events?

o Is the lateral conductivity of the capillary fringe large enough to allow substantial
contribution of the capillary fringe to lateral transport above the water table?
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An essential condition here is to obtain answers to these questions from an available
database that is as broad as possible. The database has to include information from public and
private sources, cover both quantitative and qualitative (expert) information, and encompass both
site-specific and generic information. The geological, hydrogeologic, and hydrogeophysical
assessment can gain benefit greatly from complementary sources as types of stream hydrographs,
the presence and hydrology of springs, the presence of paleosoils, documented fragipans,
experience during well construction, occurrence and concentrations of agricultural chemicals in
well water, and crop yield variability in dry years.

A1.2.2 Dimension of the problem

Most vadose zone flow and transport simulations are currently carried out in only one
dimension (i.e., only vertical transport is considered). This is not sufficient for sites where
unsaturated flow and transport pathways may be altered substantially due to presence of
redirecting structural units mentioned in the previous section. A two dimensional representation
is needed when

" lateral transport can be substantial,
" restrictive layers, if present, are well defined,
" flow in the vadose zone is controlled by infiltration.

A three-dimensional representation is needed when
e the contaminant release source is providing also a substantial amount of

infiltration,
e substantial lateral transport in the vadose zone is expected, both along and across

the main groundwater flow direction.

Al.2.3 Simulation domain, initial and boundary conditions

The simulation domain must be selected such that it reflects the dimension of the problem
and allows one to set justifiable boundary conditions along all boundaries. One-dimensional
(1D) problems require boundary conditions along the soil surface and the bottom of the vadose
zone. Either a free drainage condition, or a zero pressure head condition at the ground water level
(if the latter is monitored in time), is generally sufficient to simulate flow in this case.

1D simulations likely will not provide correct simulations if substantial transport in the
capillary fringe is expected, or if a restrictive layer exist that not only can cause perched water to
develop but also may contain gaps that allows rising groundwater to move upward through gaps
in the restrictive layer. In such cases 2D or 3D simulations are necessary. Multi-dimensional
vadose zone flow and transport simulations are best simulated when

" the simulation domain includes both a vadose zone and an aquifer, and
" flow and transport need to be considered jointly, without assuming some rule of

fluid and mass exchange between the vadose zone and groundwater.
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Boundary conditions in the groundwater subdomain have to be established according to
existing guidelines for groundwater modeling. Boundary conditions for flow in the vadose zone
must be established either from vadose zone monitoring data, or from preliminary 1D
simulations of the vadose zone at the lateral boundaries of the flow domain. Alternatively, they
can be defined in a more arbitrary fashion to provide continuity in the pressure head along a
vertical direction from the water table to the soil surface. In the latter case, however, the
boundaries should be placed far enough from the contaminant plume, so that the boundary
conditions would not affect flow and transport within the domain of interest. This has to be
verified by preliminary simulations using realistic values for the flow and transport parameters.

Daylight surface boundary conditions have to be
" harmonized with the time step accepted in the model.
" set with proper attention to runoff from and run-on to the soil surface simulation

domain;
o reflect water and chemical uptake.

The representation of initial conditions depends on the purpose of the modeling. For
exploratory and forecast purposes it is customary to run the model with realistic boundary
conditions for relatively simulated periods (up to one year), and to use the results of this run as
initial conditions for the flow model. For parameter estimation and understanding the current
situation at the field site, measured initial values of the vadose zone state variables should be
used.

Al.2.4 Estimated model parameters

The estimated parameter values must be obtained and reviewed irrespective if calibration
applied or not. The estimated parameters for flow and transport either

" are used directly in the simulations;
" serve as initial estimates for model calibration;
" used in evaluations of the results of a calibration

A list of estimated flow and transport parameters for each subsurface structural unit
typically includes

" soil water retention parameters
* uunsaturated soil hydraulic conductivity parameters
" molecular diffusion coefficient of the contaminant
" dispersivity
" dual-porosity parameters
" chemical transformation parameters
" biological transformation parameters

Additional parameters are used if the pollutant experiences colloid-facilitated transport,
volatilization, or is represented by nanoparticles.

General requirements of the parameter estimation include
" using several sources,
" matching scales
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" correcting for field conditions
" defining uncertainty

Using several sources is recommended since a similarity in soil type (e.g., soil texture) by
no means guarantees a comparable similarity in the flow and transport parameters. For example,
soils of similar texture may exhibit up to two orders of magnitude differences in hydraulic
conductivity. A compendium of literature flow and transport parameters in soils is given by
Pachepsky and Rawls (2004).

A match in the scale of an experimentl is important when selecting literature values of
hydraulic conductivity and dispersivity parameters since they are known to depend on the
support or extent of the experiment in which they have been measured. A rule of thumb
recommendation is to use parameters from experiments in which the support or extent is close to
the vertical size of the cell used in numerical simulations.

A correction is often needed when relying on laboratory-measurements of the hydraulic
conductivity, the dispersivity, and dual-porosity parameters since they depend on the spatial
scale of an experiment. Methods to account for this change in scale can be found in both the
soils (Pachepsky et al., 2003) and groundwater (Neuman, 1990, 1995) literature. Corrections to
field conditions are more difficult for chemical and biological transformation because they are
specific to the type of pollutant. However, the anticipated differences in adsorption, dissolution,
and transformation rates have to be articulated and taken into account in uncertainty-based
modeling projects.

Defining uncertainty in the estimated parameters is necessary for
* performing multiple simulations to evaluate the prediction uncertainty if no

calibration is envisaged;
9 determining the prior distributions of parameters to determine the posterior

distributions of calibrated parameters if Bayesian methods are used in the calibrations;
* evaluating the calibration results.

Obtaining parameter estimates from multiple sources provides the necessary information for
uncertainty characterization. It is imperative to use estimates not only of average values found in
the literature, but also of the uncertainty in the average values that are reported in many (but not
all) literature sources. An alternative method is to use probability distributions developed for
soils from a large international database (Meyer et al., 1997).

Al.2.5 Data available for calibration

Data needed for calibration of a vadose zone flow and transport model may include, in
particular, monitoring data of

" the soil water content,
" the soil pressure head,
* soil water fluxes,
* concentrations of pollutants in soils,
" tracer concentrations if a tracer test has been run,
" hydrogeophysical data from cross-borehole monitoring of infiltration events,

hydrogeophysical data from surface monitoring of soil water contents,
* groundwater levels,
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a concentrations of pollutant or tracers in groundwater.

In spite of the fact that flow and transport processes in the vadose zone are slow, tracer tests
are desirable for evaluating the possibility of rapid pollutant transport in dual-porosity soils.
Calibration data must be available if the purpose of modeling is to analyze results of current or
future management scenarios of contingencies. One may argue that running a model with all
parameters within their variability ranges may provide an exhaustive characterization of the
uncertainty in predictions. This is true provided the structural units are conceptualized in a
correct way, but that cannot be guaranteed in absolute terms. The credibility of a model increases
if the calibration returns physically meaningful parameter values.

All vadose zone measurements are to some extent indirect, and are affected by interactions
between the measuring device and the medium being studied. Therefore, all data used for
calibration have to be reported with expertly or directly estimated errors. This is needed to
evaluate the calibration results in terms of their accuracy.

The type of data, number of data points, and the frequency of data collection for reliable
calibration is site-specific and depends on the method of calibration (see below). An optimal
methodology of defining the best monitoring strategy for calibrating a vadose zone model
presents an avenue of future research.

A1.2.6 Calibration procedure and results

Two calibration methods are used most often in vadose zone flow and transport modeling:
trial-and-error (manual) calibration and automated calibration. Automated calibration does not
change locations and dimensions of structural units; it only varies material properties within
these units to match simulated and measured values. Trial-and-error calibrations usually change
both the locations and the dimensions of the structural units until a better fit is obtained.

An advantage of automated calibration is the objectivity in which the parameters are
obtained. A disadvantage is that it may end up supporting an incorrect conceptualization of the
flow and transport processes embedded in the model. Trial-and-error methods mirror automated
calibration in terms of these advantages and disadvantages. If automated calibration is used, the
statistics of parameters should be analyzed in the same way as recommended in groundwater
modeling projects (Hill and Tiedeman, 2007).

Vadose zone simulations are notoriously slow because of the nonlinearity in the governing
flow equations. Therefore, automated calibration is usually implemented only for one-
dimensional simulations. Calibration in two- and three-dimensional simulations is usually
achieved using trial-and-error process.

The calibration process should include
9 normalization of measurements to exclude the effect of the measurement unit on

the calibration results,
" justified removal of non-sensitive parameters from calibration,
" assignment of different and explicable weights to measurements of different

types.
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Al.2.7 Software proDerties

Because of the nonlinearities involved, numerical solutions of coupled vadose zone and
groundwater problems often show unstable behavior, or produce unacceptable errors in the mass
balances for water and solutes. This behavior, including the software used for the simulations,
has to be documented and reported.

A1.2.8 Model documentation

Reviewing the documentation of a model is an essential component of the base model
review. Reily and Harbaugh (2004) indicate in their guidelines for evaluation of groundwater
models that "because models are embodiments of scientific hypotheses, a clear and complete
documentation of the model development is required for individuals to understand the
hypotheses, to understand the methods used to represent the actual system with a mathematical
counterpart, and to determine if the model is sufficiently accurate for the objectives of the
investigation". The same is true for vadose zone modeling. Clarifications on all of the topics
addressed in appendices Al and A1.2.1 through A1.2.7 have to be included in the
documentation.
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APPENDIX B. FIELD CALIBRATION OF MULTISENSOR CAPACITANCE
PROBES

Multisensor capacitance probes (MCPs) are used in field soil water content monitoring for
various applications, such as for irrigation scheduling, estimating soil hydraulic properties, and
evaluating water uptake by plants. It is desirable to know how representative data are from
multisensor capacitance probes for a small plot surrounding the sensor. For example, such
information may be needed if a plot is used for an infiltration experiment and soil water is
monitored with the sensor to characterize the infiltration rate (Shukla and Jaber, 2007). Such
upscaling may result in both random and systematic errors. Random errors may arise from small-
scale variations in soil water contents and from variability of soil properties since capacitance
probes are sensitive to soil bulk electrical conductivity (Baumhardt et al., 2000; Evett et al.,
2006; Kelleners et al., 2004) and soil mineralogy (Fares et al., 2004). Systematic upscaling errors
may results from deficiencies in the calibration. In most cases, MCPs have been calibrated in the
laboratory (Paltineanu and Starr, 1997; Baumhardt et al., 2000; Polyakov et al., 2005).
Baumhardt et al. (2000) reported that the manufacturer-supplied MCP calibration equations were
applicable to estimate soil water contents in Ap and calcic horizons of an Olton soil when the
soil was air dried, but not when near saturation. They concluded that MCP calibration should be
soil-specific. Morgan et al. (1999) came to the same conclusion when they tested manufacturer
and laboratory (Paltineanu and Starr, 1997) calibrations on three fine sandy soils of Florida,
while Evett et al. (2006) concluded the same for three other soils.

Since MCP sensors provided a very important stream of information for both site
characterization and monitoring during the experiment, we assessed the magnitude and variations
in the difference between MCP-measured and plot-averaged gravimetrically measured water
contents across I m 2 plots at the site, and searched for ways to modify the MCP calibration to
better represent plot-averaged water contents. Multisensor capacitance probes (EnviroSCAN,
SENTEK Pty Ltd., South Australia) were installed for this purpose in the spring of 2006 to
monitor the soil water content and provide data for validation of a water flow model. Four plots
(each 1 m2 and 10 m apart) were instrumented with MCPs located at 10 cm depth increments
from 10 to 60 cm. Reference readings were taken for each sensor in air and water before
installation. Undisturbed soil cores were taken with a 100 cm 3 soil auger at 50 cm distance from
the MCPs at the vertices of an equilateral triangle in triplicate at three dates with distinctly
different water contents at depths corresponding to the MCPs installation. The triangle was
rotated by 400 before the second and third samplings. Soil water contents and soil bulk densities
were measured gravimetrically. Soil texture was measured with the pipette method (Gee and Or,
2002) after dispersion with sodium pyrophosphate Na4P 20 7 of soil samples taken when the MCP
access tubes were installed.

To compare the MCP measurements with observed water content, the sensor scaled
frequency (SF) was converted to volumetric water content using the SENTEK (1995) factory
calibration equation:

0 = (0.792SF - 0.0226)2.4752 (B- 1)
as well a laboratory calibration for a mesic Aquic Hapludult silt loam soil as obtained by
Paltineanu and Starr (1997):

0 = 0.490SF2"1674  (B-2)
The root-mean-square difference RMSD between plot-averaged 0.,j and MCP-estimated

water contents OMCPI
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RM SD = - 9 Mcpi )/ n (B-3)

was used to characterize the MCP measurements. Here n is the total number of compared water
contents.

Substantial variability in soil texture and soil bulk density with depth was observed at the
four locations (Tables B-1 and B-2). Clay content was generally less in the topsoil (0-25 cm)
than in the subsoil (25-65 cm) layer. Silt content was relatively constant (17-25%) at all depths,
while sand content was less in the subsoil compared to the topsoil. Soil bulk density was less in
the topsoil (1.34-1.69 g cm-3) than in the subsoil (1.69-1.95 g cm-3). The variation coefficient of
soil bulk density ranged from 1 % to 14 %.

Soil samples were taken at three dates when the soil was not excessively hard or soft for
sampling, resulting in different soil water content ranges at different soil depths. Generally the
water content range was wider in the top layer compared to that in the subsurface layers. Soil
water contents were in the range from 0.10 to 0.51 m 3 m-3 in the topsoil, from 0.10 to 0.42 m3 m-3

at depths of 25-55 cm, and from 0.09 to 0.38 m3 m"3 in the 55-65 cm soil layer of four plots (Fig.
B-I). Spatial variability in the soil water content measured at each of the four plots changed with3 3
soil depth. The standard deviations of the water content ranged from 0.02 to 0.12 cm cm3 , while
the average water content ranged from 0.16 to 0.39 cm3 cm3 in topsoil (data not provided here).
The variability in soil water contents was in the range from 0.02 to 0.07 cm 3 cm and did not
correlate with the soil water content in the subsoil. Deviations of MCP data from the measured
water contents were observed at all depths in the four plots (Fig. B-i).

The MCP data obtained with the SENTEK factory and laboratory calibrations are compared
with plot-averaged soil water content measurements in Fig. B-2. Both random and systematic
errors can be observed, resulting in root-mean-squared differences (RSMDs) in the range from
0.037 to 0.058 cm3 cm 3 for the SENTEK factory, and from 0.036 to 0.063 cm 3 cm"3 for the
laboratory calibrations, respectively. Both MCP calibrations overestimated soil water contents at
the low water contents and underestimate at the high water contents (Fig. B-2). We concluded
that a calibration correction was needed to minimize the MCP errors of plot-averaged water
content measurements.

To correct the MCP performance, the coefficients a and b of linear regression between
MCP-measured and plot-averaged water contents:

Oa,i = aOMcp,i + b (B-4)

were calculated for data from all depths pooled together, for the topsoil (0-25 cm) data, the
subsoil (25-65 cm) data, and for each observation depth separately. The calibration equations
were transformed by combining equations (B-1), (B-2) with equation (B-3). The corrected
equations are shown in Table B-3. Differences in coefficients of the MCP calibration equations
indicate that the correction is depth-specific for both the SENTEC factory and the laboratory
calibrations.

Although the correction obtained with all pooled data reduced RMSD values 'for the entire
depth range of 0-65 cm, smaller RMSDs were observed when corrections were applied to each
depth or each soil horizon separately (Table B-4). This implies that depth or horizon specific
corrections may be helpful to further reduce errors in the MCP measurements.
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Figure B-1. Soil water contents measured in the plots (symbols) and calculated using the
SENTEC (solid lines) and laboratory measured (dotted lines) MCP calibrations vs. MCP scaled
frequency.
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show the general relationship between plot average and MCP-estimated water contents for the
SENTEC and laboratory calibrations, respectively. The dotted line shows the 1:1 line.
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Table B-1. Soil texture at locations of the multisensor capacitance probes installation.

Depth Clay Silt Sand
cm % % %

0-15 15 6# 24±9 61±4

15-25 17 ±4 23 ± 7 60 ± 3

25-35 22 ±3 22 ± 5 56 ± 7

35-45 23 ±4 21 ± 4 56 ± 7

45-55 24 ± 4 22 ± 4 54 ± 6

55-65 21±6 21±3 58±2
*The ± separates the average from the standard deviation
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Table B-2. Soil bulk density around the multisensor capacitance probes.

Depth Location 1
cm g cm-3

0-15 1.344±0.029#

15-25 1.691±0.112

25-35 1.822±0.040

35-45 1.741±0.109

45-55 1.764±0.097

55-65 1.782±0.099

Location 2
g cm "3

1.516±0.033

1.649±0.020

1.722±0.058

1.694±0.009

1.731±0.023

1.726±0.044

Location 3
g cm 3

1.557±0.031

1.689±0. 130

1.843±0.046

1.787±0.079

1.828±0.038

1.952±0.062

Location 4
g cm"

3

1.455±0.007

1.674±0.038

1.831±0.019

1.828±0.031

1.805±0.019

1.885±0.062
OThe '±' separates the average from the standard error.
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Table B-3. The original SENTEC and laboratory MCP calibration equations.

Depth SENTEC calibration Beltsville laboratory calibration

cm

Original calibration equations

All depths 0= (0.7920SF - 0.0226)2.4752 0= 0.490SF 2.1674

Corrected calibration equations

0-65 9= (0.8051SF- 0.0230)2.4752+ 0.0063 O= 0.6247SF 2 1674 - 0.0704

0-25 0= (0.8373SF- 0.0239)2.4752 + 0.0219 0= 0.4996SF 2.1674 - 0.0140

25-65 0= (0.7601SF- 0.0217)2.4752 - 0.0300 0= 0.5690SF 2.167 4 _ 0.0495

0-15 0= (0.8292SF - 0.0237)24752 + 0.0084 0= 0.6109SF 2.1674 _ 0.0530

15-25 0= (0.8499SF - 0.0243)2.4752 + 0.0375 O= 0.6466SF 2"1674 - 0.0919

25-35 0= (0.7906SF - 0.0226)2.4752 + 0.0078 0= 0.5512SF 2.1674 - 0.0535

35-45 0 = (0.8530SF - 0.0243)2.4752 +0.0465 0 = 0.6668SF 2.1674 _ 0.1120

45-55 9= (0.7942SF - 0.0227)2.4752 + 0.0002 9= 0.5579SF2. 1674 _ 0.0465

55-65 0= (0.6495SF - 0.0185)2.4752 - 0.1779 9= 0.3405SF 2"1674 + 0.0801
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Table B-4. Root-mean-squared differences of plot-averaged water contents (cm 3 cm 3 ) for the
original and corrected MCP calibration equations.

SENTEC calibration Beltsville laboratory calibration
Depth range Corrected Corrected for Corrected for

cm Original for specific soil texture Original specific
depth range depth range

0-65 0.0458 0.0455 0.0446 0.0474 0.0459

0-25 0.0505 0.0478 0.0429 0.0535 0.0491

25-65 0.0431 0.0428 0.0454 0.0436 0.0427

5-15 0.0542 0.0488 0.0402 0.0561 0.0505

15-25 0.0464 0.0447 0.0456 0.0506 0.0451

25-35 0.0344 0.0332 0.0284 0.0390 0.0333

35-45 0.0360 0.0349 0.0354 0.0392 0.0350

45-55 0.0357 0.0356 0.0375 0.0370 0.0355

55-65 0.0616 0.0563 0.0702 0.0580 0.0560
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An exploratory analysis with regression trees (Rawls and Pachepsky, 2002) was used to
evaluate the possible effect of basic soil properties on apparently random deviations of plot-
averaged from MCP-measured water contents at depths from 5 to 55 cm. Sand, silt, and clay
contents along with bulk density and depth were introduced as potential input variables. The
resulting regression tree is shown in Fig. B-3. The group of plots and depths with sand content
greater than 62.2% showed on average the largest difference between the plot-averaged and
MCP measured water contents (-0.030 cm 3 cm-3). Where sand content was less than 62.2%, the
silt content was the splitting variable. The average deviation was negligible at depths and
locations where silt content was greater than 20.5%. An average difference of 0.021 cm 3 cm"3

was found for samples with sand content less than 62.2% and silt content less than 20.5%.
Neither soil bulk density nor depth was included in the list of splitting variables of the regression
tree. However, the effect of bulk density could be masked by its correlation with textural
components along the soil profile (Table B-i). Using high frequency capacitance probes,
Gardner et al. (1998) concluded that differences in dry bulk density were important, while clay
and organic matter content were not.

We attempted to use the average deviations for the texture-based groups in Fig. B-3 to
correct MCP measured water contents by subtracting group average deviations from the MCP
measurement results. Improvements were observed in the RMSD values, which decreased from
0.0458 cm 3 cm"3 to 0.0446 cm 3 cm"3 for the whole soil profile, and from 0.0505 cm 3 cm-3 to
0.0429 cm3 cm"3 for the topsoil (Table B-4). However, corrections for soil texture did not reduce
the RMSD for the subsoil. Similar results were obtained for the laboratory calibration (data not
shown). These results imply that correction for texture is possible and desirable if a site-specific
MCP calibration is to be developed. Since texture was dependent upon depth in our case (Table
B-i), it actually might have been feasible to develop depth-dependent calibration corrections.

Overall, both bias and random errors were observed when the differences between plot
average and MCP-estimated soil water contents were analyzed for the top 65 cm of the coarse-
loamy, siliceous, mesic Typic Hapludult. Developing a site specific calibration to remove the
bias appeared to be important. However, random variations apparently dominated the differences
between plot-averaged and MCP-measured water contents. A linear correction of the calibration
equation improved the estimates of the plot average water contents from the MCP data, but only
by 0.7 percent on average, while leaving the RMSD at 0.046 m3 m3 overall. Relationships
between the water content differences and soil texture were observed. Using these relationships
to correct the MCP measurements increased their similarity to plot-averaged water contents, and
reducing the RMSD to 0.045 m 3 m 3 overall. A site-specific MCP calibration correction appears
to be desirable before using a single MCP in soil water monitoring at the plot scale, but the
methods used here were not adequate for such a calibration.

B-9



% Sand < 62. 2

Yes No

% Silt < 20. 5
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Figure B-3. Average differences between plot-averaged water contents and MCP-measured
water contents as a function of texture in the upper 50-cm soil layer as expressed with a
regression tree. e is the average deviation for the group, and N is the total number of samples in
the group.

B-10



APPENDIX C. FIELD-SCALE COUPLED SURFACE-SUBSURFACE FLOW AND
TRANSPORT MODELING

C1.1 EQUATIONS OF THE MODEL

C 1.1.1 Flow model
Overland flow may be simulated using the Saint-Venant conservation equations as (Tseng,

1999):

OQ +E +G F-+-+-+ F(C-i)
at & Oy

where Q = (h, hu, hv)T ,

mhu hv +

E= hu2+1gh 2 G= huv F= gh(So - h____+/2_
2 2 2/V2+1 2 m1• j

,huv h 2 .-[- gh gh(S0 y h4 /3

in which h is the flow depth on the soil surface [L]; u and v are the velocity components in the x
andy directions, respectively [LT-1], m/s; g is the acceleration due to gravity [L2T-1]; S0o and Soy

are the surface slope in the x and y directions, respectively, t is time [T], m is Manning's
roughness coefficient [L" 3T], R is the rainfall rate [LTI]; and I is the infiltration rate [LT1]. If
the local and convective inertial terms and the momentum term owing to rainfall excess are
neglected, equation (C-1) reduces to its diffusive-wave (DW) approximation (e.g.,Weill et al.,
2009):

ah-- = -V . g + R - I (C-2)

at 0 0
where V = (-, -) is the gradient operator in x-y space. The surface flux k is calculated

axa0y
utilizing the two-dimensional form of the empirical Manning equation:

= -ký,fV(h + z) (C-3)

where ksurf = m2- is the surface conductivity,

- Kazhx + te(h + zs)ej.
and z,~ is the land surface elevation [L].
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The three-dimensional Richards equation as described and implemented in FEMWATER
(Richards et al., 1997) was used to simulate water flow in variably-saturated soil. The water
depth on the soil surface water depth was assumed to be equal to the pressure head p if p>O,
otherwise p<0. The flux boundary condition on the soil surface is

"ah _a K.,f a(p + z)K , O(a - z.. ) + R, p > ho
at @x ax Gy s lr

-K a(p) +( z ) + R,, 0 < p < ho (C-4)

Rý h_<ý,0

where n is the vector normal to the soil surface boundary, R, = R cos(z,n) is the projection of

rain on the normal n, and no is a small parameter. Equations (C-4) can be condensed to the
computationally more efficient form

-K(p) 8 (h+ z,) = aq(h)h _xa 77(h ho)K 5 a(h+z)x (h-h)K.ý +z) , (C-5)

where 7(h) -1, h > 0 is the Heaviside f'unction.
w0, h<O

C 1.1.2 Transport model

Surface and subsurface solute transport is simulated with the three-dimensional advective-
dispersive equation subject to decay, adsorption, and biodegradation in the liquid and solid
phases (Richards et al., 1997). Overland transport of solutes can be described by the equation

a(ch) kc sorb
t+ a +V. (4c - DVc) = Ahc + J - M (C-6)at t

Here c is the solute concentration in the runoff [M L 3], csorb = KFeC"F is the surface density

of the attached solute [M L -2], KF and nF parameters of the Freundlich equation for the mass-

exchange isotherm, D = hd. + aq is the surface diffusion-dispersion tensor [L3 T1], dm is the

molecular diffusive component [L 2T-1], a is the dispersivity tensor [L], X is the decay or

biodegradation rate coefficient [T-1], J = & -Doil a__c is the rate of solute loss from runoff to
on

soil with infiltration [L T 1], D5 oil is the solute dispersion coefficient in soil [L2 T-], M=-cRR" is2 1

the rate of the solute mass influx from rain [MLU T ], and CR is the concentration of water in rain
[ML 3]. The solute concentration in soil water on the soil surface is assumed to be equal to the
concentration in runoff.

C1.2 COUPLING SURFACE AND SUBSURFACE FLOW AND TRANSPORT IN THE NUMERICAL

SOLUTION

We combined the public domain three-dimensional FEMFLOW code for saturated-
unsaturated subsurface flow and transport with the two-dimensional 2DOIL (Pachepsky et al.,
1993) code for modeling runoff. The 2DSOIL code as coupled with FEMWATER used to alter
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the matrix coefficients of the boundary surface nodes in the flow and transport numerical
equations as follows.

For the 3D mesh, the Richards equation at the surface boundary nodes was integrated using
the finite element approximation:

01+1 -- 01z2tqz,,+l _UI+I)+ A1 'q-+l - z F = 0 (C-6)

At Az

where A is the finite element approximation of the gradient operator V, and 9'= O(xi, yj, zk, t')

and p(xi, y J, I, t) are the water content and pressure heads at node ijk, Z=z(xiYj,Zk) is the

gravitational head for node ijk, q = -kV(p + z) is the water flux in the horizontal direction,
1J,+1 1+1

qz = -kz,,, ( + 1) is water flux in the vertical direction, -- is pressure gradient in theAz Az

vertical direction between the top surface boundary node and the next node in the vertical
direction, Az and kz,, are the distance and the conductivity between these two nodes;

_= h' _ - ,. g,+l + Rk is a surface boundary flux (which is an approximation from
At

surface flow equation (C-6)) and h = P P > 0is surface flow depth. Equation (6) can be
Lo P_<0

rewritten as
jl+1 -- 01 ,•qz~ -+ UI+I)+- A. 2 '+1 z - F =0 (C-7)

At Az

where •' = 0' + 2l(p')p/Az is the corrected water content at the surface boundary nodes and
1+= q 1 + g1+1 = _k'+lV(p'+' + z) is the corrected flux at the surface boundary nodes in the x or

y directions; k = k + kSUrf2 / Az is the corrected hydraulic conductivity of the surface boundary

nodes; and 77(h) is the Heaviside function. A similar approach was used for the transport
simulations.

Ponding did not generally occur simultaneously at all surface nodes, but the ponding front
moved along the slope until all nodes were ponded. Similarly, the drying front (i.e., the front
where runoff ceased to exist) also was moving from one node to another. Advances in the
ponding and drying fronts were simulated by using upwind schemes for the nodes bracketing the
front. The surface flow pressure gradient in the horizontal x andy directions could not be greater
than the surface water layer gradient in those direction since the gradient is determined only of
the depth of the surface water layer. For the wet or dry front for surface flow we used the
limitation of surface horizontal gradient and upwind scheme for surface conductivity.
Specifically, we used the control volume finite-element method for approximating the two-
dimensional surface flow and mass transport equation (Baliga and Patankar, 1980, 1983?. For a
rectangular surface mesh with two neighboring surface nodes, horizontal surface flow g +1~ and

conductivityksu,,/, during iteration process on s+l iteration is determined as

Fl ' +ISO + 1,PIIs+I l P+1,S+1 I-
-S9i/ [ m p+'S p1+1lS + SAePs + Ae j/Az (C-8)

gP P Is~
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wher mxpl+".,O) - r1 a(p'1f-1sO)Iwhere /+I'S- --mxSl+s automatically limits the value of the pressure gradient

and

k(kS,•r' + k- ..f, ' )p/2 PS > 0 & OI1 +z1  > 0
Ir +l1S > 0 & (p+ +l,

/+I'S k*surf'+" / 2 1 "Z
.. uIl/ I (C-9)

k,.rf /+ 2 pI+ls > 0 &(P+S + z) > z,

0 otherwise

In which k +1,s determines the possible direction and rate of surface flow front movement, Ae
ksurfl1 2

is the step in x or y direction. Using this approximation limits the surface pressure gradient
prevents the erroneous computation of the flow from dry sells. This procedure provides the
numerical stability and mass conservation in the surface flow. Overall, the surface flow equation
was approximated only in surface boundary nodes and was solved simultaneously with the
Richards equation in subsurface. The matrix of nonlinear system algebraic Richards equations
had to be modified only in boundary nodes

Two small parameters were introduced to prevent oscillations and to save the computation
time. First, runoff was deemed to be formed and solution of the equations (C-7) began when the
soil pressure head on the surface exceeded a small positive number h0 that could be viewed as an
initial thickness of the water film on the surface. The value of h0 was set to 104 m. Second, the
discontinuous Heaviside function and its derivative, the Dirac function, were replaced with their
continuous approximations:

r/c,0 (h) = larctg(h /co) • h

1 Co (C-10)
S (h) =

z" C02 + h2

where co is the spread parameter. This allowed avoiding iterations to find the ponding time in
each of surface nodes. The value of co was 0.01m.

Because of relatively poor mass balances observed in the flow and transport simulations, we
changed the numerical scheme and used the control volume finite-element method (Baliga and
Patankar, 1983) in FEMWATER and upstream weighing in 2DSOIL as implemented in the
SWMS2D model (Simunek et al., 1994). These changes provided a satisfactory mass balance.
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