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Foreword

The development of safety design requirements for nuclear power plants
in the last 20 to 25 years took place in a subjective, deterministic frame-
work. Little use was made of the techniques of quantitative probabilistic
risk assessment (PRA), largely because these techniques were not fully de-
veloped for analyzing nuclear power plants. It was F. R. Farmer who intro-
duced the idea of reactor safety based on the reliability of consequence-
limiting equipment in the early 1960s. The first major application of PRA
techniques was the Reactor Safety Study (WASH-1400), which demonstrated that
a nuclear power plant could be analyzed in a systematic fashion by PRA tech-
niques. Since the completion of the Study in 1975, the Nuclear Regulatory
Commission (NRC) has been exploring ways of systematically applying proba-
bilistic analysis to nuclear power plants, and the use of PRA techniques has
been rapidly becoming more widespread in the nuclear community.

Contributing to these developments has been a growing appreciation of
the wisdom of the strong recommendations made by the Lewis Committee to use
PRA techniques for reexamining the fabric of NRC's regulatory processes to
make them more rational.* After the accident at Three Mile Island, these
recommendations were reinforced by .the Kemenyl and Rogovin reports,4 which
also encouraged the use of these techniques. As Lewis stated in his March
1981 Scientific American article,J "the Three Mile Island incident illus-
trates graphically how important it is to quantify both the probability and
the consequences of an accident, and to generate some public awareness of
these issues.... This is an issue that goes to the heart of many regulatory
and safety decisions, where one must have some measure of the risks one is
willing to accept on as quantitative a basis as the expert community can
provide."

The NRC has recently raised questions about potential accident risks
for nuclear plants near high population concentrations. To answer these
questions, the industry has performed PRAs for the Indian Point, Limerick,
and Zion plants. Moreover, the utilities themselves are showing consider-
able interest in taking advantage of the safety and availability insights
afforded by risk assessments. As a result of these forces, an increasing
number of PRAs are either under way or being planned. Finally, the NRC is
contemplating a future program (National Reliability Evaluation Program,
NREP) in which many licensed nuclear power plants will be required to per-
form a probabilistic risk assessment.

*H. W. Lewis et al,, Risk Assessment Review Group Report to the U.S.
Nuclear Regulatory Commission, USNRC Report NUREG/CR-0400, 1978.

tJ. G. Kemeny et al., Report of the President's Commission on the
Accident at' Three Mile Island, Pergamon Press, 1979.

tM. Rogovin, Three Mile Island: A Report to the Commissioners and to
the Public, USNRC Report NUREG/CR-1250 (Vol. 1), 1979.

JH. W. Lewis, "The Safety of Fission Reactors," Scientific American,
March 1981.
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Because of this increasing application of PRA techniques within the in-
dustry and the regulatory process, there is a need for technical guidance on
methods and procedures.* It was this need that led to the creation of the
PRA Procedures Guide project and ultimately to this document.

The objective of this project was to compile a procedures guide de-
scribing the principal methods now used in PRAs. To accomplish these ob-
jectives, a Steering Committee and a Technical Writing Group were formed.
Funding has been provided by the NRC, the Department of Energy (DOE), and
the Electric Power Research Institute (EPRI), and expertise was contributed
by the nuclear industry.

The group responsible for the document is the Steering Committee. The
Committee includes representatives from the American Nuclear Society, the
Institute of Electrical and Electronics Engineers, the NRC, the DOE, the
Atomic Industrial Forum, EPRI, and utilities (see Chapter 1 and Appendix B
for the membership list). The Technical Writing Group, whose members were
selected by the Steering Committee (see Appendix B), consists of technical
specialists experienced in the application of probabilistic and reliability
techniques to the analysis of nuclear power plants.

To obtain the wide peer review desired for the Procedures Guide, the
Steering Committee decided on two mechanisms: criticism by a carefully se-
lected peer review group and open review in two conferences. The objective
in establishing the peer review group was to bring additional technical ex-
pertise and, in some instances, alternative viewpoints to the project. An
effort was also made to include experts who are not members of the nuclear
community. Candidates for the peer group were proposed by the Steering Com-
mittee and members of the Technical Writing Group; those who were finally
selected are listed in Appendix B.

The first of the two conferences, held on October 26-28, 1981, included
a series of workshops in risk assessment. It was sponsored by the Institute
of Electrical and Electronics Engineers. The second was held on April 4-7,
1982, by the American Nuclear Society. These meetings have allowed the
Steering Committee to obtain comments from a large number of experts in dis-
ciplines related to probabilistic risk assessment as well as potential users
of the Procedures Guide. The disposition of these comments, like those of
the peer review group, has been resolved by the Technical Writing Group
under the guidance of the Steering Committee.

Actual writing of the Procedures Guide by the Technical Writing Group
began only in April 1981, and by July a working draft was produced for re-
view by the Steering Committee. It was followed by a review draft that was
distributed for peer review and discussion at the October 1981 conference.
The October 1981 conference was heavily attended, and many comments were
submitted to the Steering Committee. A major revision of the Procedures
Guide resulted in a second draft, published in April 1982 for the attendees
of the ANS Executive Conference, which reflected many, but not all, of the
comments.

After the ANS Executive Conference, a final revision was made, and this
document resulted. Thus, the methods described herein have received broad
review from both PRA practitioners and potential users of PRA techniques.
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Upon completion of the PRA Procedures Guide project, the Steering
Committee, which has guided the project, was disbanded. Future questions orK>• comments on the Guide should be directed to Robert M. Bernero, Division of
Risk Analysis, U.S. Nuclear Regulatory Commission, Washington, D.C. 20555.
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Chapter 1

Introduction

This document, the PRA Procedures Guide, is intended to provide an
overview of the risk-assessment field as it exists today and to identify
acceptable techniques for the systematic assessment of the risk from nuclear
power plants. This chapter describes the objectives and the scope of the
PRA Procedures Guide and its uses. Also discussed briefly are the guide-
lines followed in selecting the methods described in the Guide, the objec-
tives and uses of probabilistic risk assessments, and the treatment of de-
pendent failures. The chapter ends with a summary of the contents of this
document and of the individual chapters.

1.1 CHARTER AND ORGANIZATION

The PRA Procedures Guide project was started at the behest of the
U.S. Nuclear Regulatory Commission (NRC) to gain the advice and participa-
tion of many competent parties before settling upon any specific procedures
guide for its use. The complete charter for the project is provided in
Appendix A.

The charter called for procedures that would address the following sub-
jects: (1) system reliability analysis, (2) accident-sequence classifica-
tion, (3) the assessment of frequencies for classes of accident sequences,
(4) the estimation of radionuclide release fractions for core-melt accident
sequences, and (5) consequence analysis. For each of these subject areas,
the procedures guide was to delineate (1) acceptable analytical techniques;
(2) acceptable assumptions and modeling approximations, including the treat-
ment of statistical data, common-cause failures, and human errorsa (3) the
treatment of uncertainties; (4) acceptable standards for documentation; and
(5) the assurance of technical quality.

The organization of this project was intended to enable the NRC and the
nuclear industry to work closely with two technical societies, the Institute
of Electrical and Electronics Engineers (IEEE) and the American Nuclear So-
ciety (ANS), in cosponsoring their activities in a coordinated scheme of
action. The project was directed by a Steering Committee under the joint
chairmanship of two representatives of the technical societies; namely, Saul
Levine for the ANS and Richard Gowen for the IEEE. The Steering Committee
had representatives from the NRC, IEEE, ANS, the Department of Energy, the
Atomic Industrial Forum, and other organizations within the nuclear indus-
try. A list of the Steering Committee members follows.
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STEERING COMMITTEE

Saul Levine, Co-Chairman
NUS Corporation
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Robert M. Bernero
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Guy A. Arlotto
U.S. Nuclear Regulatory
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The Steering Committee appointed a Technical Writing Group to develop
the Procedures Guide. The members of the Technical Writing Group were
selected on the basis of their expertise in PRA methods. They came from the
nuclear industry, the national laboratories, and the NRC. A listing of the
members of the Technical Writing Group can be found in Appendix B.

1.2 OBJECTIVES AND SCOPE OF THE PRA PROCEDURES GUIDE

The main objective of the PRA Procedures Guide is to provide general
assistance in the performance of probabilistic risk assessments for nuclear
power plants. The Guide has been prepared in accordance with the following
guidelines set by the Steering Committee:

1. Although the procedures in whole or in part may have wider applica-
tion, the thrust of the Guide will be toward performing probabil-
istic risk assessments of light-water-reactor (LWR) nuclear power
plants.

2. The procedures will be suitable for use by the nuclear industry.
This implies, among other things, that the techniques described
will not require the use of expertise, computer codes, or methods
not readily available to the nuclear industry or its contractors.

3. The procedures will be suitable for use in the regulatory process.
The Guide will contain sufficient detail for the information base,
analytical methods, assumptions, uncertainties, and results to be
readily understandable.

4. The Guide will be in sufficient detail to be suitable for use by
small teams of persons with a firm grasp of engineering principles,
probabilistic methods, and the design and operation of LWR nuclear
power plants.

5. The Guide will, where appropriate, provide major alternative
procedures or methods and, in doing so, describe the different
applications, advantages, and disadvantages of the alternatives.

Since the ultimate user of the Procedures Guide was envisioned to be a
risk-assessment team with the necessary expertise, it was decided that the
Guide should not attempt to teach risk assessment, engineering, or LWR
principles. Rather, the Guide is intended to outline the procedures for
applying these principles to assessing the risk of an LWR nuclear power
plant. To accommodate the readers who are not deeply involved in risk
assessment, the document has been written in a style that makes it under-
standable to members of the technical community in general.

In general, it was desired to provide sufficient detail to define unam-
biguously the methods that can be used while avoiding prescriptive detail at
a level that would inhibit the flexibility of the user in applying available
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resources, recognizing that the resources available to various studies will
vary widely. Furthermore, since the PRA field is developing rapidly, an
approach that is too prescriptive might inhibit useful developments.

Risk assessments, both past and present, vary widely in scope, depend-
ing on the available time and resources as well as the purpose of the study.
It was therefore decided that the Guide should cover a range of levels in
scope, and three discrete levels, described more fully in Chapter 2, were
selected:

1. System analysis. An assessment of this type would consist of the
definition and quantification of accident sequences, component
data, and human reliability.

2. System and containment analysis. An assessment of this scope would
include all of the subjects covered in level I as well as the phys-
ical processes of core-melt accidents and radionuclide release and
transport.

3. System, containment, and consequence analysis. A study of this
scope would include all of the subjects covered in levels I and 2
as well as environmental transport and consequence analyses.

An analysis of external events may be included in any of the three
levels described above.

1.3 USES AND LIMITATIONS OF THE GUIDE

The users of the Procedures Guide are expected to fall into three
categories:

1. Persons requesting a probabilistic risk assessment or contracting

to perform one.

2. Persons performing a probabilistic risk assessment.

3. Persons interested in improving their understanding of probabilis-
tic risk assessments.

It is expected that the Guide will be used mainly as a reference document by
government agencies or private organizations when requesting, or contracting
for, the performance of a probabilistic risk assessment. It was partly for
this reason that the Guide has been structured to serve different levels of
scope and to provide descriptions of different methods. In using the Guide
as a reference document for specifying scope levels and methods, the user
will have to establish the desired level of scope and, in some cases, select
a particular method. To help in making these choices, the Guide describes
the attributes of the various levels of scope as well as the disadvantages
and advantages of various methods under particular circumstances.
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Persons who use the Guide in performing a probabilistic risk assessment
will have to make similar choices, unless the choices are specified by a
client or a requesting agency.

Persons using the Guide to improve their understanding of the proce-
dures used in probabilistic risk assessments will find the document useful
in many respects. It should be noted, however, that the Guide is not a
training manual or a textbook. it does not, in general, provide the theo&.ý0
retical background or the fundamentals needed to understand the methods.

Finally, and most important, the user must recognize that the probabil-
istic risk assessment of nuclear power plants is a relatively new field that
is rapidly changing. Any guide for such studies can, at best, represent the
state of the art for only a brief period of time and should be updated as
necessary.

1.4 METHODS SELEC1rED

Perhaps the most difficult and important task in preparing this docu-
ment was the selection of the methods to be described. It was recognized
that in some cases the method is selected to suit available resources or
the objectives of the study, but in some instances the choice between two
or more equally appropriate methods may be completely arbitrary. The Guide
therefore identifies the methods that are most appropriate under particular
circumstances when it is possible to do so. When more than one method is
described, the Guide discusses the attributes of each and, where possible,
gives the conditions under which they are most suitable.

The methods selected for description in the Guide are methods that
have been fully developed and used, although not necessarily in the nuclear
industry. By its charter, the Guide is not intended either to propose or
to develop new methods. Its function is to describe procedures for using
state-of-the-art methods in performing a risk assessment.

1.5 THE OBJECTIVES AND USES OF PROBABILISTIC RISK ASSESSMEN~TS

The probabilistic risk assessment is an analytical technique for inte-
grating diverse aspects of design and operation in order to assess the risk
of a particular nuclear power plant and to develop an information base for
analyzing plant-specific and generic issues. In achieving these objectives,
probabilistic risk assessments serve many purposes.

An assessment of the plant-specific risk provides both a measure of po-
tential accident risks to the public and insights into the adequacy of plant
design and operation.
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The assessment of the adequacy of plant design and operation is
achieved by identifying those sequences of potential events that dominate

risk and establishing which features of the plant contribute most to the
frequency of such sequences. These plant features may be potential hardware

failures, common-mode failures, human errors during testing and maintenance,
or procedural inadequacies leading to human errors. Thus a probabilistic
analysis reveals the features of a plant that may merit close attention and
provides a focus for improving safety.

The other objective achieved by a probabilistic risk assessment is the
development of an information base for analyzing plant-specific and generic
issues. This information base identifies dominant accident sequences and
plant features contributing significantly to risk; it also contains the mod-
els of the plant developed during the study. Knowledge of the most probable
severe accidents could assist the utility and the Nuclear Regulatory Commis-
sion in developing strategies for coping with accidents beyond the current

design-basis accidents. This information could provide a focus for training
operators to deal with such accidents. Emphasis could be placed on diagnos-
ing the most-probable severe accident sequences and on providing information
and guidance to the operators on how to cope with such accidents. In addi-
tion, the timing and location of containment failure and the magnitude of
the potential release and radioactive material are estimated for each acci-
dent sequence. This information could be used in developing emergency-
response plans.

Information developed in the assessment could help in making decisions
about the allocation of resources for safety improvements, by directing at-
tention to the features that dominate plant risk. The analysis may uncover
new issues potentially generic to the industry. The Nuclear Regulatory Com-
mission could use this information to focus its resources on investigating
problems most important to safety and eliminating or reducing requirements
and the expenditure of resources on issues not important to safety.

The plant models developed in the assessment can serve a wide spectrum
of uses. They can be used to assess the safety significance of operational
occurrences at the plant; they can also be used to assess the applicability
and significance of occurrences at other plants. The models provide a basis
for evaluating alternative design changes to improve safety.

The utility may well find the information and models developed in the
study to be useful in training personnel. The analysis draws together
diverse aspects of plant design and operation into an integrated model that
could provide plant operators and utility engineers with a different per-
spective that could prove useful in the training of both.

In a broader sense, the Nuclear Regulatory Commission has used a col-
lection of PRA studies to evaluate the potential safety value of contem-
plated regulatory changes and to evaluate generic safety issues.

Thus, probabilistic risk assessments provide not only a technique for
assessing the safety of a particular facility but also an information base
that is applicable to a wide variety of issues and decisions.
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1.6 TREATMENT OF DEPENDENT FAILURES

In risk analysis, the treatment of dependences in the identification
and quantification of accident sequences is referred to as "dependent-
failure analysis." The identification and analysis of such failures are
extremely important in PRA studies because dependences tend to increase the
frequency of multiple concurrent failures. Several terms have been used to
describe specific types of dependent failures, such as "common-mode fail-
ures" and "propagating failures." In this Guide, the term "dependent fail-
ure" is used to encompass all of these. Dependent failures are divided into
several categories, which are discussed in Section 3.7.

The treatment of dependent failures is not a single step performed
during the PRAI it must be considered throughout the analysis and thus has
many steps. For this reason, the treatment of dependent failures is dis-
cussed in several chapters of this Guide. The treatment of dependent fail-
ures in the development of accident sequences and system models is covered
in Section 3.7, and data sources for dependent failures can be found in
Section 5.6. The dependences of human errors are discussed in Chapter 4.
Earthquake, fire, and flood initiators that give rise to dependent failures
are included in Chapter 11.

1.7 ORGANIZATION

A probabilistic risk assessment for a nuclear power plant is a complex
project with special requirements. The organization and management of such
a project are discussed in Chapter 2, which covers such topics as the se-
quencing and scheduling of PRA tasks, resource requirements, documentation,
the assurance of technical quality, and manpower needs. Chapters 3 through
6 present the procedures for performing a level I PRA study. The first of
these chapters describes procedures for identifying accident sequences; the
next, Chapter 4, handles human reliability, discussing acceptable methods
for determining the scope of human errors that is appropriate for the study
as well as methods for determining human-error rates. Chapter 5 covers the
development of component data and describes how component-failure probabili-
ties are developed from generic and plant data. Chapter 6 describes the
methods for quantifying the accident sequences.

Chapters 7 and 8 guide the reader through the containment analyses
needed for a level 2 risk assessment. The former describes the physical
processes of core-melt accidents; the latter gives the procedures for ana-
lyzing the release and transport of radionuclides. For a level 3 PRA study,
Chapter 9 must be added to the preceding. It covers the transport of radio-
nuclides through environmental pathways and describes the methods that can
be used for determining the radiation doses that would be delivered to the
public. It also explains how to calculate the health effects that would
later develop in the exposed population and to quantify the economic im-
pacts. Finally, it shows how to estimate public risk.
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Chapters 10 and 11 are concerned with the topics needed to make the
preceding efforts a full risk assessment: analyses of external events.
Chapter 10 presents guidance on the selection of external events for evalu-
ation and procedures for performing the pertinent analyses. Chapter 11 is
concerned with seismic, fire, and flood analyses. Beginning with Chapter 3,
each of these chapters covers the appropriate analytical techniques, the
appropriate assumptions and approximations, methods of documentation, and
assurance.

The last two chapters cover uncertainty analysis (Chapter 12) and the
development and interpretation of results (Chapter 13). The appendices con-
tain the charter of the PRA Procedures Guide project, the names of persons
involved in producing and reviewing the Guide, and supporting technical
data.
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Chapter 2

PRA Organization

Probabilistic risk assessments (PRAs) are complex projects requiring
considerable commitments of time and manpower. Depending on the objectives,
they may range in scope from an analysis of engineered systems to a full
risk assessment. After discussing the definition of objectives, the timing
of the analysis, and the various levels of scope (Section 2.1), this chapter
presents an overview of the tasks performed in PRAs of various levels (Sec-

tion 2.2). It then describes the management of a PRA project (Section 2.3)
and estimates manpower and schedule requirements, covering also the
important points of report preparation (Section 2.4).

2.1 DEFINITION OF OBJECTIVES, TIMING, SCOPE, AND RESULTS

2.1.1 DEFINITION OF OBJECTIVES

Probabilistic risk assessments may have various objectives. Since the
objectives of the analysis determine the scope of the PRA to be performed,
an important first step in organizing a PRA is to clearly define the objec-
tives of the study.

While the primary motivation for performing the study should be clear,
an organization undertaking a PRA may wish to consider other possible uses
for the information generated in the analysis. By properly structuring the
analysis, it may be possible to produce, with only minimal extra effort, a
study useful in many ways beyond the primary purpose.

Given a clear understanding of the objectives and potential uses of the
study, the scope of the analysis can be delineated and the effort organized
as discussed in the rest of this chapter.

2.1.2 TIMING OF THE ANALYSIS

A probabilistic risk assessment can be performed at any stage of plant
life. The timing of the analysis may not preclude any of the objectives of
the study, but it will affect the certainty of the design, the availability
of plant-specific data, and hence the level of detail in the analysis.
Furthermore, it will affect the flexibility for making design improvements
that might be suggested by the analysis.

The analysis could be performed after the initial plant design, before
construction. Such an analysis could be particularly useful in improving
the designers' understanding of the safety significance of plant design
features and in identifying design weaknesses. However, because the design
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may not yet be firm, the analysis could be made more complex by the need to
incorporate design changes as the analysis progresses. This problem occurs
regardless of the status of the plant, but it is especially difficult for an
analysis performed before the final plant design is established. The ana-
lysts generally must specify a date beyond which plant design modifications
are not included. An analysis at this stage would not be able to use plant-
specific component data; it would rely on generic industry data or, perhaps,
on data from other plants in the utility's system. Similar limitations
would apply to operating procedures. Nonetheless, despite these limita-
tions, an analysis at this stage may well provide valuable input for design
decisions and operating procedures.

The analysis could be performed just before plant startup. An analysis
at this time could be particularly useful in identifying procedural in-
adequacies, since procedures will have been written but not used in plant
operation. The analysis could be performed in full detail, but plant-
specific component data would still be lacking, and there may still be last-
minute design modifications and procedural changes to include. An analysis
at this stage allows more detailed decisions to be made regarding plant
design and operation.

An analysis of an operating plant can use plant-specific component data
and an established design, although modifications are frequently made to
operating plants. It can incorporate peculiarities of the particular plant
that may become apparent only after operating experience. While a PRA per-
formed at this stage may yield the most complete and applicable results, the
design inadequacies identified by the analysis may be more difficult to
correct. It is, of course, desirable to correct any serious deficiencies
before plant operation. Tb the extent that the PRA might identify such
problems, it is desirable to perform the analysis before plant operation.

2.1.3 SCOPE AND RESULTS OF THE ANALYSIS

Probabilistic risk assessments can be performed at many levels of
scope, depending on the objectives of the study, the perspective sought in
the study (i.e., whether just the core-melt frequency is important or
whether a measure of risk is desired), and the availability of time and man-
power. For the purposes of this guide, three discrete levels of scope are
described:

1. Systems analysis.
2. Systems and containment analysis.
3. Systems, containment, and consequence analysis.

A level 1 PRA, described in Chapters 3 through 6 of this guide, con-
sists of an analysis of plant design and operation focused on the accident
sequences that could lead to a core melt, their basic causes, and their fre-
quencies. It does not investigate the frequency or the mode of containment
failure or the consequences of radionuclide releases. External events, such
as fires, floods, and earthquakes, may or may not be included. The results
are a list of the most probable core-melt sequences and insight into their
causes. An analysis of such scope provides an assessment of plant safety,
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an assessment of design and procedural adequacy, and plant models from the
perspective of preventing core melt, but it does not permit an assessment
of the risk associated with the plant. Nor can the core-melt sequences be
differentiated into those with potentially high consequences and those with
lower consequences.

A level 2 PRA, described in Chapters 3 through 8, consists of an anal-
ysis of the physical processes of the accident and the response of the con-
tainment in addition to the analysis performed in a level I PRA. Besides-
estimating the frequencies of core-melt sequences, it predicts the time and
the mode of containment failure as well as the inventories of radionuclides
released to the environment. As a result, core-melt accidents can be cate-
gorized by the severity of the release. Such an analysis adds information
and perspective to a level 1 PEA, but it still does not provide sufficient
information for a full assessment of plant risk. Some insight into risk,
however, is provided by the relative frequencies of various release cate-
gories. The risk assessments of the Reactor Safety Study Methodology Appli-
cations Program, sponsored by the Nuclear Regulatory Commission (Carlson et
al., 1981), are of this scope.

A level 3 PRA, discussed in Chapters 3 through 9, analyzes the trans-
port of radionuclides through the environment and assesses the public-health
and economic consequences of the accident in addition to performing the
tasks of a level 2 PRA. An analysis of this scope does permit an assessment
of plant risk since it estimates both the consequences and the frequencies
of various accident sequences. The results are generally presented in the
form of a "risk curve" depicting the frequency of various consequences. The
Reactor Safety Study (USNRC, 1975) was of this scope.

An analysis of external events may be included in any of the three
levels of PRA described above. The external events that are selected for
analysis depend on the site, but they include such events as plant fires,
internal and external floods, and earthquakes. These subjects are discussed
in Chapters 10 and 11.

2.2 METHODS AND TASKS

Probabilistic risk assessment involves developing a set of possible
accident sequences and determining their outcomes. To this end, several
sets of models are developed and analyzed.

The development of sequences for the analysis can be broken down into
two sets of models: those relating to plant systems and those relating to
the containment. Plant-system models generally consist of event trees,
which depict initiating events and combinations of system successes and
failures, and fault trees, which depict ways in which the system failures
represented in the event tree can occur. These models are analyzed to
assess the frequency of each accident sequence.

The containment models represent the events occurring after the
accident but before the release of radioactive material from containment.
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They cover the physical processes induced in the containment by each
accident sequence as well as the transport and deposition of radionuclides
released within containment. The analysis examines the response of the
containment to these processes, including possible failure modes, and
evaluates the releases of radionuclides to the environment.

The outcome of the accident in terms of public-health effects and
economic losses is assessed by means of environmental transport and conse-
quence models. These models use site-specific meteorological data (and
sometimes topographic data as well) to assess the transport of radionuclides
from the site. Local demographic data and health-effects models are then
used to calculate the consequences to the surrounding population.

An integral part of the risk-assessment process is an uncertainty
analysis. It involves not only uncertainties in the data but also uncer-
tainties arising from modeling assumptions. The results of the risk assess-
ment are analyzed and interpreted to identify the plant features that are
the most significant contributors to risk.

Throughout the analysis, it is important to use realistic assumptions
and criteria. When information is lacking or controversy exists, it may be
necessary to introduce conservatisms or evaluate bounds, but the goal of the
PRA should be to produce as realistic an analysis as possible.

The sections that follow discuss the tasks associated with risk assess-
ments of various scopes. Each task is briefly described, and the relation-
ships between tasks are discussed. The steps involved in the analysis are
shown in Figure 2-1.

2.2.1 INITIAL INFOR14ATION COLLECTION

Probabilistic risk assessments are broad, integrated studies requiring
large amounts of information. The information that is required depends on
the scope of the analysis and falls into three broad categories:

1. Plant design, site, and operation information.
2. Generic and plant-specific data.
3. Documents on PRA methods.

A level I analysis requires the final safety analysis report; piping,
electrical, and instrumentation drawings; descriptive information about the
systems of interest; and test, maintenance, operating, and administrative
procedures. This information is needed to give the analyst a set of docu-
ments on plant design and operation that is as complete as possible. Other
studies performed on the plant may also prove useful. Most important are
discussions with design engineers and plant personnel, which should be held
throughout the PRA to ensure that the information used in the analysis is
accurate. In addition to design information, analysts need both generic and
plant-specific data on the occurrence of initiating events, component fail-
ures, and human errors. As already mentioned, the time at which the PRA
study is done will influence both the amount and the detail of the available
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information. The analysts should also have this procedures guide or other
methods documents providing guidance on the performance of the analysis.

The additional information needed for a level 2 analysis includes more-
detailed design information on the reactor-coolant system and the contain-
ment. The information on the structural design of the containment should
include dimensions, masses, and materials.

A level 3 analysis requires site-specific meteorological data for the
environmental-transport calculations. If topographic data are pertinent
and available, they may be also included. Local population densities and
health-effects models are necessary for site-specific consequence calcula-
tions, and evacuation plans may be considered as well.

If external events are to be analyzed, considerably more information
will be needed, depending on the external events to be included. For in-
stance, detailed structural information as well as data on the seismic
design of the plant and the seismicity of the site are needed for a seismic
analysis. Information about the compartmentalization of the plant is neces-
sary to analyze susceptibility to fires and floods.

The information needs of each part of the risk assessment are discussed
in detail in the pertinent chapters of this guide.

2.2.2 SYSTEM ANALYSIS

This task involves the definition of accident sequencesl an analysis of
plant systems and their operation, the development of a data base for initi-
ating events, component failures, and human errors; and an assessment of
accident-sequence frequencies. It constitutes a major portion of the risk
assessment and hence is divided into the several subtasks discussed below.
Although the subtasks are presented sequentially, the performance of the
plant-system and accident-sequence analysis requires considerable iteration.
The results of this analysis-the frequencies of accident sequences and
insights into their causes--constitute the products of a level 1 PRA. They
are also used in the subsequent tasks of more-extensive risk assessments.

2.2.2.1 Event-Tree Development

The event-tree development subtask delineates the various accident
sequences--that is, combinations of initiating events and the successes or
failures of systems-to be analyzed. This activity includes an identifica-
tion of initiating events and the systems that respond to each initiating
event. The scope of the event tree depends on the scope of the analysis.
Systems that only serve to mitigate, but do not contribute to the prevention
of a core-melt accident may not be included in a level I PRA. The analysts
developing the event trees should consult with those familiar with the anal-
ysis of physical processes inside the containment to define system depend-
ences arising from interactions related to the physical phenomena induced
by the accident. Separate event trees are generally constructed for each
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initiating event or class of initiating events having a unique event-tree
structure.

2.2.2.2 System Modeling

This subtask involves the construction of models for the plant systems
covered in the risk assessment. The systems to be analyzed and their suc-
cess criteria are identified in conjunction with event-tree development in
an iterative process. Assistance from thermal-hydraulics and containment
analyses may be needed to derive realistic system-success criteria. The
system models generally consist of fault trees developed to a level of de-
tail consistent with available information and data. Thus, there is some
interface with the data-base-development subtask discussed later. In addi-
tion, human errors associated with the testing, maintenance, or operation of
the systems are included in the system model, and thus system modeling
interfaces directly with the analysis of human reliability and procedures.
Common-cause contributors and potential systems interactions should also be
included to ensure proper integration into the analysis.

2.2.2.3 Analysis of Human Reliability and Procedures

Past PRAs have shown the importance of operator error. These human
errors are included in the plant-system models. The analysis performed in
this subtask involves a review of testing, maintenance, and operating pro-
cedures to identify the potential human errors to be included in the
analysis. A review of the plant's administrative controls and procedures
and the design of the control room is also performed to establish a founda-
tion for the assignment of failure rates to the human errors found to be
significant.

2.2.2.4 Data-Base Development

The quantification of accident sequences requires a component-data
base, which is developed by compiling data, selecting appropriate reliabil-
ity models, establishing the parameters for those models, and then estimat-
ing the probabilities of component failures and the frequencies of initiat-
ing events. The data used in this subtask may be generic industry data or
plant-specific data, or a combination of both. Guidance from the data ana-
lyst will assist in determining the level of detail to which to develop the
plant-system models.

2.2.2.5 Accident-Sequence Quantification

In order to quantify the frequencies of the accident sequences deline-
ated in the event trees, failure rates are assigned to each plant-system
model and frequencies are assigned to each initiating event. Combining the
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appropriate system success and failure models with each class of initiating
events yields a logical representation of each accident sequence. A com-
puter code assists the analyst in identifying and quantifying combinations
of events (initiating events, component failures, and human errors) that
result in the accident sequence.

The size of the fault trees developed in the system-modeling subtask
may cause problems in running the computer codes. In such an event, the
sequence quantifier should work closely with the systems analyst to resolve
the difficulties.

2.2.3 CONTAINMENT ANALYSIS

Probabilistic risk assessments performed at levels 2 and 3 include an
analysis of the containment. This analysis is important for differentiat-
ing among the consequences of various core-melt accident sequences and con-
sists of two subtasks. The results of this analysis--an identification of
containment-failure modes and a prediction of the radionuclide inventory
released to the environment for each accident sequence--constitute the
products of a level 2 PRA. They are also used in the subsequent tasks of
more-extensive risk assessments.

2.2.3.1 Analysis of Physical Processes

A core-melt accident would induce a variety of physical processes in
the reactor core, the pressure vessel, the reactor-coolant system, and the
containment. Computer codes have been developed to assist in the analysis
of these processes. The results are insights into the phenomena associated
with the accident sequence and a prediction of whether the containment
fails.

A containment event tree is developed for each sequence of interest.
If the containment is predicted to fail, the analysis predicts the time at
which it will fail, where it will fail (i.e., whether radionuclides are
released directly to the atmosphere through the containment building or
to the ground through the basemat), and the energy associated with the re-
lease. Insights from this analysis may be used in the iterative process
of constructing system event trees if accident phenomena affect system
performance.

2.2.3.2 Analysis of Radionuclide Release and Transport

For each core-melt accident that is postulated to breach the contain-
ment, it is necessary to estimate the inventory of radionuclides that would
be available for release to the environment. In this subtask the analyst
uses a computer model to analyze the radionuclides released from the reactor
fuel during the accident and to assess their transport and deposition inside
the containment before containment failure. The results of this analysis
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are a prediction of the radionuclide inventory released into the environment
at the time of containment failure for each accident sequence.

2.2.4 ANALYSIS OF ENVIRONMENTAL TRANSPORT AND CONSEQUENCES

To assess the risk associated with the plant, it is necessary to cal-
culate the consequences of the release in addition to the frequency of the
accident and the inventory of released radionuclides. Consequences are
generally expressed in terms of early fatalities, latent-cancer fatalities,
and property damage. To perform this task, the analyst uses a computer
model that begins with the inventory of radionuclides released from the
containment and analyzes their transport through the environment, using
site-specific meteorological data and, in some cases, information on the
local terrain as well. Data on population density are then used to calcu-
late the radiation doses delivered to the population, and a health-effects
model is used to estimate health effects. The economic consequences that
are estimated are those resulting from a relocation of the population and
the interdiction or decontamination of the land. The results of the
analysis--consequence distributions (i.e., plots of the predicted fre-
quency for consequences of varying magnitudes) for each accident release
category--constitute the products of a level 3 PRA.

2.2.5 ANALYSIS OF EXTERNAL EVENTS

External events, frequently excluded from risk assessments, include
fires, earthquakes, and floods. This task uses the models developed in the
plant-system analysis. The models are either analyzed independently from
the perspective of external events or else they are modified to reflect
external events explicitly. Additional event trees are developed to delin-
eate the external event sequences to be analyzed.

. The results of the external events analysis are incorporated into the
accident-sequence analysis. In addition, external events may influence the
containment analysis. The subsequent steps of the risk assessment are the
same as those discussed above. The final result is a more complete risk
assessment.

2.2.6 UNCERTAINTY ANALYSIS

Uncertainty analysis is an integral part of a risk assessment regard-
less of scope. There are uncertainties in every step of a PRA, and some of
them may be large. Whether qualitative or quantitative in nature, the anal-
ysis considers uncertainties in the data base, uncertainties arising from
assumptions in modeling, and the completeness of the analysis. To the ex-
tent possible, these uncertainties are propagated through the analysis.
Where this is impractical, a sensitivity analysis provides insight into the
possible range of results.
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2.2.7 DEVELOPMENT AND INTERPRETATION OF RESULTS

The final step in performing PRAs of various scopes is to integrate
the data obtained in the various tasks of the analysis and to interpret the
results. This integration includes, among other things, the tabulation of
frequencies for accident sequences important to risk, the development of
complementary cumulative distribution functions for the plant, and the
development of distributions reflecting the uncertainties associated with
accident-sequence frequencies.

To provide focus for the assessment, the results are analyzed to de-
termine which plant features are the most important contributors to risk.
These engineering insights constitute a major product of the analysis. In-
sight into the relative importance of various components and the relative
importance of various assumptions to the results may be developed from the
uncertainty and sensitivity analyses. A discussion of these insights pro-
vides additional perspective to the analysis.

2.2.8 DOCUMENTATION OF RESULTS

The results of the analysis must be substantiated and fully docu-
mented. This is a substantial task for an analysis of this magnitude. All
major assumptions made in the analysis should be discussed. Where possible,
supporting analyses in the literature should be referenced. The report
should describe all tasks of the analysis in sufficient detail to permit the
reader to understand how the plant systems work, to independently calculate
the frequencies of the dominant accident sequences, and to calculate or at
least understand the derivation of quantities that are important in the
assessment of public risk, such as the magnitude of the radionuclide source
terms and the interval between the awareness of an impending core melt and
the start of radionuclide release to the environment.

2*3 PRA MANAGEMENT

As discussed previously, probabilistic risk assessments are broad,
integrated plant analyses. As such, they require analysts with diverse
backgrounds. The success of the project will depend largely on assembling
persons with the proper backgrounds and properly managing and integrating
their efforts.

2.3.1 THE ANALYSIS TEAM: EXPERTISE AND COMPOSITION

The expertise needed for a risk assessment depends on the level of the
analysis. A certain core of expertise is, however, required for all such
analyses--namely, the expertise needed for a level 1 PRA. Probabilistic
risk assessments of greater scope require people with additional expertise.
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For each of the three levels, at least one person having thorough
familiarity with that level of analysis should have a prominent role in the

technical direction of the team. A person familiar with the relationship
among the levels is also required. Equally important is the contribution

of at least one person who is thoroughly conversant with the design and the

operation of the plant. He, too, should have a prominent role in the tech-

nical direction of the study.

It is important, however, that the team work under the direction of one
individual. This team leader provides perspective and direction to the
effort. His primary technical role in the study is to integrate the various

portions of the analysis. Probabilistic risk assessments involve consider-

able judgment since many issues as yet unresolved in the technical community
must be treated in the analysis. The team leader must weigh differing view-
points and decide how the analysis will be performed. This is often a mat-
ter of judgment, but will depend heavily on the objectives of the study
and what portions need to be emphasized. In the course of the analysis,
questions involving subtleties in modeling will arisel guidance will be

needed as to the level of detail at which to terminate modeling. The team
leader must assume responsibility for the analysis and make these and other

judgments.

Although project personnel may come from a variety of organizations--
contractors, consultants, and several in-house utility organizations--strong
utility-management commitment is essential, and it is essential that utility
personnel be intimately involved in the project. Such involvement can be

\%~' expected in most projects since utilities are likely to be the most frequent

sponsors of PRAs. The role of the utility in any PRA is, however* very
important. The success of the project requires intimate familiarity with

the plant, which can be best provided by utility personnel. The utility can

provide people capable of making unique contributions to the analysis.
A~mong them should be someone thoroughly familiar with the operation of the

plant. He should understand how the plant will be operated under accident

conditions and should be familiar with control-room. operation, plant equip-
ment, and plant layout. Utility personnel can also provide the necessary

knowledge of testing and maintenance procedures as well as the accompanying

administrative controls. The analysis team should also have access to plant
personnel familiar with specialized aspects of plant design, such as instru-
mentation and control.

In addition to providing unique capabilities to the team, utility per-
sonnel serve as focal points for the gathering of information from the plant

and the transmittal to the utility of information pertaining to the analy-
sis. They also ensure that the assumptions made in the analysis accurately
reflect the design of the plant and help to ensure that the analysis is

realistic.

The major portion of a level I PEA is performed by systems analysts,
several of whom will be needed on the team. The analysts should be familiar

with system design and operation, although they need not necessarily be
familiar with probabilistic risk assessments. The systems analysts are

responsible for developing the event-tree and system models for the plant.

A PRA project therefore needs analysts who can provide the systems overview

needed for event-tree construction and who can analyze both fluid and
electrical systems.
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Persons with expertise in human-reliability and data analysis are
desirable members of the team. The human-factors analyst assists tbe sys-
tems analyst in identifying the human errors to be included in the plant
models and provides the insights needed to quantify these errors. The
analyst need not have special training in the human-factors field, although
such training is certainly desirable. The data analyst compiles and uses
generic and plant-specific data to estimate component-failure rates and
initiating-event frequencies for the quantification of accident sequences.
He should have experience in using various data sources and selecting the
proper failure rate for the event in question.

The models involved in the quantification of accident sequences are
often too large to be analyzed by hand. Rather, the analysis requires the
use of computer codes for manipulating logic expressions. The analysis
team should include a person familiar with the preparation of input and the
operation of the chosen code.

A team with the above-delineated expertise should be able to perform
a level 1 PRA. The team for a level 2 PRA should include persons familiar
with the analysis of physical processes occurring inside the containment
after an accident, structural analysis, and the thermal-hydraulics analysis
of the behavior of the reactor-coolant system under accident conditions.
The analysts use computer codes to calculate the phenomena occurring in
the containment and to assess the release of radionuclides from the core,
the transport and deposition of these radionuclides inside the containment,
and the radionuclide inventory released at the time of containment failure.
Analysts familiar with the physics involved in the analysis, the running of
the appropriate codes, and the interpretation of the results are needed on
the analysis team.

A level 3 PEA requires analysts familiar with the environmental trans-
port of radionuclides and the consequences to the public. once again,
computer codes assist in the analysis, and analysts familiar with the phys-
ics involved, the running of the codes, and the interpretation of the
results should be included in the team. Utility or local civil-defense
personnel could be of assistance by providing detailed information on local
emergency-response plans and evacuation routes.

If external events are to be included in the analysis, the team will
need personnel with expertise in analyzing these events. The particular
expertise required will depend on the events evaluated in the study. For
example, if seismic events are included in the analysis, the PEA study team
should include a qualified seismologist and engineers experienced in seismic
hazard analysis, seismic structural and subsystem analyses, structural and
mechanical design, and seismic qualification testing.

2.3.2 PROJECT MANAGEMENT

The day-to-day management of the analysis is the responsibility of the
team leader. He provides the technical direction and directs the activities
of the team members. To keep the team on schedule and within budget, the
team leader must anticipate and ensure the timely resolution of problems as
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they arise. The team leader also must review all, work products for techni-
cal accuracy, prepare periodic briefings for corporate management, and
coordinate the preparation of all reports.

Corporate management must provide the analysis team and the team leader
the support they need. They are responsible for providing office space and
facilities, and for initiating and managing any required contracts with out-
side organizations. Corporate management must also provide the manpower
necessary for the analysis and ensure the timely availability of support
personnel. They should also review the results of the analysis and ensure
that facilities are available to produce the reports.

2.3.3 ASSURANCE OF TECHNICAL QUALITY

The assurance of technical quality refers only to the assurance of
quality for the PRA itself. Theoretically, a PRA has quality when it repre-
sents real life, but this attribute cannot be measured. Therefore, a PEA is
said to have quality when the insights or risk profiles it produces reflect
the appropriate use of risk-assessment methods as well as information about
the plant and the site--and when the resulting documentation clearly and
accurately conveys the resulting insights and risk profiles as well as their
bases.

There is no simple or certain formula for the quality of a PEA. The
assurance of quality is not a function that can be separated from the

Sperformance of a PRA. There are, however, several steps that can be taken
to enhance quality or to facilitate its achievement. The most noteworthy,
described in this section, are (1) steps that can be taken by management or
program planners, (2) practices that should be followed by the study par-
ticipants, and (3) levels of review that can take place during or on
completion of the study.

2.3.3.1 Program Definition and Initial Planning

The care taken in the initial planning of the program will have a great
effect on the quality of the study. Although many decisions will affect the
outcome of the work, five areas stand out as most important: (1) definition
of objectives, (2) delineation of scope, (3) organization and selection of
participants, (4) funding, and (5) scheduling.

Definition of objectives. The purpose for which the study will be used
should be identified. From this should follow the specific stated objec-
tives of the study. Where judgments or assumptions must be made during the
study, as always happens, having stated objectives will facilitate judgment
and the selection of assumptions that best meet the intended purpose of the
study.

Delineation of Scope and Depth of Detail. From the stated objectives
of the study should follow a definition of the total scope and depth of
detail for the study. This definition should reflect not only the purpose
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of the study but also available funding and time. The pursuit of areas of
study unnecessary to the program objectives will, in general, reduce the
resources available for pursuing necessary areas. By focusing resources on
the most important areas, the careful definition of scope and depth of
detail will enhance the quality of the results.

Organization and Selection of Participants. The appropriate use of
risk-assessment methods and information requires people who are both knowl-
edgeable and experienced in the required disciplinesi it also requires
well-defined responsibilities and interfaces. The team leader should be
carefully selected and his authority well defined. This guide has attempted
to provide guidance in these areas.

Funding and Scheduling. As in any other project, the quickest road to
inadequate quality is the inadequate allocation of funding or time. This
guide has attempted to provide guidance in these areas.

2.3.3.2 PRA Practices

Without question, the most important contribution to quality comes from
the practices followed by the team conducting the PRA. These practices fall
into five general areas: planning, methods, internal review, documentation,
and computer codes. Success in achieving quality at this level depends
primarily on the team leader.

Planning. Each team member should be assigned specific tasks with
well-defined responsibilities and products. The interfaces between tasks
and therefore individuals should also be carefully defined.

Methods. The methods to be used need to be well defined to ensure con-
sistency between team members and appropriateness of intermediate products
for use in subsequent tasks. The methods and information sources should
also have reasonably broad acceptance to enhance the acceptability of the
insights and risk profiles produced by the study. This document has at-
tempted to provide guidance in this area.

Internal Review. Mechanisms should be established to ensure the
internal review of all analyses and products.

Documentation. Engineering notebooks, correspondence files, or similar
records should be kept daily to enhance the traceability of information
sources, assumption bases, and calculation results. Formal or published
documentation should be sufficiently complete for the reproducibility of
results, the identification of all information sources, and an understanding
of the bases of judgments and assumptions. This documentation and computer
calculations should be retained for a few years for future use and as a
resource when questions arise.

Computer Codes. Several activities associated with the use of a com-
puter code in a PRA can help to ensure a quality analysis. First, the user
must ensure that, once he has obtained a code, it is running properly on his
machine. To do this, the user should reproduce samples of input and output
from the code developer. These samples should cover all areas of the code
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that are likely to be used in the PRA. Second, the user often has to rely
heavily on the presumed competence of the developer of the code. The user

should read the code manual and associated literature with a critical eye,
noting the sources cited for the various models and the justifications given
for their use. He should not hesitate to query the code developer if there

is any reason for doubting that the coding represents good practice. Third,
if the user alters the code he has obtained, to improve the modeling, he
should describe the reasons for the alterations and reference them. He
should also carry out independent calculations (e.g., hand calculations)
to ascertain that the new modeling is working correctly and compare them
with experimental results, if available. Fourth, if the literature con-
tains examples of calculations carried out by other code developers, or if

there has been some sort of benchmark exercise, it is both desirable and in-
structive to compare results with those of other codes. If the results lie

within an envelope generated by other modelers, well and goodl if not, the
code must be examined to see why the results differ. If the user wishes to
stand by his modeling, he must know his code well enough to determine the

reasons for the difference and to justify the modeling or parameters that
cause the difference. Fifth, once the code is put to use in a specific PRA,
the problem of assuring technical quality is mainly dependent on the justi-
fication of the input data used. This can be done by carefully referencing
the sources of data and by using an independent reviewer to ensure that the
collected set of data is actually correctly input to the code. Finally, it
is desirable to rerun the standard sample problems from time to time to make
sure that there has been no deterioration in the code over a period of time.

2.3.3.3 PRA Reviews

To achieve quality in general, PRAs should be reviewed at four levels:

study team, plant operating personnel, peers, and management.

Study-Team Review. The review of all work done should be carried out
by the team leader and an internal peer group. Although this review should
cover all aspects of the study, it is at this level that methodological mis-
takes are identified with the greatest confidence.

Review by Plant Operating Personnel. It is desirable to have the PRA
reviewed by persons most familiar with the plant design, operation, and
utility operating practices. It is at this level that technical mistakes
concerning representation of the plant and site characteristics are identi-
fied with the greatest confidence.

Peer Review. This review should be carried out by true peers; that is,
persons who are not involved in the study but have capabilities essentially
equivalent to those of the persons performing the study. The peers should
span the range of disciplines required for the study. In general, this
review should concentrate on the appropriateness of methods, information
sources, judgments, and assumptions.

Management Review. The level of review should concentrate on perspec-
tive, scope, and product suitability in meeting program objectives. The
reports from the peer review should be a part of the management review.
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2.3.4 SUPPORT PERSONNEL AND SPECIAL NEEDS

Probabilistic risk assessments generate substantial quantities of paper
and drawings. Several typists, preferably using word-processing equipment,
are needed to produce the reports. Draftsmen or graphic artists are useful
for producing the many drawings and fault trees incorporated into the
reports.

Several computer codes are used in the analysis. The particular codes
that are used depend on the scope of the analysis and the preference of the
analysts. Computers compatible with the programs must be available to the
analysis team.

Members of the team occasionally may need access to the plant to view
equipment, to observe tests, and to become familiar with the layout of cer-
tain equipment. Plant personnel should be available on these occasions to
escort the analysts and answer questions they may have.

It is desirable for the analysis team to be in the same location. This
improves communication among the members of the team and facilitates consis-
tency in approach and assumptions. Adequate office space and accommodations
should be secured before the beginning of the study.

2.4 SCHEDULE, MANPOWER, AND REPORTING

A PRA consists of many tasks and subtasks, as discussed in Section 2.2.
Several of the tasks can be performed in parallell others depend on the
products of a previous task and hence must be performed sequentially. This
section presents estimates of the manpower needed for each subtask. The
estimates were obtained from the authors of the various chapters of this
guide and are based on the assumption that this procedures guide is being
used. As such, no time is allocated for developing PRA methods. It is also
assumed that the necessary computer codes are up and running and that the
team contains persons familiar with their use. No time for the special
training of personnel is includedl it is assumed that they bring the requi-
site skills to the analysis and can learn anything more on the job. Fi-
nally, the estimates pertain to a one-time-only PRA; no estimates are in-
cluded for updating the PRA to reflect new design changes. Without knowing
the total manpower available, it is not possible to develop a timetable for
the completion of the analysis. Section 2.4.2 presents two possible
schedules--one a "minimum" timetable and one more representative of other
analyses. Logical reporting points in the analysis and the manpower and
time required for compiling the reports are discussed in Section 2.4.3.

Several other factors may affect the effort needed to conduct the anal-
yses. Among these are the age of the plant, its operational status, and the
available documentation; peculiarities of containment design; the availabil-
ity of similar analyses on similar plants; and the level of PRA experience
of the particular team.
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Given these qualifying remarks, manpower and schedule estimates are

K. presented here. They are intended merely for informationj any organization
considering a PRA must develop its own estimates pertinent to the particular
project.

2.4.1 SCHEDULE AND MANPOWER

The PRA is broken into the major tasks and subtasks discussed in Sec-
tion 2.2. The estimates of manpower needed to perform each task are given
in Table 2-1. Table 2-2 presents estimates for PRAs of different scopes,
including reporting, the assurance of technical quality, and management.
Each is discussed below.

Table 2-1. Estimated manpower per task

Manpower estimate
(man-months)Task

Initial information collection
Event-tree development and

systeii modeling
Analysis of human reliability and

procedures
Data-base development
Accident-sequence quantification
External event analysisa
Uncertainty analysis
Development and interpretation

of results

Analysis of physical processes
Analysis of radionuclide release

and transport
External event analysisa
Uncertainty analysis (additional)
Development and interpretation

of results (additional)

Analysis of environmental transport
and consequences

External event analysisa
Uncertainty analysis (additional)
Development and interpretation

of results (additional)

1-2

29-38

2-6
5-6 Level I = 51-89
9-12

14-18
3-4

2-3

15-137

5-20
3-4 Level 2 - 75-288
2-8

2-30

3-4 1
1-2
1-2 Level 3 - 80-298

1-2

aMay or may not be included in the analysis.
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Table 2-2. Estimated total manpower for PRAs
of various levels

Manpower estimate (man-months)
Function Level 1 Level 2 Level 3

Analysis 51-89 75-288 80-298
Reporting 11-22 19-38 23-43
Assurance of

technical quality 7-12 10-20 11-21
Management 14-19 19-21 21-24

Total 83-142 123-367 135-386

2.4.1.1 Level 1 PRA

Task 1, initial information collection, begins on deciding to perform
the PRA. It is important that the analysis team have available a substan-
tial amount of information on beginning the analysis to avoid delays and
misinformation. The information-collection task is an activity that con-
tinues throughout the PRA, and as the analysis proceeds, more information
will be needed regarding specific aspects of plant design and operation.
For the initial accumulation of information, however, it is estimated that
1 to 2 man-months will be needed.

The development of plant models and particular analyses germane to this
development may proceed in parallel. Event-tree development (subtask 2a)
and system modeling (subtask 2b) use much of the same information. The
models are generally separate, although some insights from each development
may influence the other. In particular, the development of event trees
helps to clearly define the events to be modeled in system modeling. The
effort required for event-tree development and the development of models
representing all systems included in the analysis is estimated to be 29 to
38 man-months.

The development of plant models is supported by an analysis of human
reliability and operating procedures (subtask 2c) and the development of
a data base (subtask 2d) for assessing component reliabilities and
initiating-event frequencies. Both activities are performed in parallel
with the model development. This ensures that human errors are incorporated
into the models. The data-base-development subtask assists in establishing
the appropriate level of detail for the models and provides data for
accident-sequence quantification. The human-factors analyst assisting in
the analysis of human reliability and procedures is estimated to need 2 to
6 man-months; the development of a data base, 5 to 6 man-months.

The accident-sequence quantification (subtask 2e) integrates the plant
models and data to quantify accident sequences. This subtask follows the
plant-modeling effort and the development of the data base. Considerable
iteration can be expected during this activity. The manpower needed to
complete this task is estimated to be 9 to 12 man-months.
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If an external events analysis is included, it proceeds concurrently
K~' with the development of plant models and uses information contained

therein. The system analysis is completed before the quantification of
accident sequences to permit the inclusion of its results in the accident-
sequence analysis. Manpower needs depend on the number and the type of
external events considered. if seismic, fire, and flood analyses are
performed, it is estimated that 14 to 18 man-months will be needed for this
task.

An uncertainty analysis is performed in a level 1 PRA. The manpower
needs depend on the depth of this analysis, but 3 to 4 man-months is a
representative figure. An additional effort of 2 to 3 man-months is esti-
mated for the development and interpretation of results.

The above tasks constitute a PRA of level 1.* Their performance is
estimated to require 51 to 89 man-months. in addition to these technical
tasks, however, the PRA requires program management, assurance of technical
quality, and report preparation. Program management is estimated to require
an additional person working full time; the team responsible for ensuring
technical quality is assumed to need 7 to 12 man-months. Report preparation
for a level 1 PEA is estimated to require 11 to 22 additional man-months
(see Section 2.4.3). Given a representative schedule (see Section 2.4.2.2),
the total manpower needed to perform, review, and publish a level 1 PEA is
estimated to be 83 to 142 man-months.

2.4.1.2 Level 2 PEA

Two additional tasks are performed in a level 2 PEA: the analysis of
the physical processes of accidents and the analysis of radionuclide re-
leases to the environment. These tasks generally require people with sub-
stantially different backgrounds and expertise from those involved in the
level 1 PEA.

Some analysis of physical accident processes is required early in the
PRA effort to support the activities of task 2 related to event-tree devel-
opment and system modeling. This is a comparatively small effort that is
required in a level 1 as well as a level 2 PEA. After the identification
of specific system sequences in subtask 2b, the progression of accident
sequences must be analyzed in order to be able to estimate their radiologi-
cal consequences. Because of the large number of system sequences identi-
fied, it is not practical to analyze the physical processes of every
sequence. Either the sequences must be ranked in importance through quanti-
fication, or they must be grouped according to similar behavior, with only
representative sequences analyzed. In either case, the analysis of accident
processes should not be completed before subtask 2e, the quantification of
accident sequences, since some iteration may be required as the dominant
contributors to risk become apparent. The other major effort required in
the physical-processes task is the development and quantification of the
containment event tree, which describes the different possible pathways for
the release of radionuclides from containment for an accident sequence.

The amount of effort required for the analysis of accident processes
can vary substantially (15 to 137 man-months), depending on the expected use
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of the PRA and the amount of previous experience in the analysis of a par-
ticular plant design. The state of the art of physical-process analysis is
not at the point where specific computer codes can be used in the analysis
without extensive checking and evaluation. The analysis of physical proc-
esses, particularly in relation to the likelihood and the time of contain-
ment failure, can, however, appreciably affect the overall risk. The high
end of the estimate range is characteristic of the effort required in the
Zion probabilistic risk assessment (Commonwealth Edison Company, 1981) with-
out accounting for extensive model development. (Such model development, if
required, may require as much as 20 to 25 man-months.)

The analysis of radionuclide release and transport (subtask 3b) depends
on and follows the analysis of physical processes. The final product of
this task is the assignment of accident sequences to release categories that
describe the timing and quantity of radionuclide releases from the contain-
ment. The manpower needed for this analysis is estimated to be 5 to 20 man-
months.

If external events are included in the analysis, it will be necessary
to perform an analysis of the containment under the conditions of each type
of external event. Such analyses are estimated to require 3 to 4 additional
man-months.

The development and interpretation of results may take 2 to 4 man-
months if a good correlation to previously published containment event
tree(s) is obtained or if a qualitative statement is sufficient. If a
detailed containment event tree is developed, up to 30 man-months should be
allocated for development and quantification.

Additional uncertainty analysis is performed in a level 2 PRA, reflect-
ing the additional modeling involved. Uncertainty analysis follows subtasks
3a and 3b, and is estimated to take 2 to 8 man-months more than it does in a
level I PRA.

The performance of a level 2 PRA is estimated to require an additional
24 to 199 man-months of technical work beyond a level 1 PRA. Additional
program management, assurance of technical quality, and reporting require-
ments are estimated to entail another 16 to 26 man-months. Thus, the total
manpower for performing, reviewing, and publishing a level 2 PEA is esti-
mated to be 123 to 367 man-months.

2.4.1.3 Level 3 PRA

A level 3 PRA includes an analysis of the environmental transport and
consequences of radionuclide releases for each accident sequence (task 4).
The collection of meteorological, topographic (if pertinent), and demo-
graphic data occurs concurrently with the radionuclide release and transport
analysis. This ensures that the analysis can be performed immediately after
the identification of release categories. The manpower for the analysis is
estimated to be 3 to 4 man-months, with an additional 1 to 2 man-months
needed should external events be considered, and 2 to 4 man-months for the
uncertainty analysis and the development of results.
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The performance of a level 3 PRA, then, requires an additional esti-
mated 5 to 10 man-months of technical work. Additional requirements for

management, reporting, and the assurance of technical quality are estimated
to entail 7 to 9 man-months. A level 3 PRA is therefore estimated to
require 135 to 386 man-months to produce, review, and manage.

2.4.2 EXAMPLES OF SCHEDULES

As already discussed, it is difficult to estimate the time required for
a risk assessment without knowing how many people are devoted to the job and
their particular expertise. Presented below are two schedules. The first
is a "minimum schedule," that is, a schedule for a project performed by the
maximum number of people of the right expertise. The second is more typical
of risk assessments that have been performed.

2.4.2.1 Minimum Schedule

The tasks requiring the most man-months are those related to the devel-
opment of plant models and, should it be included in the scope, the analysis
of external events. Thus, to minimize the time required for the analysis,
it is necessary to maximize the number of systems analysts. The analysis of
front-line systems generally precedes the analysis of supporting systems.
'Thus, the maximum number of systems analysts would be one for each front-
line system.

To complete the analysis in the shortest time, the analysis team is
assumed to consist of the following:

1 team leader/integrator
7 systems analysts
1 human-reliability specialist Level 1
2 data analysts
2 sequence-quantification specialists
3 physical process analysts)
1 structural analyst Level 2
2 radionuclide-transport analysts J
2 environmental transport specialists Level 3
8 external event analysts (if included)

This 29-member team should be able to perform the technical analysis for a
complete risk assessment in approximately 12 months. If such an ambitious
schedule is undertaken, a great deal of effort must be expected of the team
leader to ensure consistency and to clarify interfaces among the many
analysts.

Of course, the team and the schedule depend on the scope of the
analysis.. The technical analysis for a level I PEA could be performed in
approximately 10 months with the 13-member team specified above. The tech-
nical analysis for a level 2 PEA would require at least 19 team members
(more if a highly involved containment analysis were performed) and could be
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accomplished in approximately 11 months. The technical analysis for level 3
would take approximately 12 months. The team would consist of 21 members.
If external events are included, eight additional team members are assumed.
The schedules would be the same, however, since the external event analysis
would not be on the critical path.

The schedule could be shortened somewhat by involving more people in
the accident-sequence quantification. This, however, may not be desirable
in that more inconsistencies could be introduced into the quantification by
increasing the number of analysts. Because of the importance of this task,
it is highly desirable to minimize the inconsistencies. This consideration
took precedence over shortening the time for this schedule.

The 12-month "minimum schedule" is shown in Figure 2-2.

An additional month would be required to draft the document and another
month for producing the draft. Three more months should be added to the
schedule for reviewing and revising the draft. An additional month for
printing the final report gives an 18-month minimum for producing a complete
risk assessment in final form. A similar 6-month document-preparation time
should be added to the estimates for PRAs of other levels. Hence, the
minimum times for producing PRAs of various levels are estimated to be as
follows:

PRA level Months

1 16
2 17
3 18

Months
Task 4 6 8 10 12 14

1. Initial information collection
2a. Event-tree development
2b. System modeling
2c. Analysis of human reliability and procedures
2d. Data-base development
2e. Accident-sequence quantification
6. Uncertainty analysis -
7. Development and interpretation of results

3a. Analysis of physical processes
3b. Analysis of radionuclide release and transport
6. Uncertainty analysis
7. Development and interpretation of results

4. Analysis of environmental transport
and consequences

6. Uncertainty analysis -
7. Development and interpretation of results

5. External event analysis

Figure 2-2. Minimum technical schedule. For report preparation and publication, another 6 months should be

added.
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2.4.2.2 Representative PRA Schedule

A more representative PRA team would not include as many systems ana-
lysts. This would diminish the difficulty of finding the required number of
analysts and increase the consistency of the analysis. The fewer the ana-
lysts, the easier it is to achieve consistency among the analyses.

A representative PRA team is assumed to consist of the following:

I team leader/integrator
4 systems analysts
I human-reliability specialist Level 1
1 data analyst
2 sequence-quantification specialists
3 physical process analysts
I structural analyst Level 2
2 radionuclide-transport analyst J
2 environmental transport specialists Level 3
4 external event analysts (if included)

This 21-member team should be able. to perform the technical analysis for a
complete risk assessment in approximately 17 months. A 17-month schedule
for the representative PRA is shown in Figure 2-3.

Because of the increased work required of each analyst, an additional
month would be required to write and produce a draft report. To write and
produce the draft, to review and revise it, and to produce the final report
would take approximately 7 months. Thus, the complete risk assessment would
require approximately 24 months to produce.

Task 
Months

2 4 6 8 10 12 14 16 18

1. Initial information collection
2a. Event-tree development
2b. System modeling
2c. Analysis of human reliability and procedures
2d. Data-base development
2e. Accident-sequence quantification
6. Uncertainty analysis -

7. Development and interpretation of results

3a. Analysis of physical processes
3b. Analysis of radionuclide release and

transport
6. Uncertainty analysis
7. Development and interpretation of results

4. Analysis of environmental transport and
consequences

6. Uncertainty analysis
7. Development and interpretation of results

5. External event analysis

Figure 2-3. Representative technical schedule. For report preparation and publication, another 7 months should

be added.
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The representative schedules for PRAs of various levels are estimated
to be as follows:

PRA level Months

1 22
2 23
3 24

These schedules are only meant to provide general guidance. Each orga-
nization undertaking a probabilistic risk assessment must assess the scope
of the project, the required time scales, and the availability of proper
manpower in developing its own schedule.

2.4.3 REPORTING

The documentation associated with a probabilistic risk assessment is
substantial. Large amounts of information are used in the analysis, and
many assumptions are made. All this needs to be well documented to permit
an adequate technical review of the work and to ensure that the final docu-
ment is understandable and usable.

Two different strategies can be employed: (1) reports can be written at
the conclusion of each major portion of the analysis or (2) the reporting
may be delayed until all technical work is complete. The first approach
makes it possible for the work to be reviewed by management and those re-
sponsible for ensuring technical quality as the project unfolds. Erroneous
assumptions or misinformation can be corrected before proceeding. This
approach, however, may interrupt the continuity of the analysis. The second
approach ensures uninterrupted focus on the technical analysis, but errors
may not be found until it is difficult to correct them, and certain assump-
tions made during the analysis may have been forgotten and left out of the
final report. Reporting at the completion of each major product therefore
appears to be the more desirable approach. To minimize the effort needed
for preparing the final report, each interim report should, to the extent
possible, reflect the detail, content, and format of the appropriate section
of the final report.

Given this approach, interim reports are appropriate for the follow-

ing tasks:

1. Event-tree development.

2. System modeling, including human-reliability analysis and data-
base development.

3. Accident-sequence quantification.

4. Containment analysis.

5. Environmental transport and consequence analysis.

6. External event analysis.
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In addition, a draft final report is compiled for review, and, after
revision, a final report is published.

Each interim report is reviewed by those responsible for ensuring tech-
nical quality. The review of event trees focuses on the number of groupings
of initiating events, the inclusion of appropriate systems in the headings,
the proper reflection of system dependences, and the appropriateness of
assumptions about physical phenomena. The review of system models focuses
on the appropriateness of the top events, the correctness of the logic
structure, and the appropriateness of the level of detail. The review of
the accident-sequence quantification focuses on the techniques, on the ap-
propriateness of truncation values, and on the accuracy of the frequencies
of the dominant or near-dominant accident sequences. Reviews of the con-
tainment analysis, the environmental transport and consequence analysis,
and the external event analysis focus on the assumptions, the data used in
the analysis, and the accuracy of the final results.

Given appropriate attention to the interim products and the subsequent
comments, the review of the draft report can focus on the emphasis placed on
the results, on the interpretation of the results, and on verifying that the
document is comprehensible and usable. To achieve the latter, it is neces-
sary to ensure that all assumptions are clearly stated, data sources are
given, and the results presented are reproducible.

The production of reports is a substantial task. Each analyst can ex-
pect to spend 1 to 2 man-months documenting his work. An additional month
may be spent incorporating peer comments for the final report. Reports are

K• typically several thousand pages long, and sufficient typing support to pro-
duce a draft in one month is desirable. Word-processing equipment is inval-
uable in this task. Several draftsmen are needed to produce the many draw-
ings needed for the report. These include several event trees, simplified
schematics and logic models for each system analyzed, and risk curves for
the final product (if desired) in addition to any figures germane to a
particular portion of the analysis. A fault-tree graphics capability is
highly desirable. Otherwise, the drafting of fault trees may be prohibi-
tively expensive and time consuming.

Estimates of the manpower involved in producing reports for each level
of PRA are as follows:

Level Technical Support

1 11-22 2-5
2 19-38 4-8
3 23-43 5-9

This chapter has discussed the general approach to, and the management
of, probabilistic risk assessments of varying levels. The subsequent chap-
ters of this guide discuss each step of the analysis in detail.
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Chapter 3

Accident-Sequence Definition and System Modeling

3.1 INTRODUCTION

This chapter describes methods for the definition of potential acci-
dent sequences and the development of system models. The event-tree method
is described as a method for modeling plant-level sequences that may lead
to public risk. The approach to event-tree development and application is
generalized and can be adapted to specific study objectives. The event-
tree method has been used in some form in all recent risk assessments for
light-water reactors. It is a most suitable means for modeling complex
plant-level sequences, and it permits these sequences to be evaluated in
an efficient manner.

Several methods for system modeling are described, with emphasis on
fault-tree analysis. Fault trees are used in many industrial applications
and have proved to be a widely accepted means for evaluating the failure
potential of systems. Moreover, the results of system fault-tree models
can be easily communicated to technical and management groups.

The integration of event trees and fault trees provides an analytical
approach capable of handling the complexities associated with modeling
potential accident sequences. It is a proved means for defining and under-
standing plant design and operation in a manner that leads to the quantifi-
cation of public risk.

Numerous analytical approaches and a variety of techniques are asso-
ciated with the combined event- and fault-tree method. Section 3.2 provides
an overview of the procedures for accident-sequence definition and system
modeling. Sections 3.3 through 3.7 discuss the methods for performing indi-
vidual analytical tasks. The methods are presented in the approximate order
the tasks would be performed in a probabilistic risk assessment (PRA), from
plant familiarization through the incorporation of dependent failures into
the plant and system models. Section 3.8 summarizes procedures for incor-
porating the described methods into a coherent approach for a PRA. Section
3.9 discusses the treatment of uncertainty, and Section 3.10 describes pro-
visions for the assurance of technical quality.

The accident-sequence definition task described in this chapter pro-
vides a framework for the entire risk assessment. It delineates the set of
events that can initiate accident sequences and describes the plant func-
tions that can arrest or control those sequences. Because of its central
role in a PRA project, the work of accident-sequence definition must inter-
face directly with the analyses of human reliability (Chapter 4), the physi-
cal processes of core-melt accidents (Chapter 7), and external events
(Chapters 10 and 11). Furthermore, the models must be developed in a form
suitable for the application of numerical input data (Chapter 5) and the
methods used in the accident-sequence quantification (Chapter 6).
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3.2 OVERVIEW

The first step in performing a probabilistic risk assessment is the
task of accident-sequence definition and system modeling. This task begins
with a definition of the objectives of the study and the acquisition of a
substantial amount of information on plant design and operation. It pro-
gresses through the generation of plant models, both inductive and deduc-
tive, to the identification of possible accident sequences. The process
includes the identification of the accident-initiating events, component
failures, procedural faults, human errors, and dependent-failure mechanisms
that could cause these accident sequences to occur.

This chapter discusses several methods for defining accident sequences
and constructing system models. The method selected for sequence identifi-
cation must produce an inductive plant model that is consistent with the
methods chosen for detailed system modeling and for quantifying the fre-
quency and the consequences of the sequences. This is discussed further
in the subsequent detailed discussion of the various inductive modeling
techniques.

The process of identifying accident sequences is shown in Figure 3-1.
This process is iterative, as the construction of the models increases the
analyst's knowledge and understanding of plant design and performance
characteristics.

The task of defining potential accident sequences must begin with a
clear understanding of the objectives of the study. These, in turn, will
be used to define the depth of the analysis and to establish bounds on the
failure modes considered. For example, it should be recognized at the
start that a study used for design optimization or for the selection of
optimal testing frequencies may differ substantially from one whose objec-
tive is to estimate the risk associated with the given design. Similarly,
a study intended to estimate public risk and to provide information on the
value of plant modifications aimed at reducing the risk will also differ
substantially from those mentioned above. Thus, the level of the risk
assessment, as defined in Chapter 2, strongly influences the structure of
the models. This is so because the levels of truncation for the analyses
of various systems and sequences will depend on the desired product. If
the risk assessment includes external events, the system models constructed
during this task should include the information necessary to incorporate
the common failure modes associated with fires, floods, or earthquakes.
Plant characteristics, such as equipment location, should be included in
the models, and care must be taken that components with a low probability
of random failure (e.g., pipe sections) are not eliminated by a probability
truncation. The selection of limits on the analyses must be made on a
case-by-case basis, with careful thought given to ensure that the methods
used will satisfy the specific objectives of the analysis. It is desirable
to keep the models as flexible as possible to accommodate changes or
additions to study objectives.

Once the objectives of the study have been defined, the task of famil-
iarization with the plant begins. Plant information must be acquired, and
the PRA analysts must become familiar with the details of plant design and
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Figure 3-1. The process of accident-sequence definition.



operation. This consists of acquiring and analyzing detailed information
on the design and operation of the plant and of evaluating experience data
and analyses performed for similar plants. The information collected
should be retained in a retrievable form, such as plant notebooks. Key
features pertinent to the analysis can be collected and displayed as part
of preliminary systent-analysis descriptions. Details on the type of in-
formation needed, contents of the plant notebooks, and the activities per-
formed during this familiarization process are presented in Section 3.3.

Probabilistic risk assessments can be performed at any stage of the
development of nuclear plants. They naturally vary in terms of the level of
completeness, information available for the analysis, and the intended use
of study results. A PRA study performed during the conceptual design phase
is generally aimed at comparing competing design concepts and of necessity
must be restricted to a low level of detail. Studies conducted during the
preliminary or final design phase are aimed at providing additional insights
into plant-design features and information on the relative safety or risk of
well-formulated designs. Basic information such as design descriptions,
preliminary safety analysis reports, and piping and instrumentation diagrams
is available, but the lack of detailed design and operational information
limits the level of detail that can be included in the study. Detailed in-
formation on support-system requirements, instrumentation parameters, and
operational and maintenance procedures is typical of information that may be
in a preliminary form or not available if a study is performed before the
plant is completed.

It is necessary in any PRA study to define a "freeze point," a time
after which design or operational changes, if any are made, are not incor-
porated into the PRA until it is finished the first time. Experience has
shown that plant design can change too fast for the PRA to keep up with
it. Since a PRA is, by its nature, design specific, if there is no final
design, there can be no final PRA. This does not mean that plants in the
earlier phases of design cannot be assessed. It means that, no matter what
the stage of plant design, the design must be frozen in a particular con-
figuration in order to do the PRA. If the PRA is done early in plant
design, more of it will have to be based on assumptions (leading to higher
uncertainties) rather than on plant-specific drawings. Even these assump-
tions will have to be frozen to complete the PRA.

Having or declaring a freeze point does not eliminate the responsibil-
ity for finally updating the PRA to include subsequent design changes. For
this reason the PRA team should develop models and keep records in a way
that facilitates this updating and makes it as convenient as possible.

Having developed an understanding of plant design and method of opera-
tion, the analyst defines the required safety functions and initiating
events, and develops appropriate groupings of accident-initiating events.
These can be listed in various levels of specificity, depending on the
analytical techniques and study objectives. If they are used in general
terms, the root causes of the initiating event should also be investigated
and may be presented appropriately in a fault tree or an equivalent logic
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model. This can be done deductively, using a fault-tree approach, or the
information can be obtained from a failure modes and effects analysis of
system interfaces. In any event, it needs to be presented in a form suit-
able for documentation that indicates the level of completeness of the
analysis.

Initiating events should be grouped by the design features associated
with each safety function. Typically, initiating events are divided into
two general categories--transients and loss-of-coolant accidents (LOCAs)--
and these categories are further subdivided in terms of general character-
istics of the plant response. The decision on how finely to subdivide these
categories again depends on the degree of detail in the plant model and, to
some extent, on the methods used in later stages of the process. Event
trees are typically developed for groups of initiating events with similar
characteristics rather than individual initiating events. The grouping of
initiators defines the number of event trees required and simplifies the
analytical process.

The analysts then must evaluate the response of the plant to the iden-
tified group of initiating events. Detailed information on safety func-
tions, systems, and operational schemes is required to identify responses
and define criteria for successfully meeting the challenges to plant safety.
During this phase of the work there is a strong interaction between the ana-
lysts developing the accident sequences and those analyzing the physical
processes of core-melt accidents.

Using the transient and LOCA grouping of initiating events, the knowl-
edge gained on plant performance characteristics, and preliminary informa-
tion from the physical processes task described in Chapter 7, the analyst
determines functional dependences and constructs function event trees or
event-sequence diagrams for the various groups of initiating events. Event
trees and event-sequence diagrams are devices that depict the current state
of the analyst's knowledge about function and system dependences. Their
construction is an inductive process requiring considerable iteration.

It is necessary to convert the function models to system models. This
is done by identifying the systems that satisfy the various functions and
reconstructing the event tree accordingly. The system event trees can be
presented solely in terms of the systems that directly perform the safety
functions, or they can include the support systems that are required for the
successful operation of the systems performing safety functions. If the
former option is chosen, the supporting systems are included in the deduct-
ive system logic models. If the latter option is chosen, care must be taken
that all known system dependences involving support systems are adequately
depicted on the system event tree.

Having constructed system event trees, the analyst should compare the
accident sequences thus generated with those identified in previous studies
and with operating experience. Using engineering judgment, the event trees
are reevaluated to establish that the identified accident sequences are
valid and that all important sequences are represented.
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Success (or failure) states for systems depicted on the event trees
must then be defined to allow the development of the system models. Deter-
ministic analyses may be required in some cases to define the success states
realistically since much of the prior analysis of the plant may have been
based on the conservative assumptions required by the licensing process.
To the extent possible within time and funding constraints, success defini-
tions should be realistic. These definitions, converted to statements of
undesired events, constitute the top events of the logic models used to
analyze specific system-failure modes.

Deductive system logic models are constructed to determine the causes
of system failure. The fault trees, or equivalent logic models, must in-
clude not only component failures but also the effects of testing, mainte-
nance, and human errors on system performance. The trees must be con-
structed in the context of the evaluation being performed. Thus, the depth
of analysis depends on both the availability of appropriate data and the
objectives of the study. The structure of the trees is also influenced by
the techniques used for dependent-failure analysis and the scope of the
overall analysis. For example, the faults modeled may differ if it is known
that the trees will be used for studies of external hazards like earthquakes
or flooding. Details on the various techniques used are presented in Sec-
tions 3.5 through 3.7.

The fault tree for any given system must include interfaces with
various supporting systems (e.g., ac power, dc power, auxiliary cooling-
water systems, heating, ventilation, and air-conditioning systems) unless
these are explicitly included in the event-tree model. If supporting sys-
tems are considered in the deductive logic models, it is generally more
convenient to construct separate fault trees (or equivalent logic models)
for the supporting systems. Care must be taken, of course, to ensure that
the supporting-system models are developed in the context of the boundary
conditions and that plant components are uniquely identified. The nature
of this modeling will be affected by the structure of the inductive event-
tree models of plant performance.

The construction of fault trees will lead the analyst to a much im-
proved understanding of plant design and method of operation. Therefore,
the analyst should reevaluate the work done previously, particularly the
event-tree development, to determine whether system-to-system and function-
to-function dependences are properly modeled. The search for dependent
failures should be performed as described in Section 3.7 and incorporated as
appropriate into the plant and system models. As already noted, the event
tree is developed inductively and must be subjected to iteration as a more
detailed understanding of plant responses and system interactions is
acquired.

The interrelationships among specific accident sequences, the physical
processes of core-melt accidents (Chapter 7), and radionuclide behavior
(Chapter 8) are most important. These involve timing, temperatures, and
pressures at the time of core melt as well as the operability of containment
safeguards and other systems. Given the complexity of the plant-containment
interface, an early effort at defining "plant states," accident-sequence
conditions important to the containment analysis, is particularly useful.

3-6



The definition of such states will have a definite effect on the configura-
tion of the event trees.

The result of the modeling activity is a set of plant and system
models--event trees and fault trees--that are used to characterize the
potential outcomes of postulated accident-initiating events. These models
can then be evaluated in a manner commensurate with study objectives.
Chapter 5 provides information on the development and application of the
numerical input data required to quantify the models. Chapter 6, "Accident-
Sequence Quantification," describes the methods and approaches for evaluat-
ing the plant and system models. There is a strong interaction between the
tasks of model development, data development, and quantification.

Two approaches to quantification are described in Chapter 6. In both
cases, once the logic models are constructed, the equivalent Boolean expres-
sions are obtained for the various system fault trees and combined to gen-
erate equations for the accident sequences identified on the event trees.
In one case, however, these are processed to find the minimal cut sets--that
is, the minimum number of fault-event combinations that can lead to a given
accident sequence. If this approach is taken, it is often useful to obtain
a qualitative idea of failure importance by ordering the minimum cut sets
according to their size. Because the failure probabilities often decrease
by orders of magnitude as the size of the cut set increases, this ranking
gives a gross indication of the importance of a cut set. The qualitative
evaluation of these accident-sequence cut sets produces valuable information
on the nature of potential accident causes, even without detailed quantifi-_
cation, and can be useful in developing system modifications or in improving
operating procedures. The analyst must remain aware, however, that common
dependences might well cause higher-order cut sets to become important con-
tributors. Thus, the qualitative evaluation is incomplete and must be re-
garded as such.

This initial qualitative evaluation identifies in a preliminary way
the components for which failure-rate information is necessary and defines
the context for the quantitative evaluation. Thus, it provides initial
input to the data-analysis task described in Chapter 5. The cut sets and
accident sequences provide the basic input to the quantification task.

After this type of initial screening process, it is necessary to re-
evaluate the fault and event trees through the application of more defini-
tive data, human-reliability and dependent-failure analyses, and, if avail-
able, information from the analyses of physical processes and radionuclide
behavior. The analyst should iterate, as necessary, to ensure that the
plant model reflects the current state of knowledge of the plant.

The accident sequences that are thought to be important must be sub-
jected to a detailed engineering review. This review requires that the
postulated phenomena be closely examined and that proper credit be given
for the ability of the operator and his staff to cope with, or recover
from, the incident. Again, if necessary, the models of the plant should
be modified.

The results of the combined accident-sequence definition and system-
modeling tasks should be documented in such a way that all assumptions are
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clearly delineated. The output information required for other tasks should
be tabulated in a convenient form. As always, the specific nature of the
documentation depends strongly on the objectives and needs of the study.

3.3 PLANT FAMILIARIZATION

Before the detailed analytical work can begin, it is necessary for the
PRA team to become familiar with the design, operation, and maintenance of
the plant. All team members should become as familiar as possible with all
aspects of the plant to help ensure that function and system dependences are
appropriately considered throughout the PRA activity.

A large amount of plant information must be collected and organized for
a risk assessment. To facilitate this task, a formalized system for data
acquisition and tracking should be established. It is preferable to assign
data management to one team member who has overall responsibility for cata-
loging data, controlling the information within the PRA project team, as
well as documenting all requests for additional information and correlating
responses.

A focal point for coordinating information on plant operation should
also be designated. This should preferably be a person who is a senior
employee of the operating utility and is located at the plant site. This
person will coordinate all data requests with cognizant onsite personnel
and assist in expediting the collection of operational and maintenance
information.

Much of the detailed information is needed for review only; it is
reduced or reformatted for specific uses during the analysis. Information
on overall plant functions and performance that is synthesized from the
overall data set should be collected in a single information source sup-
porting event-tree development and the integrated assessment. Information
on individual systems should be organized, updated, and retained in the
system-analysis notebooks.

Specific types of plant documentation that are necessary for the anal-
ysis can be defined at the outset. This information is supplemented by
detailed data requests formulated as the study progresses. An important
part of the information is obtained from plant visits and interviews with
operations and maintenance personnel. These visits should be coordinated
to optimize the flow of information to the PRA study team and its use in
specific study activities.

A partial list of the sources of information needed to support the
task of accident-sequence definition is given in Table 3-1. An attempt was
made to relate the data to three major study activities, even though many
of the data sources have a general application. The safety analysis report
for the plant contains a significant amount of information pertinent to a
PRA. However, the use of this information must be carefully considered,
particularly in those areas where minimum requirements for equipment

3-8



Table 3-1. Sources of the information needed for the definition of
accident sequences

Task Information sources

Plant familiarization
and accident review

Event-tree development

Fault-tree development

Operator training manuals
Complete final safety analysis report (FSAR)
Plant layout drawings
Reviews with operating staff
Emergency procedures
Plant visits

FSAR Chapters 6 and 15
EPRI NP-2 2 3 0 a
Licensee event reports from specific plants

or sister plants, plant incident reports
Performance capability of the emergency core-

cooling system and other systems considered
in developing system-success criteria

Analyses documenting system performance
Plant visits

FSAR chapters on individual systems and
instrumentation

System descriptions
Piping and instrumentation diagrams
Control logic diagrams
Drawings of instrumentation power supplies
Piping location and routing drawings
Power-source documents
Drawings of the offsite and onsite power-

distribution systems
One-line diagrams of the electrical system
Circuit diagrams and trip criteria for the

electrical bus protection system
Normal operating procedures for systems
Chapter 16 of the FSAR (i.e., technical

specifications)
Testing and maintenance procedures and

intervals
Annunciated system parameters
System-response parameters (valve opening

times, pump start times)
Environments for all essential sensors,

detectors, and indicators under normal
and accident conditions

Any existing failure modes and effects anal-
yses on plant systems

Plant visits

aATWS: A Reappraisal, Part 3, "Frequency of Anticipated Tran-
sients," Electric Power Research Institute, 1982.
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configurations or criteria for meeting functional requirements are derived.
Requirements reflecting licensing criteria may be overly conservative for a
realistic PRA. Conversely, in important activities like defining success
criteria, care must be exercised not to use information that cannot be
properly documented and justified.

Additional sources of valuable information are documented risk assess-
ments of similar nuclear power plants. An attempt should be made to obtain
available documentation of applicable PRAs. Care should be exercised, how-
ever, in reviewing and applying such information because the specific ob-
jectives, analytical assumptions, or analytical approaches of another study
may have been different.

The information sources in Table 3-1 provide a foundation for study
and initial plant-modeling activities. All team members should become
familiar with the basic safety functions necessary to prevent core damage
or to mitigate its consequences and the systems that perform these func-
tions. They must also know the events that initiate potential accident se-
quences as well as the success criteria for functions and systems. During
the plant-familiarization process, the PRA team investigates those plant-
level characteristics to become thoroughly familiar with the key elements
(i.e., safety functions, initiating events, function and system criteria)
that are fundamental to all subsequent study activities.

As already mentioned, a PRA entails a substantial effort in informa-
tion collection and management. The appointment of a data manager and an
organized method for cataloging and controlling information will greatly
enhance the efficiency and orderly conduct of the study.

The plant-familiarization process cannot be strictly specified, as it
consists of numerous activities all aimed at gaining an understanding of
the plant and its operation. However, some generalized tasks and documen-
tation activities can be pointed out.

An early task in any PRA is the identification and listing of the
front-line systems (i.e., the systems that directly perform the safety func-
tions and thereby have a direct impact on the course of a potential acci-
dent) and the support, or auxiliary, systems that are associated with each
front-line system. Since an understanding of the interactions between sys-
tems and the dependence of one system on another is vitally important to any
PRA activity, an overview of system operations should be performed to iden-
tify dependences between front-line and support systems.

Initial information on accident-initiating events can be obtained from
generic lists and the operating history of the plant. The operational re-
sponses of the plant, as documented in safety analysis reports and available
transient analyses, should be carefully reviewed. All of the information
can be brought together in the plant and systems notebook, which will be
updated as the study progresses.

In addition, it may be desirable to systematically perform a prelim-
inary qualitative analysis of each system that might either initiate or
affect accident sequences. A comprehensive list of plant systems is drawn
up, and a partial analysis is performed for each system on the list.
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A detailed analysis should be made later oniy for selected systems found to
K> be important through further analysis. Some systems that are not important

to mitigation can initiate accident sequences. A preliminary systems analy-
sis can thus be a vital step in the search for initiators, helping to ensure
completeness in the definition of accident sequences.

if this approach--a preliminary qualitative analysis--is taken, a
partial system description (PSD) is written for each system. These PSDs
document the information on; which the importance of the system (i.e., its
role in the initiation and mitigation of sequences) is based. The PSDs for
systems found to be not important need not be developed any further.* The
PSDs for systems that are analyzed in detail will become part of a complete
system-description notebook.

Plant familiarization provides baseline information for starting the
definition of accident sequences and the modeling of plant systems. initial
requirements for the types and number of event trees should be developed and
documented, key systems should be identified, and their success criteria
should be defined. The team of analysts will be loosely divided into two
groups, one concerned with sequence definition and the other with system
modeling. These activities can begin concurrently, with maximum attention
given to interaction and communication between the two groups. Although the
two activities are distinct, an analyst may be involved in both of them,
further enhancing his overall understanding of the assessment.

It is during the plant-familiarization process that the PEA team
becomes familiar not only with the plant but also with the different ana-
lytical tasks to be performed and the role that each team member will play.
It is important that team members understand the basic methods associated
with their portion of the assessment and how their activity is integrated
into the overall PRA process.

3.4 EVENT-TREE DEVELOPMENT

Quantification of the risk associated with a commercial nuclear power
plant requires the delineation of a large number of possible accident se-
quences. Because nuclear systems are complex, it is not feasible to write
down by inspection a listing of important sequences. A systematic and
orderly approach is required to properly understand and accommodate the
many factors that could influence the course of potential accidents.

The event tree in Figure 3-2 illustrates by example the logic used in
developing an event tree.* Its purpose is not to show a typical function
or system tree, but rather to show the general event-tree process and how
events of various types are reordered and evaluated as a result of the proc-
ess. The initiating event is assumed to be a LOCA associated with a simple
imaginary reactor system. The various event possibilities representing the
systems or functions necessary to mitigate the consequences of the accident
are listed across the top of the event tree.
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Figure 3-2. An example of a simple event tree. (See page 3-13 for an explanation of symbols.)

In an actual event tree, either systems or functions can serve as
event-tree headings. There is considerable latitude as to the definition of
event headings. The example in Figure 3-2 shows components, systems, and
functions on the same tree in order to illustrate the variety of event-tree
headings.

The end result of each sequence is assumed to be either the safe termi-
nation of the postulated sequence of events or some plant-damage state. In
developing event trees for a specific plant, care must be taken in specify-
ing the expected plant-damage state. Simple assumptions of core melt or no
core melt should be avoided.

Care must be exercised to ensure that the event headings are consistent
with actual plant-response modes and to ensure that the heading can be

.J
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precisely related to system-success criteria that can be translated to top
events for system-fault modeling. For the example selected, the initiating
event is a pipe break in the reactor-coolant system. The other headings are
as follows:

RP - Operation of the reactor-protection system to shut down the
reactor

ECA - Injection of emergency coolant by pump A

ECB - Injection of emergency coolant by pump B

PAHR - Post-accident decay-heat removal

The placement of these events across the tree is based on either the
time sequence in which they occur, proceeding from left to right, or some
other logical order reflecting operational interdependence. Consequently,
the initiating event is shown first and the PAHR function is shown last.

The various sequences are represented by the paths developed by fol-
lowing the vertical and horizontal lines beneath the events. At a junction
between a horizontal and vertical line, the system is successful if the
path is upwardl the system fails if the path is downward. The column at
the far right of the tree identifies the various sequences. For example,
sequence AE would be the sequence starting with the initiating event, A,
and ending with failure of the PAHR function, E.

For this sample event tree, it was assumed that either emergency cool-
ant pump A or B is sufficient to satisfy the emergency coolant requirement.
With this in mind, each of the sequences shown is briefly described below
to explain why there are no success or failure options for some of the
sequences.

In sequence A, as in all sequences, it is assumed that the pipe break
has occurred. The reactor-protection system is successful, emergency cool-
ant pump A is successful, and the PAHR systems are successful. No success
or failure path need be shown for emergency coolant pump B (event D): since
pump A is sufficient for the cooling requirements, the success or failure of
pump B makes no difference.

Sequence AE is the same as sequence A, except that the PAHR function
(event E) has failed. This sequence is assumed to result in a plant-damage
state.

In sequence AC, pump A (event C) has failed; however, pump B (event D)
is successful, and no plant damage occurs.

Sequence ACE is the same as AC, except that the PAHR function (event E)
has failed. This failure results in a plant-damage state.

In sequence ACD, both pumps A and B (events C and D) have failed.
Because this combination of events is assumed to result in a plant-damage
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state, the success or failure of PAHR is of no concern. Consequently, no

success or failure option is shown for event E.

In sequence AB, the reactor-protection system has failed and the suc-

cess or failure of the remaining events is not considered, as a plant-damage
state is assumed to occur.

Because headings ECA and ECE, result in the same consequences and do
not result in different boundary conditions on the downstream systems, they
could have been included in one event-tree heading.

Figure 3-2 illustrates the method of accounting for the time relation-

ships and system interfaces that follow a given accident. It also demon-

strates how the number of possible sequences to be analyzed can be reduced.

The total number of possible sequences in the sample problem is 16. By
using the event tree, this number has been reduced to only four core-melt
sequences that need to be evaluated in more detail. In general, if there
are no event headings representing system functional responses, there are

2 n potential sequences associated with each initiating event. Because of

the logic inherent in the event-tree process, only meaningful sequences
are retained for further evaluation and illogical sequences are eliminated
during the development of the tree, thus greatly reducing the total number
of sequences to be evaluated.

The event tree is the basic analytical tool that has been most fre-
quently used for the organization and characterization of potential acci-

dents. Two general types of event trees are used in PRAs: system event
trees and containment event trees. System event trees, discussed in this
section, are developed to relate system responses to identified initiating
events and represent distinct system accident sequences. A system accident
sequence consists of an initiating event and a combination of various sys-
tern successes and failures that lead to an identifiable plant state. Con-
tainment event trees, described in Chapter 7, are developed to relate pos-

sible containment responses to those plant states that could lead to a

release of radionuclides.

For a level 1 PRA, only the system accident sequences are developed.

A level 1 PRA identifies the potential accident sequences that may lead to
core damage. No attempt is made to define the consequences of identified
accident sequences other than determining whether or not the sequences
would lead to core damage. The containment analysis for a level 1 PRA is
limited to an analysis of containment systems to determine impacts on se-
quences leading to core damage.

Level 2 and 3 PRAs must include a detailed evaluation of containment
response to system accident sequences. When such PRAs are performed, both
system event trees and containment event trees are used to describe complete
accident sequences.

Figure 3-3 shows the basic elements involved in the development of
system event trees. Task elements 1 through 5 are central to any approach
taken for event-tree development. Acceptable methods for performing the
various individual tasks are described below.U
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Figure 3-3. Generalized process of event-tree development.

3.4.1 DEFINITION OF SAFETY FUNCTIONS

The functions that must be performed to control the sources of energy
in the plant and the radiation hazard are called "safety functions."
The concept of safety functions forms the basis for selecting accident-
initiating events and delineating potential plant responses. Generally,
safety functions are defined by a group of actions that prevent core melt-
ing, prevent containment failure, or minimize radionuclide releases. Such
actions can result from the automatic or manual actuation of a system, from
passive system performance, or from the natural feedback inherent in the
design of the plant.

Safety functions can be defined in many different ways, depending on
the plant type, the system design, the timing of system responses, and the
preference of the analyst. Table 3-2 shows one grouping of typical safety
functions and their intended purposes.

Typically, safety functions can be considered within a certain hierar-
chical framework. Reactivity control is the foremost function because the
amount of heat that must be removed from the core depends on how well this
function is accomplished. Next in precedence are the functions for appro-
priately cooling the core. Core cooling requires the performance of actions
needed to provide fluid flow through the core, to maintain an adequate in-
ventory in the reactor-coolant system (RCS), and to maintain an appropriate
RCS pressure. If the core heat is not removed, then the removal of heat
from the RCS is irrelevant. This kind of logic illustrates the logic used
in structuring the basic safety functions for the plant under evaluation.

Definition of the necessary safety functions forms the preliminary
basis for grouping accident-initiating events. It also provides the struc-
ture for defining and grouping systems in order to define a complete set of
system responses and interactions for each class of accident-initiating

K' / events.

5
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Table 3-2. Safety-function purposesa

Safety function Purpose

Shut reactor down to reduce heat production
Reactivity control
Reactor-coolant-system

inventory control
Reactor-coolant-system

pressure control
Core-heat removal
Reactor-coolant-system

heat removal
Containment isolation

Containment temperature
and pressure control

Combustible-gas control

Shut reactor down to reduce heat production
Maintain a coolant mediun around the core

Maintain the coolant in the proper state

Transfer heat from the core to a coolant
Transfer heat from the core coolant

Close openings in containment to prevent
radionuclide releases

Keep from damaging containment and equipment

Remove and redistribute hydrogen to prevent
an explosion inside containment

aFrom Corcoran et al. (1980).

Additional distinction may be needed in the definition of safety func-
tions to differentiate between classes of initiating events. The function
of controlling the reactor-coolant inventory, for example, may include the

maintenance of RCS integrity for most transients, but for LOCAs the control

of coolant inventory depends primarily on makeup.

3.4.2 SELECTION OF ACCIDENT-INITIATING EVENTS

The objective of event-tree development is to define a comprehensive

set of accident sequences that encompasses the effects of all realistic and
physically possible potential accidents involving the reactor core. By

definition, an initiating event is the beginning point in the sequence.

Hence, a comprehensive list of accident-initiating events must be compiled

to ensure that the event trees properly depict all important sequences.

The selection of initiating events for inclusion in event trees con-

sists of two steps:

1. Definition of possible events.

2. Grouping of identified initiating events by the safety function
to be performed or combinations of system responses.

A clear understanding of the general safety functions and features
incorporated into the plant design, supplemented by the preliminary system

reviews, will provide the initial information necessary to select and group

the initiating events.
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Two approaches can be taken in identifying the accident-initiating
events. One is a comprehensive engineering evaluation, taking into consid-
eration information from previous risk assessments, documentation reflecting
operating histories, and plant-specific design data. The information is
evaluated and a list of initiating events is compiled, based on the engi-
neering judgment derived from the evaluation. Another approach is to more
formally organize the search for initiating events by constructing a top-
level logic model and then deducing the appropriate set of initiating
events. Portions of each approach can be effectively used as appropriate to
define and display the accident-initiating events. The two approaches are
described below in Sections 3.4.2.1 and 3.4.2.2.

3.4.2.1 Comprehensive Engineering Evaluation

The focus of a PRA for a nuclear power plant is the release of radio-
nuclides from a damaged core. There are two major types of accidents with
the potential for core damage in light-water reactors: transient events and
LOCAs. The identification of accident- initiating events can be done by mak-
ing a list of potential plant-specific events for each of the two types of
potential accidents.

Although each type of accident can be treated separately in developing
a list of initiating events, it must be recognized that certain transient
sequences can result in the loss of RCS inventory. The distinction between
LOCAs and transient events has been carried over from licensing-type evalua-
tions and is used only for convenience in a PRA study. It is retained in
this discussion only for the sake of tradition.

The reactor-coolant system and its interfaces with other systems should
be surveyed to determine all possible breaks that could result in a loss of
reactor-vessel inventory. A complete spectrum of WCA sizes, or breaks, in
the reactor-coolant system should be considered. Typically the number of
LOCA types can be reduced to three or four break sizes, grouped by mitiga-
tion requirements, each requiring a separate event tree. The size and the
location of the break are the two important parameters to be considered in
selecting LOCA-initiating events.

In addition to the search for pipe breaks, it is also important to sur-
vey the reactor-coolant system for the potential of coolant-inventory loss
by other means. A systematic search of the reactor-coolant pressure bound-
ary should be performed to identify any active elements that could fail or
be operated in such a manner as to result in an uncontrolled loss of cool-
ant. Particular attention should be paid to elements, such as safety relief
valves, whose failure to reclose could result in a loss of RCS inventory
that might be induced by a transient. Figure 3-4 shows the format that can
be used for a summary documentation of the search for active components
whose failure can result in an event that results in a loss of RCS
inventory.

Transient initiators are more complex events and thus more difficult to
\/characterize for event-tree development. The ~EPI report on anticipated
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Effective Primary system Effects on Automatic
LOCA site Description break size symptoms other systems compensating action Comments

FOV 74-67 If the check-valve function of 3.14 ft
2  

1. Rapidly decreasing Rupture of RHR Reactor scram on
Coolant recirculation and FCV 74-68 fails, the inadvert- (24-in. diameter) reactor water low water level

RHR injection line ent opening of FCV 74-67 ex- level
Vessel penetrations H2F, poses low-pressure RHR piping Water break 2. Rapidly decreasing

H2G, H2H, 112J, 12K to reactor operating pressure reactor pressure
3. Drywell pressure

unaffected

FCv 74-47 If FCV 74-47 and FCV 74-48 are 2.18 ft
2  

See FCV 74-67 Rupture of RHR Reactor scram on
Coolant recirculation and inadvertently opened, low- (20-in. diameter) low water level

RHR return line pressure piping is exposed to
Vessel penetrations H2F, reactor operating pressure Water break

H2G, H2H, H2J, E2K,
H1A, H15

FCV 74-53 If the check-valve function of 3.14 ft
2  see FCV 74-67 Rupture of RHR Reactor scram on

Coolant recirculation and FCV 74-54 fails, the inadvert- (24-in. diameter) low water level
w RHR injection line ant opening of FCV 74-53 ex-

poses low-pressure piping to Water break
reactor operating pressure

13 PCVs Inadvertent opening of any of 0.20 ft
2 

each 1. Turbine-pressure Temperature of Time and signal of
1-41, 1-80, 1-42, 1-30, these PCVs results in a LOCA (6-in. diameter) regulator will the suppres- reactor scr&m

1-31, 1-34, 1-18, 1-19, that discharges primary attempt to con- sion pool undetermined--
1-22, 1-23, 1-4, 1-179, coolant into the suppression Steam break trol pressure will increase depend on number
1-5 chamber 2. Pressure and of valves opening

water-level

responses are
unknown--depend
on the number of

valves that open

Figure 3-4. Example of format for documenting the search for an active component whose failure can induce a loss of RCS inventory.



transients without scram (EPRI, 1982) provides a starting point by describ-
K ing initiating events from the operating histories of both BWRs and PWRs.

Tables 3-3 and 3-4 summarize potential initiating events for each reactor
type. Although these tables are purported to contain events that have led
to reactor trips, some of the entries represent complex events that include
failures that occurred after a reactor trip. Hence, in using such a list,
care must be taken to ensure that the events chosen are properly defined for
the grouping and modeling of potential accident sequences. Any such generic
list must be checked for applicability to a specific plant before it is used
and should not be regarded as a complete or exhaustive set of potential
initiating events. If the plant under consideration has a history of opera-
tion, all available information on the occurrence of transient events should
be used to supplement the generic data.

Table 3-3. List of BWR transient initiating eventsa

1.
2.
3.
4.
5.
6.
7.
a.
9.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.

Electric load rejection
Electric load rejection with turbine bypass valve failure
Turbine trip
Turbine trip with turbine bypass valve failure
Main-steam isolation valve (MSIV) closure
Inadvertent closure of one MSIV
Partial MSIV closure
Loss of normal condenser vacuum
Pressure regulator fails open
Pressure regulator fails closed
Inadvertent opening of a safety/relief valve (stuck)
Turbine bypass fails open
Turbine bypass or control valves cause increase in pressure (closed)
Recirculation control failure--increasing flow
Recirculation control failure--decreasing flow
Trip of one recirculation pump
Trip of all recirculation pumps
Abnormal startup of idle recirculation pump
Recirculation pump seizure
Feedwater-increasing flow at power
Loss of feedwater heater
Loss of all feedwater flow
Trip of one feedwater pump (or condensate pump)
Feedwater--low flow
Low feedwater flow during startup or shutdown
High feedwater flow during startup or shutdown
Rod withdrawal at power
High flux due to rod withdrawal at startup
Inadvertent insertion of control rod or rods
Detected fault in reactor protection system
Loss of offsite power
Loss of auxiliary power (loss of auxiliary transformer)
Inadvertent startup of ilCI/HPCS
Scram due to plant occurrences
Spurious trip via instrumentation, ITS fault'
Manual scram-no out-of-tolerance condition

aFrom ATWS: A Reappraisal, Part 3 (EPRI, 1982).

3-19



Table 3-4. List of PWR transient initiating eventsa

1. Loss of RCS flow (one loop)
2. Uncontrolled rod withdrawal
3. Problems with control-rod drive mechanism and/or rod drop
4. Leakage from control rods
5. Leakage in primary system
6. Low pressurizer pressure
7. Pressurizer leakage
8. High pressurizer pressure
9. Inadvertent safety injection signal

10. Containment pressure problems
11. CVCS malfunction--boron dilution
12. Pressure, temperature, power imbalance--rod-position error
13. Startup of inactive coolant pump
14. Total loss of RCS flow
15. Loss or reduction in feedwater flow (one loop)
16. Total loss of feedwater flow (all loops)
17. Full or partial closure of MSIV (one loop)
18. Closure of all MSIVs
19. Increase in feedwater flow (one loop)
20. Increase in feedwater flow (all loops)
21. Feedwater flow instability-operator error
22. Feedwater flow instability--miscelJaneous mechanical causes
23. Loss of condensate pumps (one loop)
24. Loss of condensate pumps (all loops)
25. Loss of condenser vacuum
26. Steam-generator leakage
27. Condenser leakage
28. Miscellaneous leakage in secondary system
29. Sudden opening of steam relief valves
30. Loss of circulating water
31. Loss of component cooling
32. Loss of service-water system
33. Turbine trip, throttle valve closure, EHC problems
34. Generator trip or generator-caused faults
35. Loss of all offsite power
36. Pressurizer spray failure
37. Loss of power to necessary plant systems
38. Spurious trips--cause unknown
39. Automatic trip--no transient condition
40. Manual trip--no transient condition
41. Fire within plant

aFrom ATWS: A Reappraisal, Part 3 (EPRI, 1982).

The accident-initiating events must be grouped by safety function or
system response. This reduces the number of event trees needed to represent
all initiating events. All initiating events in a given group would require
the same set of system actions. The groups of events can be further refined
by examining specific system responses and associated temporal considera-
tions. Event-tree development is very much an iterative process. The iden-
tification and grouping of initiating events will be modified and updated as
information from subsequent task elements is refined.
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3.4.2.2 Master Logic Diagram

A summary fault tree, or master logic diagram (MLD), can be constructed
to guide the selection and grouping of accident-initiating events and to en-

sure completeness. An example of one possible master logic diagram is shown

in Figure 3-5.

The event "excessive offsite release" of radionuclides is the-top

event. The events in the MLD are identified by the level they appear in the
tree, with the top being level 1. The use of levels is an ordering tech-
nique to assist in locating events by approach to an offsite release. The
strategy is to achieve completeness of events by level.

"Excessive offsite release," level 1, can result from either (OR gate)
an excessive direct release or an excessive indirect release. Since these
and only these release paths exist at a nuclear power plant, level 2 is com-

plete. An excessive direct release, from the spent-fuel pool and the like,
is usually an insignificant contributor to risk. An excessive indirect

release would require extensive core damage, failure of the RCS pressure
boundary, and containment failure (AND gate); level 3 in the sample MLD is
therefore also complete. For these three events to occur, some of the
safety functions listed in Table 3-2 would have to fail. Therefore, the in-
clusion of safety functions completes level 4.

When the diagram reaches level 5, equipment failures or misoperations
that could threaten each safety function are identified. A comprehensive
listing of such events should define all important accident-initiating
events.

The initiating events defined by the MLD are already grouped by the

safety function they most threaten. However, "safety function most threat-
ened" is usually not sufficiently descriptive to serve as the sole means for
grouping initiators. Usually, a further breakdown according to more spe-
cific mitigating-system requirements is necessary. Table 3-5 is a summary
listing of some of the safety functions, initiating events, and system-
response groupings derived from the MW shown in Figure 3-5.

3.4.3 EVALUATION OF PLANT RESPONSE

Once accident-initiating events have been identified and grouped, it

is necessary to determine the response of the plant to each group. Two dis-
tinct methods for evaluating plant response are described here. One uses a

function event tree as an intermediate analytical step for sorting out the
complex relationships between accident initiators and system responses. The

other method employs a detailed event-sequence analysis to explicitly define
the response of key plant systems.

Detailed information on plant functions, systems, and operational
schemes is required to identify expected responses and define criteria for
successfully meeting the identified challenges. The plant-response eval-

uation determines how realistic or conservative the study will be. If
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Public impact
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Release
pathway
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Accident-
initiating
events
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Figure 3-5. Master logic diagram. See Table 3-5 for a summary listing of the safety functions, initiating events, and system-response
groupings derived from this master logic diagram.
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(
Table 3-5. Examples of initiating events from a master logic diagram

(

Threatened safety Front-line source of threat
function Threatening effect (initiating event) Examples of cause of threat

Reactivity control Rapid insertion of positive reactivity

Rapid insertion of positive reactivity +
small loss of RCS inventory

Rapid insertion of a little negative reactivity

Slow insertion of negative reactivity
Slow insertion of positive reactivity
Rapid insertion of a lot of negative reactivity

RCS inventory
control

wu
w

Small loss of RCS inventory (nonisolatable,
inside containment)

Intermediate loss of RCS inventory (nonisolatable,
inside containment)

Large loss of RCS inventory (nonisolatable,
inside containment)

Isolatable RCS-inventory loss inside containment
Isolatable RCS-inventory loss outside containment

Loss of ACS inventory and ICCS flow to core
Loss of RCS inventory to steam generator
Decrease in ICS inventory without coolant spillage
Increase in RCS inventory

Increase or decrease in RCS pressure with no
change in inventory

Decrease in flow rate through core

Decrease in flow rate through corea no RCP
speed change

Change in flow distributioni no 1CP speed change

Increase in steam flow, no loss of inventory,
isolatable

Large increase in steam flow, no loss of
inventory, isolatable

1. Excessive rod-group withdrawal
2. Excessive rod withdrawal
Control-rod ejection

Control-rod drop; control-rod-
group drop

Inadvertent boration
Inadvertent deboration
Inadvertent reactor trip

1. Small RCS pipe breaks
2. Inadvertent PSV opening
3. RCS seal failure
4. CRDM seal leakage
Medium RCS pipe breaks

Large RCS pipe breaks

Inadvertent PORV opening
Letdown or sample-line break,

letdown relief valve opening
Reactor-vessel rupture
Steam-generator tube leak
Charging < letdown
Charging > letdown

Pressurizer heater fails on

1. RCP trip
2. RcP shaft seizure/break
Core internals vent valve
. seizes open
Core flow blockage

1. Turbine control valve open
2. Inadvertent opening of TBV

Inadvertent opening of all TBVs

Loss of seal cooling

CRDCS failure
ICS imbalance on auto-to-manual switchover
CRD weld failure

CRD power-supply failure

LDPS malfunction
LDPS malfunction

Instrumentation noise; inadvertent
or intentional manual scram; RPS test
errorsy inadvertent fast transfer to
CT1; xenon oscillation

RCS pressure
control

Core-heat removal

RCS heat
removal

Control system failure

LPDS malfunctions
LPDS malfunctionsl inadvertent HPI actuation

Control-system malfunction

Low-flow indication--real or spurious
Loss of lubricating-oil cooling

Corrosion, crud buildup

TBV power failure; momentary decrease in
condenser vacuum, turbine pressure failurel
ICS malfunction, increase in electrical
demand

ICS failure



information from the safety analysis report is used, its conservative bias
must be taken into account. It is important to apply the most realistic
information available in terms of the pressure, temperature, flow rates,
and timing characteristics associated with systems designed to respond to
accident-initiating events. Such information can be derived from analyses
of transients by the utility or vendor-supplied thermal-hydraulics calcula-
tions that can be justified and referenced.

It should be noted that in some PRAs a formally documented evaluation
of plant responses was omitted, and system event trees were developed
directly from the information described in the preceding sections. This
usually can be done only by analysts who are very familiar with plant design
and responses to accident-initiating events. Such engineering judgment is
very valuable to the risk-assessment process, but a typical PRA would bene-
fit from a formally documented approach, as described in the sections that
follow.

3.4.3.1 Analysis of Function Event Trees

The use of function event trees to evaluate plant responses requires
the development of an event tree that orders and depicts safety functions
according to the mitigating requirements of each group of initiating
events.* The headings of the function event tree are statements of safety
functions that can be translated in terms of the systems performing each
function. Success criteria are then defined for each of these systems.
This stepwise process provides the information needed for preparing the more
detailed system event trees that delineate the system accident sequences.

Function event trees are developed for each group of initiators because
each group generates a distinctly different plant response. The function
event tree is not an end product; it is an intermediate step that provides a
baseline of information and permits a stepwise approach to sorting out the
complex relationships between potential initiating events and the response
of mitigating features. It is the initial step in structuring plant respon-
ses to accident conditions in a temporal format. The top events of function
event trees are eventually decomposed into statements of system operation or
unavailability that can be quantitatively measured.

In constructing the event tree, the analyst considers the functions re-
quired to prevent core damage, potential consequences, and the relationships
between safety functions. For example, if the RCS inventory is not main-
tained, then RCS heat removal cannot be accomplished. This could result in
eliminating the choice for RCS heat-removal sequences where the IRCS inven-
tory is not successfully maintained.

Figure 3-6 shows a typical function event tree for a large LOCA. The
functions considered in developing this event tree are as follows%

1. Reactor subcritical (RS): termination of the fission process.

2.* Containment overpressure (COI): initial suppression of blowdown by
steam~ condensation only.
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I Pipe Reactor Containment Core Containment Core
break subcritical overpressurization cooling overpressurization cooling
(PB) IRS) I(COl) (ECI (COR) (ECR)

Sequence
No.

1

2

3

4

5

6

7

8

9

10

Seq. RS COI ECI COR ECR Remarks

No.

1 Core cooled
2 f Slow melt
3 f Core cooled
4 f f Slow melt
5 f NA NA Melt
6 f NA Core cooled
7 f NA f Slow melt
8 f f NA NA Melt
9 f NA NA NA Melt

10 f f NA NA NA Melt

f - function failure; NA - not applicable.

Figure 3-6. Example of a function event tree for a large-break LOCA.

3. Core cooling (ECU: initial removal of core heat by coolant-
inventory makeup only.

4. Containment overpressure (COR): containment temperature and pres-
sure control by steam suppression and heat rejection.

5. Core cooling (ECR): addition of heat rejection to coolant makeup.

The function event tree serves as a guide for the development of
system event trees. The determination of potential core damage and/or
consequences in the system trees must be consistent with the basic results
of the function event trees.

Each safety function that is an event-tree heading is performed by a
collection of systems. Some systems may perform more than one function or
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portions of several functions, depending on plant design. It is necessary
to determine which systems are required to successfully perform each safety
function to establish the headings of the system event tree. Figure 3-7 is
an example of documentation for function-success criteria, in terms of miti-
gating systems, for a large LOCA.

Some safety functions will be performed by different systems, depending
on the accident. Information about the level of detail to which the systems
are specified is fed iteratively back into the classification of accidents.
For example, the control of reactor-coolant inventory may require only high-
pressure coolant-injection systems for a small LOCA and only low-pressure
coolant-injection systems for a large LOCA.

The definition of functional success in terms of systems will include
primarily the engineered safety features of the plant. However, other sys-
tems may also provide necessary or backup mitigating actions. For example,
the power-conversion system could contribute to the RCS heat-removal func-
tion for transients and very small LOCAs and therefore would be included
among the systems that perform this safety function.

Support systems, such as component-cooling water and electric power,
do not directly perform the required safety functions. However, they could
significantly contribute to the unavailability of a system or group of sys-
tems that perform safety functions. Therefore, it is necessary to define
the support systems for each front-line system and to include them in the
system analysis.

Specific success criteria for each system that performs safety or
support functions must be established. In addition to a performance defini-
tion (e.g., flow rate, response time, trip limits), these success criteria
must be stated in discrete hardware terms, such as the number of required
pumps, flow paths, instrument trains, or power buses. This hardware defini-
tion will support the fault-tree analysis of systems and the construction of
the system event trees. The system-success criteria should also, as appro-
priate, address the joint operation of systems. For example, for some ini-
tiating events at a BWR, low-pressure makeup systems can be used only in
conjunction with depressurization systems.

Definitions of joint operation will assist in eliminating meaningless
sequences. Response-time definitions will help determine the order of the
headings. The required complement of equipment for each system will reveal
when failure in one mode of system operation will not induce a failure in a
subsequent mode. This system-success information along with the functional
relationships will determine which sequences are to be included in the sys-
tem event tree.

3.4.3.2 Event-Sequence Analysis

Event-sequence analysis is another method used to identify the com-
plex relationships between accident-initiating events and detailed system
responses. Event-sequence diagrams (ESDs) are developed for each group of
initiating events. The ESD is an analytical tool intended to facilitate
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Coolant injection Coolant recirculation
Break type Containment Containment
and size Reactor subcritical overpressure Core coolinga overpressure Core cooling

BREAK LOCATION: SUCTION

Water, 0.3 to No more than 30 rods Adequate suppression- 2 of 2 core-spray loops I of 2 CADS 2 of 4 RHR pumps
4.3. ft 2  scattered throughout pool level and no and 2 of 4 LPCI pumps trains with associated

the core not fully bypass leakage from heat exchangers
inserted drywell to wetwell OR

OR I of 4 LPCI pumps

No more than 5 adja- OR
cent rods not fully
inserted 1 of 2 core-spray loops

and 2 of 4 LPCI pumps
(one LPCI pump per
injection loop)

BREAK LOCATION: DISCHARGE

2 of 2 core-spray loops

OR

I of 2 core-spray loops
and 1 of 4 LPCI pumps

Steam, 1.4 to 2 of 2 core-spray loops
4.1 ft 2

OR

4 of 4 LPCI pumps

OR

1 of 2 core-spray loops
and I of 4 LPCI pumps

aA core-spray loop is defined as the rated two-pump flow from that loop.

Figure 3-7. Example of format for documenting function-success criteria, in terms of mitigating systems, for a large-break LOCA.



the collection and display of information required for developing system

event trees. Its objective is to illustrate all possible success paths

from a particular accident-initiating event to a safe-shutdown condition.

The ESDa tend to include a significant amount of design and operational in-

formation relative to the potential success paths. Their construction is

an iterative process with input from various PRA team members, particularly
those who have transient analysis, operational, and simulator experience.

one useful aspect of the ESD is its capability to document the assump-
tions used in an event-tree analysis. The ESD can be very detailed, explic-
itly showing all the sequence options considered by the analyst. When
simplifying assumptions are made in the event trees to facilitate quantifi-
cation and to render the logic more tractable, the ESD can be used to demon-
strate why such assumptions are believed to be bounding (conservative) or
probabilistically justified.

In accomplishing a safety function, the effectiveness of a particular

success path noted on an ESD depends in general. on what systems are oper-

able in the plant and on whether or not the process variables are within

the design range of the particular system or subsystem. The method of

accomplishing a safety function depends on the state of the plant at the
time of an event, as affected by the event, the operator, and system
actions.

Figure 3-8 shows a portion of one type of ESD. Each block represents
a system performing a mitigating action, as indicated by the description on
the right. Each action is initiated by the signals shown in the circles
comin~g into the block from the left. manual actuation of the system is
indicated by the "M" in the bottom of the action block. Blocks without an
"M7 indicate automatic actuation. All actions appear in approximate tem-

poral order.

The line that branches off from the heavy line above each block in Fig-

ure 3-8 indicates an alternative success path given that the expected miti-
gating action has failed or has failed to be performed. As many possible

alternative success paths as are available are shown to the right of each

expected action. After the various alternatives (usually safety and non-

safety actions within the normal design bases) are tried and none succeed,

then an oval is used to indicate special conditions like "failure to scram"
or "excessive cooldown." The systems required to mitigate these special

conditions are shown on another page of the ESD, as indicated by the trans-

fer symbol on the oval.

In addition to documenting the agreement on the expected plant re-

sponse to each initiating event, event-sequence analysis delineates the re-
quired operator/system interactions for the human-factors evaluation. The

ESDs also help disseminate information to all project participants about
how the plant has been assumed to respond to initiating events and helps in

coordinating the development of accident sequences by documenting for the
systems analyst which systems in the system event trees must be further
analyzed.
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3.4.4 DELINEATION OF ACCIDENT SEQUENCES

The accident sequences associated with each initiating event can be
fully delineated on the basis of a clear understanding and evaluation of the
plant response to each type of initiating event. This delineation of se-
quences is accomplished by developing detailed system event trees. As de-
scribed in this section, system event trees can be developed from either
function event trees or event-sequence diagrams, but the method used for
accident-sequence quantification (Chapter 6) depends on the approach fol-
lowed in developing the trees. Event trees developed from function event
trees are quantified by the method of fault-tree linking, whereas event
trees developed from sequence diagrams are quantified by using the method of
event trees with boundary conditions.

3.4.4.1 System Event Trees Developed from Function Event Trees

The number of system event trees that must be evaluated is determined
by the classification of potential accidents, based on unique groups of sys-
tems that can perform the required safety functions. Each unique set of re-
quired systems is evaluated by means of a system event tree.

The classification of accidents by safety function is the starting
point for classification by mitigating system. However, because of the
factors listed below, classification by system usually produces more acci-
dent classes than does classification by safety function. The factors
responsible for this are the following:

1. Design capability of systems. Although the same set of safety
functions may be required for two sets of initiating events, dif-
ferent systems may be employed to perform the same function be-
cause of the nature of the initiating event. For example, a dis-
tinction will be made between LOCAs if they require a different
complement of systems for RCS inventory control.

2. Interactions between initiating events and systems. Some initiat-
ing events will affect either the function or the availability
of potential mitigating systems. Therefore, the set of systems
available for mitigating these events will differ from that avail-
able for initiating events that are not involved in such inter-
actions. A most obvious example is the following situation, which
can occur at many plants: a loss of offsite power makes the power-
conversion system unavailable for RCS heat removal. In addition,
this loss-of-power initiator affects the availability of the
remaining systems because emergency power becomes the only source
of electric power for the mitigating systems.

The system event trees will use the information on the effects of loss
of various safety functions identified in the function event trees. How-
ever, it is likely that the sequences in the system event trees will differ
somewhat from the function event trees. Thi& is due to the fact that in
some cases system faults may fail multiple functions or system operation
may be of interest because of its impact on consequences.
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Each system event tree will have a specific system or group of systems
as the heading. The exact order of the headings is not crucial to the ana-
lytical results, but can be very important to the efficiency and brevity of
the analysis. The number of sequences can be reduced by a judicious order-
ing of the headings. Three factors will assist in the initial ordering--
temporal, functional, and hardware relationships--but only an event-tree
analysis can determine the "best" order. A good starting point is the time
of response: the systems are arrayed in the order in which they are expected
to respond to an accident. Thus, systems responding immediately (e.g., the
reactor-protection system) are placed first, and those responding later are
listed in order of response (e.g., the high-pressure injection then high-
pressure recirculation). However, the time of response alone is not a
sufficient basis for ordering headings.

Functional and hardware relationships between systems should also be
considered in selecting the order of event-tree headings. Systems that
depend on the operation of other systems to perform their function should
be listed after the other systems. For example, the decay-heat-removal
system may require the successful operation of containment sprays and thus
may be listed after containment sprays on the event tree. Hardware depend-
ences also may affect the order, as in the case of a system with multiple
modes of operation. Since failure in one mode may imply failure in other
modes, subsequent dependent modes should be listed later.

The event-tree analysis proceeds by postulating the success or failure
of each system in the context of all the boundary conditions established by
the previous system states. Only those unique combinations of success and

\failure states that have physical meaning are included in the event tree.
This understanding of the implications of each event-tree sequence comes
from the previous steps of the event-tree-development process. For each
potential system success or failure state in the event tree, a decision is
made to postulate both states or to eliminate the choice and proceed to the
next point. Only the system success or failure states that may affect the
outcome of the accident sequence or subsequent system operation and physi-
cal reality are explicitly shown on the event tree.

Success or failure choices in the event tree can be eliminated if all
of the following questions can be answered in the negative:

1. Does the success or failure of the system affect the outcome
(e.g., plant-damage state, radionuclide release, containment
response)?

2. Does the operation of this system contribute to a safety function
in this context?

3. Does the operation of this system at this point affect the need
for, or the operation of, other systems?

If any of the responses are positive, the particular success or fail-
ure state of the system should be explicitly included in the event tree.
It is important to examine each question in the context of each potential
accident sequence because the importance or physical impact of a system
success or failure can change, depending on the states of other systems.
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Figure 3-9 shows the development of the system event tree for a
large-LOCA initiating event.

The sample system event tree in Figure 3-9 indicates the relationship
between the functional evaluation of plant response and associated sys-
tems. Each event-tree heading represents specific system-success criteria
as described in Section 3.4.3.1. The system-success criteria for each
complement of equipment will be translated into specific failure criteria
(described in Section 3.4.5) to facilitate the detailed system evaluations
or assignment of failure data that will be needed for the eventual quanti-
fication of the system accident sequences.

3.4.4.2 System Event Trees Developed from Event-Sequence Diagrams

After extensive review by operational and administrative personnel,
the actions noted on the ESDs are grouped to define event-tree headings.
The headings are selected for the following reasons:

1. To show what safety function or system failures will produce each
plant-damage state.

2. To display important dependences.

3. To group plant systems to facilitate the calculation of accident-
sequence frequencies.

In deciding how to group the ESD actions into event-tree headings, the
following guidelines are applied:

1. Use a minimum number of event-tree headings consistent with the
reasons for choosing the headings as described above.

2. If an event-tree heading affects only one other heading, roll them

together into a single heading.

3. Have only one failure effect come from each event-tree heading.

4. If an event-tree heading significantly affects the boundary condi-
tions on two or more other headings, keep it separate.

Figure 3-10 shows an example of the ESD actions grouped for a typical
"failure to trip the reactor" event-tree heading (RT). Failure to trip the
reactor is usually a heading because it drastically changes the boundary
conditions on at least two other subsequent headings (see item 4 above).

As an example of a heading leading to a change in boundary conditions,
consider the following case. A transient leads to turbine trip followed by
reactor trip and to an increase in RCS pressure. The opening of the pilot-
operated relief valve (PORV) provides sufficient relief capacity to arrest
the pressure increase. Thus, the boundary conditions on an RCS relief head-
ing would be such that any RCS relief valve opening would be enough. If,
however, the reactor fails to trip after the turbine trips, then one PORV
opening will not be enough anymore, the boundary conditions on the RCS
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relief heading have changed, and now two of three or three of three relief
valves might be required to open.

The actions shown in Figure 3-10 could be arranged into three top
events consistent with the three types of failure shown by the ovals:
failure to generate a reactor-trip signal (RTF-I), failure to interrupt
power to the control rods (RTF-II), and failure to insert the control rods
(RTF-III). Although it is usually not necessary to do so, all three have,
at different times in the past, been treated as separate headings.

For instance, it would be important to show the impact of an ITS fail-
ure (failure to generate a reactor-trip signal) if that failure changes the
boundary conditions on more than one other heading. Such a case would arise
if the reactor-trip signal is the predominant input to actuate some other
important system. In this case, RTF-I should be kept as a separate heading.

If there is not much time for operator action and the interruption of
power to the rods on loss of onsite power will significantly increase the
likelihood that the rods get inserted, then RTF-II should be a separate
heading. The process illustrated in Figure 3-10 for reactor-trip failure
is then repeated for all actions in the ESD.

Usually the event-tree headings are single systems or parts of sys-
tems, either front-line or supporting, as this allows the effect of the
failure of each system to be more clearly defined. Sometimes, in an effort
to simplify the tree, the heading may be "too much" or "too little" of a
safety function (eeg., excessive RCS heat removal). The reason for includ-
ing more than one system in a heading is to minimize the number of event-
tree branch points from which both branches lead to the same plant-damage
state. This helps to minimize the number of branches in the event tree.
Minimizing the number of branches generally clarifies the message trans-
mitted by the event tree.

Since the ESD has been used, before the development of the event tree,
to trace out each sequence on a system level, the event tree does not have
to be used for this purpose. Most of the failures that are important to
core damage have already been identified on the ESD, and the important ones
can be summarized on the event tree.

Figure 3-11 is an example of an event tree that was derived from an
ESD in the manner discussed above. The systems included in each event-tree
heading will be indicated by free-form circles on the ESD as is RT in Fig-
ure 3-10. Symbols like RO-1 are used to indicate, for example, heading R0
(relief valves open), boundary condition 1.

In addition to its being derived from an ESD, the event tree has some
other interesting features. Some specific points to be noted on Figure
3-11 include the following:

1. The nominal (expected) plant performance is shown at the top of
the tree as a straight line. Each sequence, as it becomes more
complicated, drops toward the bottom of the drawing. If no fail-
ures occur, the sequence line remains straight.
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2. The reasons for the line not branching are explained at each point
where it could. For instance, if a line does not branch because
the system is not called on to operate, the letters "ENN" (system
not necessary) appear.

3. The different boundary conditions at each branch point are indi-
cated explicitly.

4. Only the branches that are of interest are shown; others are just
indicated by a solid circle (*). Branches are added to (or re-
moved from) the tree as the dominance (in terms of frequency and
damage) of each sequence becomes known.

The structure of this tree is unrelated to the fact that it was de-
rived from an ESD except that the names of the sequences, such as "'reactor-
trip failure," correspond to the ovals on the ESD.

3.4.5 DEFINITION OF SYSTEM-FAILURE CRITERIA

Each heading in the system event trees must eventually be quantified.
In many cases, detailed system models must be developed to determine the
likelihood of system failure. To support the detailed system modeling,
each event-tree heading that is to be further developed must be translated
from the system-success criteria previously developed (Section 3.4.3.1) to
a statement defining the criteria for system failure.

The system models for event-tree headings require exactly defined
failure criteria, which are based on'the success criteria defined for each
event-tree heading. In this context, failure and success criteria are not
exact opposites of each other, because previous failures in the accident
sequence may dictate that either some part of the system is already unavail-
able or that different system components must operate. Each system-failure
criterion is defined as part of an event-tree sequence, consisting of the
previous successes or failures of other systems, that leads to the defini-
tion of boundary conditions on the system's operation. Sometimes these
boundary conditions affect the fault-tree top event and thus the fault-tree
logic. Therefore, different system-failure criteria may have to be identi-
fied for each event-tree heading under each boundary condition on the sys-
tem(s) in that heading.

The system-success criteria are based on a combined neutronics and
thermal-hydraulics calculation of the plant response to postulated condi-
tions. Such calculations are made to determine how much flow, for instance,
a high-pressure injection (HPI) system must deliver to prevent the -un-
covering of the core in a particular accident sequence. Having this much
flow or more becomes the success criterion for the HPI system in this par-
ticular sequence. *in other sequences more flow might be required to keep
the core covered or one HPI pump might not be available because of the
failure of a diesel to start. In either of these two cases, the definition
of the failure criterion will change.
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Data are required to support the adoption of specific success or fail-
ure criteria. The best sources of such data are those thermal-hydraulics
analyses that have been done under realistic assumptions about system per-
formance and are as close as possible to the accident sequence being con-
sidered. The latest versions of RETRAN or RELAP are examples of best-
estimate computer codes that may assist in defining reasonably realistic
success criteria. In the absence of such analyses, either FSAR analyses
(from FSAR Chapter 6 or 15) or FSAR success criteria may be used. For some
sequences, these generally conservative success criteria are acceptable es-
timates; for others they can mislead by introducing physically unrealistic
assumptions. Such unrealistic assumptions must be treated very carefully so
that they do not eventually carry the whole sequence or impact a complete
assessment in an unrealistic conservative direction.

Other information may also be used to help define supportable and real-
istic success and failure criteria. One source of such information is the
work done on special issues (e.g., anticipated transients without scram,
vessel beltline fracture on excessive cooldown) or for emergency procedure
guidelines in response to the accident at Three Mile Island. Another alter-
native source is persons who have extensive experience in thermal-hydraulics
analyses or who have operated plants through numerous accident sequences.
Data from this second source must be carefully documented in order to ensure
that the judgments are supportable.

It is important to clearly understand the relationship of the systems
denoted in the event-tree headings and their support systems. Each front-
line system should be reviewed in context with its identified failure cri-
teria to determine the required support elements.

System event trees can generally accommodate the support system in two
different ways. One way is to define event-tree headings that are more
composite in nature and to determine the impact of support-system failures
through system modeling. The other way is to define more discrete event-
tree headings wherein the support systems are broken out and explicitly in-

cluded in the event tree itself.

3.5 SYSTEM MODELING

A general objective of risk assessment is to determine the susceptibil-
ity of a system or of groups of systems to conditions of design, operation,
test, and maintenance that could lead to failure. This objective can be
realized through system modeling, for which a variety of analytical tech-
niques can be used. To be of greatest value to the overall PRA process,
however, the techniques used in system modeling should have the following
characteristics:

I. The technique should be capable of predicting the unavailability of
complex systems in a manner that can be employed by a variety of
practitioners.
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2. The technique should be proceduralized to the extent that it can be
used for a wide variety of systems in a manner that is traceable,
repeatable, and verifiable.

3. The technique should provide reasonable assurance of completeness.

4.* The technique should enhance understanding, communication, and the
use of results.

5. The technique should produce a model that promotes understanding of
the principal ways in which the system can fail and the ways in
which failures can be prevented or their impact reduced.

Although no single technique completely satisfies all of these gener-
alized criteria, the fault tree is one of the best available analytical
tools for understanding how a system works and might fail. Because of its
extensive use in the aerospace industry over the past 20 years and the more
recent applications in the nuclear industry, the fault tree has become an
important analytical method for determining critical system-fault paths and
is also often used to determine the associated unavailabilities.

other analytical tools, such as failure modes and effects analyses
(FMEAs) and reliability block diagrams, can be used in conjunction with the
fault tree to support the overall system-modeling process. The following
discussion of system modeling points out how they can be employed in the
context of the combined event- and fault-tree approach, a more detailed dis-
cussion is presented in Section 3.6.

A fundamental objective of any fault-tree process is to find the fault
event combination with the highest probability of occurrence. This is usu-
ally done by finding the smallest combination of fault events that, if they
all occur, will cause a selected undesired state or event to occur. This
undesired event is described as the top event in the fault tree. The small-
est combinations of fault events that cause the top event are the minimal
cut sets. It is these minimal cut sets, represented as Boolean equations,
that form the bases for the evaluation of all plant and system models. The
type of the fault-tree model and the manner in which its minimal cut sets
are evaluated may vary with the objectives of the study approach and the
options of the PRA team.

Depending on the objectives of the study, it may be of interest to ob-
tain a measure of safety for each individual system. In this case detailed
system models are developed and evaluated individually. Minimal cut sets
can be qualitatively determined and their relative importance established.
The system modela can also be evaluated quantitatively to determine the
probabilities of minimal cut sets and system failure. Sensitivity evalua-
tions can be performed to determine the impact of changes in the models as a
function of the input data. The system models can thus be used to gauge the
value of design or procedure improvements on system reliability. An alter-
native approach is to develop more concise system models and evaluate them
only to the extent their constituent fault events contribute to specific
accident sequences. In this approach, which depends on the scope and the
objectives of the study as well as the availability of particular computer
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programs, numerical estimates of system availability are not made; only
numerical estimates of the probability of significant cut sets that con-
tribute to certain specific accident sequences are retained.

Different event-tree modeling approaches imply variations in the com-
plexity of the system models that may be required. If only front-line
systems or combinations of systems are included as event-tree headings, the
fault trees are more complex and must accommodate all dependences between
front-line and support systems within the fault tree. If support systems
are explicitly included as event-tree headings, more complex event trees
and less complex fault trees result.

The level of the PRA determines some of the factors that must be ac-
counted for in the system models. If the effects of external events are
included, some of the effects are location dependent. Information on the
elevation of a component, proximity to specific systems or components, or
room location within the plant is typical of the information needed for
system modeling if floods, fires, earthquakes, or similar external hazards
are to be properly addressed. Decisions also are required as to the level
of detail and the type of components to be included in the trees. Normally,
passive failures of piping segments are omitted or lumped together. If the
system models are to be used in an evaluation of seismic effects, piping
segments and information on their location are included.

Figure 3-12 shows the generalized process of system fault-tree model-
ing. A significant amount of system-related information is generated dur-
ing the plant-familiarization process. Preliminary function and system
analyses will have been performed, and a basic documentation of individual
system descriptions will have been prepared. This information, along with
specific system-failure criteria developed for each of the event-tree head-
ings (Section 3.4.5), forms the basis for the system modeling. The initial
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step is the definition of the top events for each fault tree; these must be
< consistent with the appropriate event-tree headings. When the top event

has been clearly defined, the groundrules for the analysis must be clearly
specified. The system under analysis must be clearly defined and its bound-
aries and interfaces identified. The constraints and assumptions associated
with the analysis must be understood and incorporated into the model.

When this preliminary analytical work has been completed, a focused and
concise system model can be developed, commensurate with the study approach.
After this system model has been developed, it must be evaluated, docu-
mented, and integrated into the overall assessment activity. The desired
product of the system-modeling task is a faithful representation of the sys-
tem and its operational characteristics in a format allowing effective and
efficient evaluation. The numerical input data required for the quantita-
tive evaluation of the fault-tree models are described in Chapter 5. The
evaluation of the models is described in Chapter 6, "Accident-Sequence
Quantification."t

3.5.1 DEFINITION OF FAULT-TREE 70P EVENTS

The fault-tree top event is defined after the analyst is thoroughly
familiar with the system of interest, its relationship to specific safety
functions, and the context in which the system is included in the analysis.
Success and failure criteria are identified for each event-tree heading
during the event-tree development. This information is required to define
the specific system-failure modes to be deductively modeled with the fault
tree.

Information from the event-sequence diagrams, if that approach is
chosen, can also be used to help define the top event. After going through
the ESD and grouping all actions into one event-tree top event or another,
the actions can be translated into system model logic, as shown in Figure
3-13. In this case a fault-type model is used to depict the system logic.
The systems analyst will probably not use this logic in exactly the form
shown, but it will allow him to know exactly what front-line systems are to
be included in his fault tree and to know explicitly the failure criteria
for each system or group of systems.

Each system logic model is developed for a failure state postulated for
the system. The top event must specifically define that failure state and
when it occurs. Each system failure is postulated as part of an event-tree
sequence consisting of the success or failure states of other systems. Each
fault-tree top event should be defined in accordance with the boundary con-
ditions imposed by each event-tree sequence. The boundary conditions in-
clude the status of other systems or functions that could affect the system
of interest, the operating-equipment failure that constitutes a loss of
system function, the operating mode of the system, the time frame of the
failure, and any other conditions that might affect the development of the
fault tree. The rationale associated with the selection of each boundary
condition should be well documented, along with all basic considerations and

K> assumptions about system performance and timing constraints.
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3.5.2 SPECIFICATION OF ANALYSIS GROUNDRULES

Each system analysis will proceed according to certain groundrul~es or
constraints. Some are imposed directly by the design or operational condi-
tions attendant on the definition of the fault-tree top event; others are
imposed by the limitations of the analytical process itself. All analysis
groundrules that have a bearing on the completed system model must be
clearly understood, incorporated into the model, and appropriately
documented.

In the performance of a risk assessment, the systems to be analyzed are
essentially defined at two levels. *The first level of definition is a func-
tional one; it is directly related to the function the system must perform
to successfully respond to an accident condition or a transient. This def-
inition provides insight into the overall role of the system in relation to
a particular accident sequence. The second level of definition is physical;
it identifies the hardware required for the system to function.* This hard-
ware definition is normally included in the statement of the top event of
the fault tree and describes the minimum acceptable state of system opera-
bility. This definition provides the analytical boundaries for the various
system analyses. it is important to identify and fully document the bound-
aries of each system. These boundaries may be different from the tradi-
tional system boundaries that are identified in information describing the
system or the plant.

All support-system interfaces with the front-line system must be
accounted for, and included in, the analysis. Certain system interfaces may
be quite complex (i.e., instrumentation and control) and require a specific
definition of the system boundaries considered in a particular analysis.
Some components may be found to be within the boundaries of more than one
system.

Experience has shown that the interfaces between a front-line system
and its support systems may be most important to the system evaluation. in
that regard a more formal search and documentation of all elements that
depend on input fran another source beyond the identified system boundary
may be appropriate. The procedure used in the interim Reliability Evalua-
tion Program -(IREP) included a search for, and an evaluation of, potential
support-system failures that could affect the operation of front-line sys-
tems.* This search and evaluation procedure resembled a failure modes and
effects analysis, which is more fully described in Section 3.6. An example
of the format used is shown in Figure 3-14. The level of detail shown in
the FAEA example may not be necessary for all evaluations. However, the
concept is important in that all areas of interface and support required for
system operation are thoroughly defined and evaluated.

Although the systems analyst must make every effort to obtain and fully
use all available system information in the course of the system modeling,
he will inevitably have to make a number of assumptions about the details of
system operation, capacities, and credible failure mechanisms. The accuracy
of all assumptions should be verified, and the supporting rationale should
be documented. it is extremely important that all assumptions be fully de-

Kiscribed and documented. To preserve traceability, even the assumptions that
are obvious to the analyst should be explicitly stated.
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Front-line system Support system

System Div. Comp. System Div. Component Failure mode Fault effect Detection Diagnostics Comments

AFWS A HDP-lA AC power A Breaker Al131 Fail open Concurrent failure At pump test Pump operability Treat as part of

B MDP-1B AC power B Breaker A1132 Fail open to start or run only local pump failure

(CFSR)

AFWS A KDP-lA AC power A Bus Eli Low or zero CFSR Prompt Control room Partial failure

B IDP-IB AC power B Bus F125 voltage Possible motor Prompt monitors ESG noted for future

burnout E/F 11 voltage, reference
alarmed

AFWS A NDP-1A HVAC A RX cooler 3A No heat removal Pump-motor burnout Shift walk- No warning for AC and SWS support

B IDP-1B HVAC B Rx cooler 3B No heat removal in 3-10 contin- around local faults systems of HVAC

uous service monitored but not

hours (CSH) HX

AFWS A HDP-1A ESWS A Oil cooler S31 • Loss of Pump burnout in At pump test Local lube-oil ESWS header and pumps

B MDP-1B ESWS B Oil cooler S321 service water 1-3 CSH temperature monitored but not
gauge, none in lube-oil coolers;
control room local manual valve

alignment checked
in maintenance pro-
cedure xx but not
in periodic walk-

around

AEWS A MDP-1A DC power A Bus A131k Low or zero Precludes auto or Prompt Control room Effect of dc power

B 14DP-IB DC power B Bus B132J voltage manual start, no monitors XXX dc loss on ac not

local effect on bus voltage-- evaluated here;

already running many lamps out local motor con-

pump in control room troller latches
on, needs dc to
trip or close

Figure 3-14. Example of format for a system-interaction FMEA.
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3. 5 a 3 DEVELOPMENT OF SYSTEM FAULT TREES

The actual development of the system logic model commences after the
analyst has gained a thorough understanding of the system under consider-
ation, especially about its integration into the overall accident-sequence
definition process. The analytical groundrules (i.e., interfaces, assump-
tions, etc.) described in the introduction to Section 3.5 will guide the
detailed development of the fault-tree model.

The basic concepts of fault-tree construction and analysis are well
documented and need not be treated here in detail. The Fault Tree Handbook
(Vesely et al., 1981) presents the latest and most comprehensive treatment
of the subject. Fault Trees for Decision Making in Systems Analysis
(Lambert, 1975) is also a good reference document. The remainder of this
section describes the elements of a fault-tree model and addresses factors
that have been shown to be important to the modeling of nuclear plant
systems.

3.5.3.1 Elements of the Fault-Tree Model

In fault-tree analysis, an undesired state of a system is specified and
the system is then analyzed in the context of its environment and operation
to find all of the credible ways in which the undesired event can occur.
The fault tree itself is a graphic model of the various parallel and sequen-
tial combinations of faults that will result in the top event. The fault-
tree approach is a deductive process, whereby the top event is postulated
and the possible means for that event to occur are systematically deduced.

A fault tree does not contain all possible component-failure modes or
all possible fault events that could cause system failure. It is tailored
to its top event, which corresponds to a specific system-failure mode and
associated timing constraints. Hence, the fault tree includes only the
fault events and logical interrelationships that contribute to the top
event. Furthermore, the postulated fault events that appear on the fault
tree may not be exhaustive. They can include only the events considered to
be significant, as determined by the analyst. It should be noted that the
choice of fault events for inclusion is not arbitrary; it is guided by
detailed fault-tree procedures, information on system design and operation,
operating histories, input from plant personnel, the level of detail at
which basic data are available, and the experience of the analyst.

It should also be understood that the fault tree is not itself a quan-
titative model. Although it lends itself to quantification through the
Boolean representation of its minimal cut sets, the fault tree itself is a
qualitative characterization of system fault logic.

Figure 3-15 illustrates a typical fault tree. Figure 3-16 shows and
explains commonly used fault-tree symbols. Primary or intermediate events
(or combinations of the two) are inputs to logical operators referred to as
"gates." The two basic types of fault-tree logic gates are the OR gate and
the AND gate. Together with the NOT operator (commonly shown as a dot above
the gate), these gates can be used to define any other specialized fault-
tree gate.
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Figure 3-15. Fault tree for overrun of motor 2 (relay logic only).

In postulating a fault or failure for inclusion in a fault tree, it
must be remembered that the proper definition of these events includes a
specification not only of the undesirable component state but also the time
it occurs. It is very important that the time be kept in mind in postu-
lating the top event and incorporated into the analyst's thought processes
when postulating all subsequent fault events. It is further useful to make
a distinction between the specific term "failure" and the more general term
"fault." This distinction can best be illustrated by example. If a relay
closes properly when a voltage is passed across its terminals, the relay is
in a state of success. If, however, the relay fails to close under these
circumstances, it is in a state of failure. Another possibility is that the
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O The basic event The circle describes a basic initiating fault event that requiresno further development. The circle thus signifies that the appropriate limit of
resolution has been reached.

SThe undeveloped event. The diamond describes a specific fault event that is not
further developed, either because the event is of insufficient consequence or be-
cause relevant information is not available.

GThe conditioning event The ellipse is used to record any conditions or re-
strictions that apply to any logic gate. This symbol is used primarily with the
INHIBIT and PRIORITY AND gates.O The external event, or house. The house is used to signify an event that is nor-
mally expected to occur, such as a phase change in a dynamic system. Thus,
the house represents events that are not in themselves faults. This event acts as a
switch by being set to 0 or 1 to reflect boundary conditions.

E y] Intermediate event An intermediate event is a fault event that occurs because
of one or more antecedent causes acting through logic gates. It is sometimes
referred to as a description box.

I OR gate. The OR gate is used to show that the output event occurs if and only
if one or more of the input events occur. There may be any number of inputs to
an OR gate.DAND gate. The AND gate is used to show that the output event occurs if and
only if all of the input events occur. There may be any number of inputs to an
AND gate.O INHIBIT gate. The INHIBIT gate is a special type of AND gate. The output of
this gate is caused by a single input, but some qualifying condition must be satis-
fied before the input can produce the output The condition that must exist is
the conditional input.

~ EXCLUSIVE OR gate. The EXCLUSIVE OR gate is a special type of OR gate in
which the output occurs only if exactly one of the inputs occurs.

PRIORITY AND gate. The PRIORITY AND gate is a special type of AND gate
in which the output event occurs only if all input events occur in a specified
ordered sequence. The sequence is usually shown in an ellipse drawn to the right
of the gate.jTransfer symbols. Triangles are transfer symbols and are used as a matter of
convenience to avoid extensive duplication in the fault tree. A line from the
apex of the triangle denotes a transfer in, and a line from the side of the triangle
denotes a transfer out. A transfer in attached to a gate will link to its corre-Ž/• sponding transfer out. This transfer out, perhaps on another page, will contain a
further portion of the tree describing input to the gate.

Figure 3-16. Fault-tree symbols. A circle, diamond,ellipse, or "house," represents a primary
event-that is, any event that is not developed further end does not have any
inputs. The two basic types of fault-tree logic gates are the OR gate and the
AND gate. Together with the NOT operator (commonly shown as a dot above
the gate), these gates can be used to define any other specialized fault-tree gate.

3-47



relay closes at the wrong time because of the improper functioning of some
upstream component. This does not constitute a relay failurej however, the
relay's closing at the wrong time may well cause the entire circuit to enter
an unsatisfactory state. Such an occurrence is called a "fault." It can
thus be said that, in general terms, all failures are faults, but not all
faults are failures. Failures are basic abnormal occurrences, whereas
faults can be described as "higher order" events.

Each fault event that appears in a fault tree contains a reference to
the particular failure mode associated with that event. It is important to
differentiate between the terms "failure mode," "failure mechanism," and
"failure effect." When speaking of "failure effects," the only concern is
with why the failure is of interest, that is, what are the effects of the
failure, if any, on the system? In contrast, a "failure mode" specifies
exactly which aspects of component failure are of concern. A "failure mech-
anism" is a statement of how a particular failure mode can occur and, per-
haps, what the corresponding likelihoods of occurrence might be. In this
fashion, failure mechanisms produce failures modes, which, in turn, result
in certain failure effects on system operation. Each fault event should
be carefully stated to ensure that it uniquely describes the condition of
interest and that it is directly related to the numerical data base.

3.5.3.2 Component-Failure Characteristics

A key element of fault-tree analysis is the identification of hardware-
related fault events that can contribute to the top event. To allow for a
quantitative evaluation, the failure modes must be postulated in such a way
that they are clearly defined and can be related to the numerical data
base. In postulating component-failure modes, care should be taken to en-
sure that they are realistic and consistent within the context of system
operational requirements and environmental factors.

All component fault events can be described by one of three failure
characteristics:

1. Failure on demand. Certain components are required to start,
change state, or perform a particular function at a specific in-
stant of time. Failure to respond as needed is referred to as
failure on demand.

2. Standby failure. Some systems or components are normally in
standby but are required to operate on demand. Failure could oc-
cur during this nonoperational period, preventing operation when
required.

3. Operational failure. A given system or component may be normally
operating or may start successfully but fail to continue to operate
for the required period of time. This failure characteristic is
referred to as an operational failure.

Depending on the specific context of the fault tree--for example, a
specific mode of system operation--the analyst should evaluate each
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component in terms of the' failure characteristics listed above. Chapter 5
K2 provides additional information on the specification of failure modes for

individual components and the associated numerical data.

3.5.3.3 Testing and Maintenance

in addition to the. physical faults that can render a system unavail-
able, testing and maintenance activities can also make a significant contri-
bution to unavailability. Unavailability due to testing or maintenance
depends on the frequency and the duration of the test or maintenance act.
Information on equipment unavailability due to testing can generally be
obtained or derived from the technical specifications and maintenance
records.

There are three general types of testing that should be considered for
their potential impact on system unavailability:3

1. System logic tests, which test the system control logic to ensure
proper response to appropriate initiating signals.

2. System flow and operability tests, which verify the operability of
such components as pumps and valves.

3. System tests that are performed after discovering the unavailabil-
ity of a complementary safety systemi generally referred to as
tests after failure.

Testing schemes generally affect complete subsystems, and hence it is
generally not necessary to consider each hardware element individually.
Testing involving redundant portions of a system can be particularly impor-
tant, and care should be taken that the constraints of the technical speci-
fications are understood, evaluated, and properly accounted for in the fault
tree. A complete understanding of the impact of all testing on system hard-
ware and operational schemes is necessary for completeness and adds valuable
insight into the overall operability of the system.

Maintenance activities can also make a significant contribution to sys-
tem unavailability, and two types of maintenance need-to be considered:
scheduled and unscheduled. Scheduled, or preventive, maintenance actions
are performed routinely. Information on the frequency or duration of each
action can be obtained from maintenance procedures. Care should be exer-
cised to ensure that outages associated with preventive maintenance are not
already included in the time intervals assigned to testing and that the
maintenance is not performed under conditions that would not contribute to
system unavailability.

Unscheduled maintenance activities result when equipment failures occur
and the failure is repaired or the equipment is replaced. Because these
activities are not performed on a prescribed basis, the frequency and the
mean duration time of the maintenance act must be determined from historical

<~/ data. Chapter 5 provides information on the numerical data base for mainte-
nance activities.
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3.5.3.4 Human Errors

The impact of plant operators on the outcome of potential accident
sequences is one of the most important, as well as one of the most diffi-
cult, elements of system analysis. The potential for operator error is
present in virtually every phase of system operation, testing, and mainte-
nance. Furthermore, human error may affect the design, manufacture, and
inspection of nuclear plants and systems. However, certain types of human
error are more amenable than others to exclusion in system modeling. For
example, human errors associated with manufacturing are difficult to quan-
tify, as are operator acts of commission because such a broad spectrum of
actions would be candidates for evaluation.

The potential for human error must be considered during the detailed
system analysis. Manual actions that can prevent or mitigate an accident
sequence can be regarded in the same fashion as support systems like elec-
tric power or component cooling. In the context of system fault-tree anal-
ysis, human errors should be considered in terms of potential effects on
individual components as well as potential effects on the operation of sub-
systems or systems. Each individual component should be examined to deter-
mine the potential for a human error that might disable it.

The systems analyst must consider the potential for human error (and
the possibility of human intervention to recover from a faulted condition)
throughout all aspects of the analysis. The analysis of human errors cannot
be considered a separate task; it is an integral part of the system analy-
sis. The systems analyst should be as familiar with the operating, mainte-
nance, and emergency procedures for the system under analysis as he is with
the equipment hardware. However, in such analyses the detailed evaluation
of a given human error may be performed separately by a specialist using the

techniques discussed in Chapter 4. This specialist must be thoroughly in-
formed of all boundary conditions that may affect this analysis and be
familiar with the context in which the man-induced fault is being evalu-
ated. Thus, the human-factors specialist must be regarded as an integral
member of the analytical team.

In general, human errors may be presented on the fault trees as causes
of component unavailability where the error contributes to the occurrence of
the accident sequence being considered (e.g., failure to realign after test-
ing). These errors can be defined by the system analysis in terms of the
availability and content of procedures, environmental conditions, and other
performance-shaping factors to permit a specialist in human-reliability
analysis to make an informed judgment. In contrast, human errors occurring
during an accident cannot be properly evaluated on a system fault tree but
must be considered as being dependent on the specific accident sequence and
could be displayed on the event tree. Since human errors are accident-
sequence dependent, the systems analyst must impart to the human-factors
specialist a thorough understanding of the diagnostic information available
to the plant staff, the procedures and precautions provided to the operator,
the training of the operator in response to similar diagnostic patterns, as
well as the stress, environmental, and other applicable performance-shaping
factors.
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K> To properly assess the likelihood of an accident sequence progressing
to core damage or releases of radioactive material from the plant, the po-
tential for operator recovery from the sequence should be considered. Since
the probability of a successful recovery is strongly predicated on the spe-
cifics of the events that caused the accident sequence, the analysis of re-
covery depends not only on the sequence but also on its individual cut sets.
Hence, it is not unusual for the analysis of recovery to be restricted to
the dominant cut sets of the accident sequences that control the frequency
of core damage or of a specified release.

It is as important that the systems analyst thoroughly understand the
assumptions and judgments used by the human-factors specialist in performing
the human-reliability analysis as it is that the specialist understand the
specifics of the error being evaluated. The systems analyst must ascertain
that the human-reliability analysis was done in the context in which it is
employed in the event trees or fault trees.

If potential human errors have been defined comprehensively, an initial
screening may be required to identify the more important ones. This can be
done during the initial quantification and requires the assignment of numer-
ical values to each input fault event. initial probabilities are assigned
to human-error events in a conservative manner, and the system model is
evaluated to determine significant contributors. The system models are
reevaluated to determine the significance of human errors, and a detailed
analysis can be performed for each minimal cut set where human error was
found to be significant. This reevaluation is intended to provide a more

S realistic appraisal of the effects of human error.

The performance of human-reliability analysis is discussed in detail in
Chapter 4.

3.5.3.5 'Dependent Failures

The identification and the evaluation of dependent failures are both
difficult and important. Because of this importance, the subject of depend-
ent failures is discussed in several sections of this guide. Section 3.7
defines the various types of dependent failures and discusses the methods
available for their evaluation. Chapters 10 and 11 provide guidance on the
development of event-specific models for evaluating common-cause events like
fires, floods, and earthquakes.

The question of evaluating dependent failures extends beyond methods
for the development of system models. Therefore, Section 3.7 should be
referred to for detailed information on this topic. However, it should be
noted that the fault tree is the principal means of accounting for func-
tional and shared-equipment dependences between components. A well-
constructed fault tree can lead to the identification of fault events that
affect or interact with other components in a system and sometimes with
other interfacing systems. Evaluation of the minimal cut sets for each
system can identify dependences and their impact on system unavailability.
Each input event on the fault tree must be accurately and consistently named
or coded to facilitate the evaluation.
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3.5.3.6 Level of Resolution

The question of how far to continue the analysis or to what level of

detail the analysis should be taken is a general concern that must be ad-

dressed in each system-modeling project. Fault trees are developed to
derive unavailabilities for event-tree headings. In some cases detailed
system models are not required, and the necessary numerical data are avail-
able from historical data on a system level. It can generally be said that,
for these systems to be modeled, fault events should be analyzed to the

level of resolution at which applicable numerical data exist or to a level

consistent with the scope predetermined by the analyst.

It should be noted, however, that there is an inherent conflict between

the desire not to make an analysis any more detailed than necessary and the

desire to search for dependent failures. If historical data are available
for tw~o systems, they might be applied independently. However, a detailed

analysis of the two systems might uncover a subtle dependence that would
invalidate the historical data for the two systems taken together. In using
historical data for systems or subsystems, care must be taken to ensure that

there is no potential for dependent failures that would affect the appli-
cability of the data.

3.5.4 PREPARATION OF FAULT TREES FOR EVALUATION

The fault tree is essentially qualitative, but because of its binary
logic and adaptability to Boolean expressions, it is very often quantified.

Since fault trees are frequently lengthy and difficult to evaluate, they
are reduced or reorganized to facilitate the quantification. By its very

nature, the detailed fault tree contains many events that are insignificant
in relation to other fault events or fault paths. It is desirable to
include these events in the detailed tree to preserve the rigor and trace-
ability of the analysis. However, in order to evaluate the tree, it is

necessary to group or coalesce these insignificant fault events for effi-
ciency in handling and evaluation.

The reduction can be done manually before evaluation, or it can be per-
formed in the computerized solution of the model. Manual reduction requires

an interpretation of the fault-tree logic and a gathering of the similar
inputs under individual logic gates. often the original detailed fault tree
is considered a worksheet, and a reduced or reorganized version is prepared
for the evaluation.

The fault-tree reduction should not result in the loss of any signifi-
cant informationj rather, it should provide means of focusing on the more-
important events and eliminating time-consuming evaluations of meaningless
combinations of insignificant events. A detailed tree can be so large that
even after reduction it is difficult to evaluate the complete tree at one
time. in such a case, the tree is divided into identifiable subtrees that

are evaluated separately. if this approach is used, a careful search of
each subtree is done to ensure that any potential common elements are
identified.J
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Before the quantitative evaluation begins, events on the tree must be
coded with an identifier unique to that event. A systematic and orderly

method for coding the fault events is needed to minimize the possibility of
erroneously assigning the same identifier to more than one event or of
assigning different identifiers to the same event when that event appears
more than once on the fault tree.

Although different fault-tree coding schemes can be used as inputs to
various quantification codes, most codes accommodate an eight-digit event
identifier. Coding ordinarily conveys information that readily identifies
the system in which the component is located, the component type, the spe-
cific component identifier, and the failure mode. An example of a typical
naming code is given in Figure 3-17. Characters in the individual fields
are normally chosen from standardized tables (e.g., Tables II 2-1, 2-2, 2-3,
and 2-4 of Appendix II to the Reactor Safety Study (USNRC, 1975) or derived
to meet the requirements of specific evaluation codes. More-complex identi-
fiers are required if additional information, such as location generic
information for dependent-failure searches, is desired.

_x x x xxx x_ xFutmd

Fault mode

Subsystem

Component identifier

Component type

System

Figure 3-17. Event-naming code.

Abbreviated Fault Tree or Tabular OR Gate3.5.4.1

In the traditional fault tree, circles represent basic component fail-
ures for which failure-rate data are expected to be available. Diamonds
represent basic events that are not expanded because the event is judged to
be not important, insufficient information is available, or the analyst
wishes to postpone development. In any case, the event is given a name and
is accountable in the Boolean expression for the fault tree. The fault tree
is thus developed until basic fault states are identified for all components
of the system and a binary model is obtained. Equipment-failure or human-
error probabilities and appropriate time intervals can be assigned to deter-
mine probabilities for components, subsystems, and the system. During
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quantification, all the information contained on the fault tree is trans-
ferred to event tables and coding sheets for ease in assigning data and for
computer processing.

Since all basic-fault statements on the conventional fault tree are to
be transferred to tables, one way to save effort is not to put them on the
fault tree in the first place. The first step in the abbreviated method,
then, is to enter all basic-fault statements directly into fault-summary
tables, an example of which is shown in Figure 3-18. Only the code name of
the event is shown on the fault tree.

Event Event Failure Failure Fault Error
name component mode rate duration factor Location

HPPOOOOR Pipe down- Rupture
stream
of pumps

HPP0001P Pipe I Plugged
HCV0007D Check Does not open

valve 7
HMV0001D Motor- Does not open

operated
valve I

HMVCCO1D Control- Does not open
circuit valve
valve 1

ESAS-A-F ESAS-A to Does not open
valve 1 valve

125VDCAF 125-V dc Does not open
control valve
power to
valve 1

480VACAF 480-V ac Does not open
power to valve
valve 1

Figure 3-18. Example of format for a fault-summary table.

The second step is to use a new logic gate, the tabular OR gate, for
listing event names on the tree rather than to show individual event state-
ments within the conventional symbols. Typically, a system fault tree con-
tains many events that are logically in series when reduced. The primary
events are listed by code under a tabular OR gatel otherwise they can be
expanded into their respective causes. The same treatment can be applied to
any number of components logically in series. An abbreviated fault tree
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typically shows a top undesired event, primary events listed by code name
< under one or more tabular Op gates, a few rectangles representing events

that are inputs to chains of components and inputs to the system, a few
house events, and the logic AND and OR gates used to relate the events.
All other information is contained in the fault-summary table. Figure 3-19
illustrates the use of the tabular OR gate and its relationship to the

traditional fault tree.

(:A (:B (:C

0:
(:E

Figure 3-19. The tabular OR gate (top) and the equivalent fault-tree
arrangement.

The abbreviated fault tree has several advantages over the conventional
tree, all of which reduce the time and effort needed for system evaluation.
It is readily restructured for each new accident situation: events can be

easily added or crossed off, and blocks of events can be moved if the logic
changes. Component-failure modes and their logical relationship to system
failure tend to be more visible. Because of their reduced size and the

greater failure-mode visibility, the abbreviated fault trees are easier to
check. A typical system fault tree developed by the traditional approach

may require many large sheets of paper to show all the component faults.
In the abbreviated form, the same faults usually can be shown on two or
three 8-1/2 by 11-inch sheets. A disadvantage of this approach is that it

requires tracking both tables and figures in evaluating the tree, and the

tree, being in summary form, does not provide a logic model that can be
directly related to the system configuration,

3-55



3.6 OTHER METHODS

Event trees and fault trees are not the only analytical methods that
can be used in performing a PRA. There are several so-called system-
analysis methods that can be used in addition to, or in support of, the
event- and fault-tree approach, but no other methods have been used as fre-
quently. It should be noted, however, that methods of system analysis are
constantly being developed and improved. It would be incorrect to assume
that fault-tree analysis is the only or the best method. The method used
depends to a large degree on the background of the analyst, the objectives
of the study, and even company preference.

Often combinations of methods are desirable. For example, even though
Markovian analyses are not described in detail in this chapter, they have
been found useful in identifying system dependences and delineating complex
sequences of events and effects of partial failures. It would also be
advisable to explore ways in which other methods, such as Markovian relia-
bility analysis, could be used to complement event and fault trees or to
help in solving specific analytical problems.

A review of some of the better known methods was performed to determine
whether they are applicable and whether they are being used in PRA applica-
tions (see Table 3-6). Only the methods with current applications to nu-
clear plant PRAs are included in the discussion presented below, which de-
scribes the basic concepts and techniques as well as their use in a nuclear
plant PRA. Also discussed in this section are some recent modifications
that are aimed at expediting fault-tree analysis.

3.6.1 FAILURE MODES AND EFFECTS ANALYSIS

As commonly used in reliability and safety analyses, the FMEA identi-
fies failure modes for the components of concern and traces their effects on
other components, subsystems, and systems. Emphasis is placed on identify-
ing the problems that result from hardware failure.

To prepare for an FMEA, several steps may be useful. The system to be
analyzed, including its mission and operation, should be defined, with all
interfaces clearly identified. Then failure categories and environmental
conditions may be specified. The extent to which each of these steps pro-
ceeds depends on the complexity of the system. Once the system and its
intended use are described and understood, the FMEA can be performed.

A partial FMEA is shown in Figure 3-20 for a reactor-trip system. The
column format is typical of that used to document an FMEA, but other formats
can be used as well. Specific entries in the columns include a description
of the component, its function and failure mode, causes of failure, possible
effects, and method of failure detection. Sometimes a column for failure
probability is added to. provide additional information on the significance
of the identified failure mode. If desired, an additional column can be
added to the table and a criticality analysis can be performed to show quan-
titatively the effect of each component in the system.
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Table 3-6. Summary of other methods

Method Applicability Characteristics

Phased-mission Evaluation of components, Qualitative, quantitative,
analysis systems, or functions time-dependent: nonrepair-

undergoing phased able components only; assumes
mission instantaneous transition

Markov analysis Model and evaluation of Quantitative, time-dependent,
components or systems maltiphased inductive; com-

plexity increases rapidly;
practical only for simple
systems

GO Evaluation of components, Quantitative, time-dependenti
systems, or functions modeling process complex:

success oriented; has poten-
tial for modeling complete
nuclear plant

FMEA Identification of haz- Qualitative, inductive: consid-
ardous or dependent ers only one failure at a
components or systems time; simple to apply; pro-

vides orderly examination
MORT Identification of haz- Qualitative: also used for

ards for improving accident investigation
safety

Digraph Model of components or Qualitativel used to synthesize
systems fault trees: complexity

increases rapidly
Reliability Model and evaluation Quantitative

block diagram of components or
systems

Signal flow Model and evaluation of Quantitative; assumes constant
components or systems failure and repair rates

The main disadvantage of FMEA is that it considers only one failure at
a time and not multiple or preexisting failures. There is no limitation,
however, to the number of components that can be considered simultaneously
except that the number of combinations becomes prohibitively large with com-
plex systems. The advantages of FMEA are that it is simple to apply and it
provides an orderly examination of the hazardous conditions in a system.

In PRAs for nuclear power plants, the FMEA can effectively be used in

several ways. As noted in Section 3.5.2, an FMEA-type of approach has been
suggested as a means of searching for important failure modes associated
with the reactor-coolant system. The FMEA approach can be adapted to a

variety of uses. Many FMEAs are performed as part of the basic engineering
process and are part of the information available to the PRA team. Such
FMEAs can be effectively used as a precursor or as input information to the

fault-tree models or in the identification of initiating events.
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Component Method of failure
identification Function Failure mode Failure mechanism Effect on system detection Remarks

(1) (2) (3) (4) (5) (6) (7)

1. Circuit breaker Trip Fail closed Mechanism jammed Makes trip 1/1 Monthly test
52/RTA, RTB, UV trip attachment
BYA, BYB mechanism stuck

Main contacts fused
Fail open Loss of dc control power Spurious trip Spurious trip Immediate

UV coil failure a detection
Worn trip latch

2. DC control Break circuit Fail closed Contacts shorted or fused Makes trip 1/1 Monthly test
relay to trip breaker Armature Jammed

UV coil on trip (do- Wiring fault
energize to trip) Fail open Loss of do control power Spurious trip Spurious trip Immediate

Coil failure Spurious trip if detection
Broken contacts 2/2 fail
Broken wire or loose connection 0

3. AC control Break circuit Fail closed Contacts shorted or fused Makes I train Monthly test
relay to dc relays Armature jammed 2/2 vice 2/3 -
X1A•, B, on trip (deener- Wiring fault 0
X2A, B, gize to trip) Fail open Loss of ac power Spurious trip if Spurious trip
X3A, B (instrument bus) 2/3

La Coil failure a .I' 
Broken contacts

OD Broken wire or loose connection "
4. Alarm unit Remove ac power to Fail off Transformer failure Makes both trains Spurious trip if Partial trip

PC-1,2,3 relays for 1/2 2/3 fail alarm
PK > P set Open circuit in output section

Setpoint drift " "
Fail on Short in output section Makes both trains Monthly test

2/2
Setpoint drift a " N

S. DC power Provide power for Fail low Transformer failure Makes both trains Spurious trip Partial trip
supply analog current or off 1/2 if 2 fail alarm
PQ-l,2,3 loop Diode failure - N

Fail high Heat effects Makes both trains Monthly test
2/2

Misadjustment a a
6. Pressure Convert pressure Fail low Corrosion Makes both trains Monthly test Possible

transmitter to analog current 2/2 and compar- immediate
PT-1,2,3 Wear a " ison with detection

Mechanical damage a a redundant
Heat effects N N channel

indicators
Fail high Misadjustment Makes both trains Spurious trip Partial trip

1/2 if 2 fail alarm

Figure 3-20. Typical format for a failure mode and effects analysis.



3.6.2 RELIABILITY BLOCK DIAGRAMS

Reliability block diagrams (RBDs) are models generated by an inductive
process whereby a given system, divided into blocks representing distinct
elements, is represented according to system-success pathways. The model

generally is used to represent active elements in a system, in a manner that
allows an exhaustive search for, and the identification of, all pathways for
success.

The RED method is commonly used in plant or system reliability predic-
tions and allocations. In this application, the system blocks can be suc-

cessively decomposed until the desired level of detail is obtained. Numeri-
cal calculations of system reliability are made, and sensitivity studies can

be performed to allocate desired reliability values and optimize overall

system reliability. Additional information on the development of RBDs and

the numerical evaluation can be found in several texts on reliability engi-

neering (Green and Bourne, 1972; Shooman, 1968).

Reliability block diagrams have been used to some extent in nuclear
plant PRAs to facilitate and add clarity to the quantification of fault

trees. A typical system analysis in RBD form is shown in Figure 3-21. The
use of an RBD allows the analyst to summarize what he has learned about the

importance of components in the system and facilitates the construction of

Boolean expressions for estimating system unavailability.

When used in the PRA process, the intent of the RED is to combine,
either directly or using the fault-tree logic as input, similar components
that are in series in each system train into one supercomponent and then

link together parallel supercomponents to form a summary model of the sys-

tem. The selection of components whose reliability distributions are com-

bined to produce a reliability distribution for the whole supercomponent can
be based on minimal cut sets from the qualitative fault-tree evaluation.

The advantage is that the combination of distributions is done step by step,
making the quantification process more transparent. When used in conjunc-

tion with the cause table, discussed below, RBDs can be a powerful tool for

explicitly handling dependent failures.

The set of minimal failure sets or cut sets expresses the logical rela-
tionship between the system and its components. Anything that can cause the
system to fail must do so by acting through, that is to say by "causing,"
the failure of one or more failure sets.

Information about what could possibly cause the failure of all compo-
nents in a failure set or cut set can be summarized in a cause table. The

conceptual form of this table is shown in Figure 3-21 . One cause-table page
is made for each order of failure set and for each boundary condition on the

system. The causes of failure are listed in this table instead of being

expressed as symbols in the fault tree, and therefore the RED contains sys-
tem components only. A cause table for a cut set allows the analyst to spe-
cify a single number for the contribution from each cause: random failures,

testing and maintenance, human errors, etc. This number might arise from
one human error disabling all the components or from one random failure of

each component in the failure set. Dependent failures can therefore be han-

dled explicitly, on the level of the failure set they affect.
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System Logic

1. Block diagram

2. Fault tree

3. Failure sets (cut sets) IA, BI.IK. L. MI...
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(1) (2) (3) (4) (5) (6) (7) (8) (9)
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cause fraction response occurrence occurrence failed state systems events

CFSR

T&M + CFSR

Human errors

Design errors

Environmental
factors

Human error +
CFSR

Human error +

T&M

Other

Figure 3-21. Use of reliability block diagrams.
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3.6.3 GO METHOD

The GO method (Gately and Williams, 1978a,b), unlike fault-tree anal-
ysis, is a success-oriented system-analysis technique. Adapted from the'
defense industry, it has been modified and refined for nuclear systems to
incorporate some special modeling considerations, such as system interac-
tions and man/machine interactions. Using an inductive logic to model sys-
tem performance, the GO method determines system-response modes, both suc-
cesses and failures.

A GO model, which consists of an arrangement of GO symbols, represents
the engineering function of a component, subsystem, or system. It can gen-
erally be constructed from engineering drawings by replacing engineering
elements (valves, switches, etc.) with one or more GO symbols, which are
combined to represent system function and logic. The GO computer code uses
the GO model to quantify system performance. The method has the capability
to evaluate system reliability and availability, identify fault sequences,
and rank the relative importance of the constituent elements.

Some key features of the GO method are the following: (1) models follow
the normal process flow; (2) model elements have almost one-to-one corre-
spondence with system elements and handle most component and system interac-
tions and dependencesi (3) models are compact and easy to validate; (4) out-
puts represent both success and failure states; (5) models can be easily
altered and updatedl (6) fault sets can be generated without altering the
basic modell (7) system operational aspects can be incorporated; and (8) nu-
merical errors due to truncation are known and can be controlled.

Briefly, the GO procedure uses a set of standardized operators to de-
scribe the logic operation, interaction, and combination of physical equip-
ments. The logic for combining the inputs properly for each GO operator is
defined in a series of algorithms contained in the GO computer codes. These
standardized operators can be used to model most commonly encountered engi-
neering subsystems and components. A system is modeled by selecting the GO
operators that characterize the elements of the system and interrelating
their inputs and outputs. The specific probabilities (point estimates) of
component operation are defined separately as inputs to the computer code.
At present, the analyst can use 17 standardized GO operators to develop the
system models.

Figures 3-22 and 3-23 show a simple system and the associated GO chart.
Each system element is represented as a compound number (1-30, 6-70, etc.).
The first number represents the operator type (i.e., 1 represents a compo-
nent that does or does not function properly; 6 refers to a component that
needs two inputs), whereas the second number references the associated prob-
abilities. The numbers on the connecting lines in the GO chart are called
"signals" and are arbitrarily assigned to identify events whose probability
of occurrence is to be estimated. Using the GO chart, the analyst inputs
both model data and probability data into the computer, and the GO code cal-
culates the probability for each signal.

A simple system like the one in Figure 3-22 can be identified as a mod-
ular block known as a supertype and combined with other supertypes to create
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larger system or plant models. Figure 3-24 shows a GO chart for such a
larger system.

The GO method appears to be well suited for estimating the success or
failure probabilities of individual systems. The GO charts are rather eas-
ily created from system engineering drawings and follow the normal flow
path. Small-system models can be efficiently evaluated, and sensitivity
studies can be performed to determine the effect of changes in input
parameters.

There are some disadvantages, however, to using the GO method. Complex
systems require complex GO charts, which tend to become inscrutable for
plant-level modeling. The ease of converting a system drawing to a GO chart
and the similarity between the GO chart and a system schematic have certain
drawbacks. The deductive nature of the fault tree requires an interrogatory
thought process. This inquisitive rigor from a "how can it fail?" point of
view provides a unique reason for using fault trees in a safety-related
study. The GO method, although it can be used to construct failure models,
lends itself to a direct translation from the system schematic to the logic
model and is well suited for success modeling, such as system reliability
and availability predictions. Moreover, the GO charts do not explicitly
display hardware-failure modes. The failure-mode documentation must be done
separately to complement the GO chart and allow the assignment of numerical
data. Hence, the GO model can be more easily inspected for validity in rep-
resenting the actual system than can a fault tree but is more difficult to
review in terms of failure modes.

Several general conclusions can be drawn from some recent studies on
the attributes of the GO and fault-tree methods. The GO method is ideally
suited for many practical applications where the boundary conditions for the
system are well defined by a system schematic or other design documents, and
data can be satisfactorily applied at the component level. GO charts pro-
vide a concise model of the hardware events contributing to system success
or failure. The GO chart and associated analysis tools explicitly and accu-
rately represent most intrasystem hardware dependences of a functional or
shared-equipment nature. The ability of the method to handle multiple sys-
tem states makes it uniquely adaptable to analyses in which many levels of
system availability are to be considered. In summary, GO is optimally
applied to problems where the prime objective is to quantify the avail-
ability or reliability of a given system on the basis of a previously well-
identified set of components or events.

GO is also well suited to the analysis of systems involving great num-
bers of hardware or hardware that is physically highly interconnected (i.e.,
electronic protection circuits). Because of efficiencies in the model oper-
ators, the GO chart tends to be more compact than the equivalent fault
tree. Its similarity to engineering drawings aids in completeness checks,
particularly if the checks are performed by design engineers. The "super-
type" model provided by GO allows shortcuts in the modeling of redundant
subsystems, which are frequently encountered in such systems. The algo-
rithms of the GO codes are efficient in handling large trees; errors attrib-
utable to their tree-pruning process can be tounded.
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Operator

Switch

Condenser Valve Strainer Pump

Condenser Valve Strainer Pump

Figure 3-22. A simplified system for a GO model.

Figure 3-23. The GO chart for the system shown in Figure 3-22.

See page 3-61 for an explanation of the numbers.

Fault trees are better suited to analyses aimed at comprehensively in-

vestigating the failure modes and failure-mode combinations leading to a

system top event, considering both software and hardware faults. The deduc-

tive, inquisitive nature of the fault-tree approach aids the analyst in

going beyond the level of component events explicitly displayed in engineer-

ing drawings. Unlike the GO chart, which models failure modes implicitly,

fault trees explicitly display and catalog the contributing faults identi-

fied by the analyst. In summary, fault trees are optimally applied to

safety-analysis problems where an exhaustive cataloging of events is needed

to identify primary and secondary faults and dependences beyond those ex-

plicit in a system schematic.
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3.6.4 MODULAR FAULT-TREE LOGIC MODELING

Fault-tree modeling has been used in a variety of applications and has
been subjected to numerous modifications. Most of these modifications have
been aimed at making the modeling more efficient and reducing the more-
routine documentation and evaluation activities. One such modification,
currently being used in nuclear plant PRAs, is the modular fault-tree logic
model.

Nuclear power plants have a number of features in common, including
similar system configurations and components. As a result, the fault trees
for different plants may have similar structures. Because of this, it is
possible to develop modular logic models that represent the failure logic
for many common plant features and to use these modules to aid in gathering
the plant-specific information needed for detailed fault trees.

The approach to modular fault trees is significantly different in that
the analyst selects the proper logic to fit the system and then edits pre-
existing logic models. To develop the modular fault tree, the system is
divided into segments, and the fault logic for the system is developed in
terms of failures in the segments as defined by a set of rules. A detailed
fault logic for each segment is developed through standardized subtrees that
can be adjusted to properly represent the specific characteristics of each
segment. Common components like valves and pumps are classified by type,
and subtrees are developed for each. The analyst must edit the component
tree by adding appropriate labels and deleting any events that do not apply
to the particular component. Care must be taken to ensure that unique
labels are applied to each component: a component must have the same label
wherever it appears in trees for the plant, and no two different components
can have the same label.

After the fault-tree analyst completes the fault trees for a system,
he submits them to a computer analyst for conversion to computer input
data. The modular logic models are stored in computer files and can be
called up on a computer-graphics display system as the computer analyst
selects the appropriate trees, adds the required labels, and deletes any
branches not needed for the specific plant. The computer analyst will also
prepare the input for trees not covered by the modular logic models and will
generate plots of all the trees. The plots will be returned to the fault-
tree analyst for review and correction.

Figure 3-25 shows a portion of a typical modular tree for a fluid-
delivery system. It shows a modular section that can be edited to reflect
an accurate system configuration. Individual contributing events are them-
selves modular, and the sections in which they appear can be subsequently
edited to reflect an accurate characterization of the portion of the system
being evaluated. The intent of this modular logic modeling is to overcome a
number of the limitations commonly associated with the use of fault trees in
modeling large systems. For example, it would provide the means for devel-
oping detailed trees to an analyst who has a thorough knowledge of plant
systems but limited knowledge of fault-tree techniques. The modular
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approach can also reduce the time required to develop specific trees and can
improve consistency between analyses performed for different plants.

The use of modular fault trees may at first present some difficulties.
For instance, in adapting to the rules and procedures required for the most
efficient use of the technique, the analysts may generate large numbers of
preliminary fault models for components of interest. Some concern has also
been expressed about the potential for generating fault trees in a rather
automatic mode without the required correlation of system information to the
developing model. The intent of the modular approach is to reduce the
amount of time the analyst must spend on routine and mundane analytical
tasks. The effort conserved could then be applied to those details that are
most important to the overall analysis. The approach appears to have con-
siderable promise for specific fault-tree applications.

The modular logic approach was recently developed at Sandia National
Laboratories with specific application to nuclear plant security and safe-
guards systems. Its first use for in-plant risk assessments occurred in the
Interim Reliability Evaluation Program. The experience gained from those
efforts should help to further develop the method and aid in its application
on a broader scale.

Figure 3-25. Fluid-system segment modular logic.
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3.7 ANALYSIS OF DEPENDENT FAILURES

This section described the various types of dependent failures encoun-
tered in PRA studies. It defines nine different types of dependent failures
and presents an integrated procedure for the analysis of each type. The
procedure is a synthesis of several methods, which are described and illus-
trated by examples. Special considerations in the collection and interpre-
tation of dependent-failure data are discussed. If a particular type of
dependence can be treated in different ways, guidance is provided as to
which method to select, depending on the information available and the scope
and objectives of the PRA.

Dependent failures are extremely important in risk quantification and
must be given adequate treatment to avoid a gross underestimation of risk.
Risk estimates can err by many orders of magnitude if the possibilities for
the so-called common-cause failures and system interactions are overlooked.
Since dependent failures must be taken into account in a number of PRA
tasks, several chapters in this guide cover various aspects of their analy-
sis. However, in view of their importance, this separate section was set
aside to provide a concise summary of the methods and procedures that should
be used in their analysis. Where appropriate, other sections are referenced
for relevant details.

3.7.1 INTRODUCTION

In risk analysis the treatment of dependences in the identification and
quantification of accident sequences is called "dependent-failure analysis."
Dependences tend to increase the frequency of multiple, concurrent fail-
ures. Since essentially all important accident sequences that can be pos-
tulated for nuclear reactor systems involve the hypothesized failure of
multiple components, systems, and containment barriers, dependent-failure
analysis is an extremely important aspect of PRA.

The failure events A and B are said to be dependent if

*(A AND B) = *(A) * (BmIA) * $(A) * 4(B)

In other words, the frequency of concurrent failure events A and B, *(A AND
B), cannot be expressed simply as the product of the unconditional failure-
event frequencies *(A) and 4(B).

Several terms have been used to describe specific types of dependent
failures. Common-mode failures* are multiple, concurrent, and dependent
failures of identical equipment that fails in the same mode. Propagating

*In the Reactor Safety Study (USNRC, 1975), the term "common-mode
failure" was used in a broader sense to include all the types of dependent
failures defined in Section 3.7.2.

3-67



failures occur when equipment fails in a mode that causes sufficient changes

in operating conditions, environments, or requirements to cause other items
of equipment to fail. Common-cause failures are failures of muIltiple equip-
ment items occurring from some single cause that is common to all of them.
While a great many dependent failures are due to a common cause, not all can
be categorized as such, propagating failures being a case in point.

Unfortunately, the above three categories of dependent failures are
neither mutually exclusive nor exhaustive. This has resulted in much con-
fusion in the literature. For our purposes the term "dependent-failure
analysis" will be used to describe the assessment of all multiple, concur-
rent, and dependent failures. A survey of the various definitions that have
been proposed for common-cause and common-mode failures has been published
by Smith and Watson (1980).

3.7.2 DEFINITION OF DEPENDENT FAILURES

A number of authors have developed extensive lists of categories of de-
pendent failures with the primary objective of design improvement. One of
the more comprehensive classifications is that by Watson and Edwards (1979).
The purpose here, however, is to help risk analysts select methods for their
analysis, and therefore the simplified classification scheme described below
is adequate.

Type 1. Common-cause initiating events (external events): external and
internal events that have the potential for initiating a plant transient and
increase the probability of failure in multiple systems. These events
usually, but not always, cause severe environmental stresses on components
and structures. Examples include fires, floods, earthquakes, losses of off-
site power, aircraft crashes, and gas clouds.

Type 2. Intersystem dependences: events or failure causes that create
interdependences among the probabilities of failure for multiple systems.
Stated another way, intersystem dependences cause the conditional probabil-
ity of failure for a given system along an accident sequence to be dependent
on the success or failure of systems that precede it in the sequence. There
are several subtypes of interest in risk analysis.

Type 2A. Functional dependences: dependences among systems that
follow from the plant design philosophy, system capabilities and limi-
tations, and design bases. One example is a system that is not used or
needed unless other systems have failedl another is a system that is
designed to function only in conjunction with the successful operation
of other systems.

Type 2B. Shared-equipment dependences: dependences of multiple
systems on the same components, subsystems, or auxiliary equipment.
Examples are (1) a collection of pumps and valves that provide both a
coolant-injection and a coolant-recirculation function when the func-
tions appear as different events in the event tree and (2) components
in different systems fed from the same electrical bus.
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Type 2C. Physical interactions: failure mechanisms, similar to
those in common-cause initiators, that do not necessarily cause an
initiating event but nonetheless increase the probability of multiple-
system failures occurring at the same time. Often they are associated
with extreme environmental stresses created by the failure of one or
more systems after an initiating event. For example, the failure of a
set of sensors in one system can be caused by the excessive temperature
resulting from the failure of a second system to provide cooling.

Type 2D. Human-interaction dependences: dependences introduced by
human actions, including errors of omission and commission. The per-
sons involved can be anyone associated with a plant-life-cycle activ-
ity, including designers, manufacturers, constructors, inspectors,
operators, and maintenance personnel. A dependent failure of this type
occurs, for example, when an operator turns off a system after failing
to correctly diagnose the condition of the plant--an event that hap-
pened during the Three Mile Island accident when an operator turned off
the emergency core-cooling system.

Type 3. Intercomponent dependences: events or failure causes that re-
sult in a dependence among the probabilities of failure for multiple compo-
nents or subsystems. The multiple failures of interest in risk analysis are
usually within the same system or the same minimal cut set that has been
identified for a system or an entire accident sequence. Subtypes 3A, 3B,
3C, and 3D are defined to correspond with subtypes 2A, 2B, 2C, and 2D, re-
spectively, except that the multiple failures occur at the subsystem and
component level instead of at the system level.

3.7.3 METHODS FOR DEPENDENT-FAILURE ANALYSIS

3.7.3.1 Overview

Dependent failures must be taken into account in (1) the selection of
initiating events, including external events; (2) the definition of accident
sequences (event-tree construction); (3) system modeling (fault-tree con-
struction); and (4) the quantification tasks described in Chapters 5 and 6.
Their analysis is therefore performed by using a combination of. separate
methods.

The available methods for dependent-failure analysis can be categorized
as either explicit, parametric, or computer aided (see Table 3-7). Explicit
methods involve the identification of specific causes of dependent failures
in the event- and fault-tree logic. Included in this category are the
event-specific models (method a), which treat event frequencies and impacts
(fragilities) in terms uniquely appropriate to each event; examples are
earthquakes, fires, and floods. The human-reliability models (method e)
have been set aside as a separate explicit-method category and are discussed
in detail in Chapter 4.

The second category of methods, termed parametric, includes the models
<• known as the beta factor (Fleming, 1975) and the binomial failure rate
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Table 3-7. Summary of principal methods for the analysis of dependent failures

Li
-J
0

Applicability to steps in risk analysis
Selection of Definition of
initiating accident System

Category Method eventsa sequences modelingb Quantificationc

Explicit a. Event-specific models X X X X
b. Event-tree analysis X X (d)
c. Fault-tree analysis X X (d)
d. Cause-table analysis X X (d)
e. Human-reliability analysis X X X

Parametric f. Beta factor X
g. Binomial failure rate X

Computer h. GO X X X
aided i. WAMCOMe X X

j. COMCANe X X
k. BACFIREe X X

aIncluding external events.
bIncludes the steps of Boolean reduction.
Clncluding the tasks described in Chapters 5 and 6.
dNo special quantification techniques are needed for these methods.
eThe method used by these computer codes is sometimes referred to as the "generic cause

approach."
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(Vesely, 1977) (methods f and g in Table 3-7). In these methods, new reli-
ability parameters are added to the usual list to account for dependent
failures. The optimal application of the beta-factor and the binomial
failure-rate methods is in estimating the values for one and two dependent-
failure parameters, respectively, from dependent-failure experience data.
In the Limerick PRA study (Philadelphia Electric Company, 1981), conditional
probabilities for the common-cause failures of diesel generators were esti-
mated from experience data. These conditional probabilities are essentially
the same as beta factors.

Computer-aided techniques for dependent-failure analysis comprise
the third category of methods, which include the codes GO (Kelley and Still-
well, 1981), WAMCOM (Putney, 1981), BACFIRE (Rooney and Fussell, 1978) and
COMCAN (Rasmuson et al., 1979). The latter three codes involve the search
of fault-tree minimal cut sets for common susceptibilities to failure. The
GO code, in addition to serving as an alternative to the fault-tree-analysis
codes (e.g., WAM series, RAS), can also be used to analyze intersystem de-
pendences in the construction and quantification of event trees.*

Table 3-8 summarizes the applicability of the various methods to dif-
ferent types of dependent failures. The dependences associated with
common-cause initiating events are handled with event-specific models,
(method a) and with the methods of event- and fault-tree analysis; details
are discussed in Chapter 10. Intersystem functional dependences are nor-
mally identified in the construction of event trees. Shared-equipment
dependences can be treated with a combination of event- and fault-tree meth-
ods; several variations are described in Section 3.7.3.3. Physical interac-
tions resulting in multiple failures are treated with event-specific models
and are identified in event trees and cause tables (see Section 3.6.2). All
the methods except event-tree analysis are useful in the analysis of inter-
component dependences. The parametric methods (f and g) were developed and
have been applied especially for the subset of intercomponent dependences
known as common-cause failures. More details and illustrative examples are
given in the sections that follow.

3.7.3.2 Dependent Failures of Type 1: Common-Cause Initiating Events

The first step in the analysis of common-cause initiating events, often
referred to as "external events," is the selection of the respective initi-
ating events for detailed risk analysis. The procedure for this selection
is described in Chapter 10. In the case of events that occur in specific
locations of the plant (e.g., fires and floods), the selection of specific
locations can be accomplished with the aid of event- and fault-tree tech-
niques. Examples are given in Chapter 11. The computer-aided methods (h
through k) can aid in assigning priorities to plant locations for analysis.
The GO code can be used to provide the interface between the event-specific
and the event- and fault-tree logic parts of the analysis. Details are dis-
cussed in Chapter 10.

*See Section 6.6 for a description of the computer codes discussed
here.
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Table 3-8. Applicability of methods to types of dependent failures

-j
K)

Dependent-failure type
Common-
cause Intersystem Intersystem Intersystem Intersystem Inter-

initiating functional shared physical human component
events dependences equipment interactions interactions dependences

Method 1 2A 2B 2C 2D 3

a. Event-specific models x X X
b. Event-tree analysis X X X X
c. Fault-tree analysis X X X X X X
d. Cause-table analysis X X
e. Human-reliability X X X

analysis
f. Beta factor X
g. Binomial failure X

rate
h. GO X X x

i,j,k. WAMCOM, COMCAN, X X X X
BACFIRE
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3.7.3.3 Dependent Failures of Type 2: Intersystem Dependences

The four types of intersystem dependences (types 2A, 2B, 2C, and 2D)
can be analyzed by means of event trees, fault trees, or a combination of
them. The variety of approaches available can be explained in terms of a
simple event tree:

Initiating
event

System 1
operates

System 2
operates

p
1/yr Yes

No

oes

No

Yes

N o

To illustrate the effect of functional dependences (type 2A), suppose
that system 2 is not needed unless system I fails. This would be reflected
in the event tree as follows:

Initiating
event

System 1
operates

System 2
operates

-- NN - aPf

7y

No

where NN denotes "not needed."
is the case where system 2 can
cessful operation of system 1.
physical interaction (type 2C)
is reflected in the event tree

Initiating
event

Another example of a functional dependence
operate only in conjunction with the suc-

Such a condition could result from some
that takes place when system 1 fails. It
as follows:

System 1
operates

System 2
operates

a

6 (f = 0)

where IM denotes "impossible."
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To illustrate the event-tree approach for analyzing dependences of
type 2B, shared equipment, suppose that the fault trees developed for
systems 1 and 2 are found to contain the same component failures, A and F,
as primary events:

System 1 System 2
fails fails

Components A and F have shared-equipment dependences and can be treated by
incorporation into the event tree as follows:

Component A System 1
operates operates

Initiating Component F System 2
event operates operates

To complete the analysis, the system fault trees are quantified as con-
ditional on the states of A and F, which are treated as "house" events. For
example, along sequence 6" the fault tree for system 1 is quantified with
t(A) = I and P(F) - 0, which gives the conditional minimal cut sets
{C, B, DE}. On the other hand, along sequence 6 the conditions are P(A) = 0
and P(F) - 0, which gives the minimal cut sets for system 1 of {C, DEJ.
This method of analyzing shared-equipment dependences, referred to as "event
trees with boundary conditions," is discussed in more detail in Chapter 6.

Another approach to treating shared-equipment dependences is to link
the system fault trees together, thus developing a single large fault tree
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for the entire accident sequence. In the case of sequence y, for example, a
K• fault tree would be constructed for the top event "system 1 fails and system

2 operates successfully." This tree would be synthesized from the respec-
tive system fault trees by linking them together with an AND gate. For each
system that is postulated to operate successfully in the sequence, it is
necessary to convert the failure logic in the fault tree to success logic.
The fault tree for sequence y would then look like Figure 3-26.

During the Boolean reduction of the fault tree shown in Figure 3-26,
the shared-equipment dependence as well as the effect of success states are
properly taken into account. It can be easily shown that, if properly eval-
uated, the methods of fault-tree linking and event trees with boundary con-
ditions give identically correct results.

Note that it is not necessary to physically construct the sequence
logic tree to implement the fault-tree-linking method. An alternative is to
determine the minimal cut sets of each system separately and to resolve the
shared-equipment dependence by using Boolean algebra to manipulate the sys-
tem cut sets to find the minimal cut sets for the sequence. The Boolean
logic is initially synthesized to yield

y - 1 AND 2

= [(A AND B) OR C OR (D AND E) OR F] AND (A OR F OR G)

After Boolean reduction, the logic is simplified to the form

'y [C OR (D AND E)] AND (I AND F AND G)

which is equivalent to the list of minimal cut sets obtained by analyzing
the synthesized fault tree:

{FCI ADEI

An alternative approach to the above procedure, which was used in the
Interim Reliability Evaluation Program (IREP), is to link the system fail-
ures stated along each accident sequence together with an AND gate, deter-
mine the minimal cut sets of the AND gate, and compare these minimal cut
sets to those of the fault trees for the system successes in the accident
sequence. For the above example, the minimal cut sets for the AND gate are

{AB, C, DE, F)

After the minimal cut sets of the AND gate are determined, any minimal cut
set that is a superset of a minimal cut set of a fault tree for a system
success in the accident sequence is eliminated. For sequence y in the
above example, the minimal cut sets of the fault tree for the system suc-
cess (system 2) are

[A, F, GI

Since AB is a superset of A and F is a superset of F, minimal cut sets AB
K and F are eliminated from the set of minimal cut sets for sequence y.
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The final set of minimal cut sets for sequence y becomes {C, DE}. Thus, the
minimal cut sets that cause system 2 to fail, contradicting the assumption

that system 2 succeeds, have been eliminated.

When rigorously followed, both fault-tree linking and event trees with

boundary conditions correctly model the shared-equipment dependences and

both entail, apparently, comparable levels of data processing. In actual

applications it is necessary to construct much larger models than that used

in the preceding examples to accommodate the larger number of systems and

associated dependences that must be taken into account. There is a trade-

off between the level of detail in the event trees and that in the fault

trees. In the method of fault-tree linking, the event trees can be kept

rather small, on the order of those used in the Reactor Safety Study (USNRC,
1975), whereas the fault trees for each sequence are rather large. In con-

trast, the method of event trees with boundary conditions requires the use

of large event trees, with correspondingly smaller fault trees for each node

in the event tree. With either method, the size of the tree can become im-

practical if the tree is not simplified in some way. The conservative ap-

proximations that can be used with either method to reduce the size of the

models for easier quantification are discussed in Chapter 6.

The method of event trees with boundary conditions has a variation that

can be used to reduce the size of trees for quantification; this variation

Figure 3-26. Hypothetical fault tree for sequence -. Here X denotes failure; X denotes the

successful functioning of the component.
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makes use of multiple-system event trees. In practice, most shared-
K> equipment dependences involve the dependence of front-line systems on sup-

port systems. The use of event trees with boundary conditions is made more
efficient by developing a separate event tree for the support systems and
separately quantifying their contributions to the risk-dominant sequences.

To illustrate the analysis of support-system dependences in separate
event trees, consider the simple example of a plant that consists of three
systems that must respond to some hypothetical initiating event: (1) the
emergency core-cooling system (ECCS), (2) the auxiliary feedwater system
(AFWS), and (3) the containment-building fan coolers (FC). Suppose also
that the ECCS, AFWS, and FC systems each requires dc power, ac power, and
service water as support systems. Each system is assumed to be a two-train
redundant system with no cross-tie capability between divisions of front-
line and support systems. It is further assumed that ac power is dependent
on dc power, and service water requires both ac and dc power. The support-
system event tree for this example is shown in Figure 3-27. The frequency
of each sequence can be quantified by the methods described in Chapters 5
and 6. The impact of each support-system failure/success combination on the
event tree is assigned an "impact vector" to describe the front-line systems
that fail as a result of support-system failures. As indicated in Figure
3-27, the number of unique impact vectors is often much less than the number
of sequences on the event tree. Hence, the 16 sequences result in only four
unique impacts. The frequencies of each impact vector, or "support-system
state," can then be obtained from

(I k IiE) - • $(IjkliE) (3-1)

where W(IkIiE) is the total frequency of unique impact vector k given the
initiating event occurs and *(IjkliE) is the frequency of the jth event
sequence, whose impact vector is identical with Ik given the initiating
event occurs.

The analysis is completed by evaluating the front-line-system event
tree--which in this example includes the ECCS, AFWS, and FC systems as
event-tree headings--for each support-system state. The impact vector is
used to establish the boundary conditions for the quantification of each
state. The total frequency of any sequence I in the front-line event tree
is then obtained by using

K
*(I) - *(iE) L *(I kiE) *(Ij IkiE)

k=1

where *(iE) is the frequency of the initiating event and W(XIIkhiE) is the
frequency of sequence I in the front-line event tree given support-system
state k and the initiating event.

The above technique was used in the Zion PRA (Commonwealth Edison
Company, 1981) to analyze the dependences of plant systems on electric
power. More recently, the approach has been integrated into an advanced
version of the GO code (Kelley and Stillwell, 1981) that has the capability
to automatically construct the event tree from a GO model of the plant and
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system interconnections, assign impact vectors to each sequence, and perform> the summation of Equation 3-1. The use of a computer-aided procedure to
analyze intersystem dependences in this fashion greatly simplifies the anal-
ysis of the event trees for front-line systems. The use of computer aids
for dependent-failure analysis is discussed further in Section 3.7.3.9.

The assignment of impact vectors to the support-system event trees pro-
vides an intermediate assessment of the level of damage or the consequences
associated with the portion of the accident sequences that appears in the
support-system event trees. Because the quantification of support-system
event trees yields information about both the frequency and the damage level
of each sequence, it is possible to find the risk-dominant support-system
sequences, or states, without quantifying the front-line or the containment
event trees. The support-system states that can be shown not to make sig-
nificant contributions to risk can be "pruned" at this step, thus reducing
the number of states that need to be run through the front-line event
trees. Hence, a separate event-tree analysis of support systems requires
less overall data processing than does either the method of fault-tree
linking or the variation of the event tree-boundary condition method in
which both support and front-line systems are included in the same single
event tree.

3.7.3.4 Analysis of Intercomponent Dependences (Common-Cause Failures)

Once the intersystem dependences are accounted by means of one of the
methods described in the preceding section, the plant logic has been devel-
oped to a level of detail corresponding with basic component-failure modes.
Before the quantification of the event and fault trees can be completed, it
is necessary to analyze the possibilities for dependences among the basic
component failures (type 3 intercomponent dependences). A well-known cate-
gory of dependent failures involving multiple components is common-cause
failure (CCF): the occurrence of multiple component failures induced by a
single, shared cause. The importance of CCF in system-failure analysis can
be seen from the following simple example of a system with three components
A, B, and C. Suppose that the reliability block diagram for this system is
given by

The corresponding system unavailability Q can be expressed as

Q = P(A AND B) + P(C) - P(A AND B AND C)

or alternatively as

Q - P(A) P(BIA)[I - P(CIA AND B)] + P(C)
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where P(x) is the availability of component x and P(ylz AND t) is the una-
vailability of component y given components z and t are failed.

The significance of common-cause failures in this example is as
follows: any cause of failure that affects any pair or all three components
at the same time (or, in general, any multiple set of components in the sys-
tem) will have an effect on system unavailability. When Equation 3-2 is
used, these common causes show up as dependences in that the conditional
component unavailabilities-- for example, P(BIA)--are different from, and
often significantly greater than, the respective unconditional unavailabili-
ties; in other words, P(BIA) >> P(B). It is a well-known characteristic of
common-cause failures that, if the cause or causes are shared by two or more
components in the same minimal cut set, the assumption that the component
unavailabilities are independent leads to optimistic predictions of system
reliability. It is not so well known that, if the dependence exists between
two or more units in a series system (i.e., in different minimal cut sets),
the assumption of independent failures can lead to conservative predictions,
depending on how the data are analyzed. However, the former effect is more
important and can lead to considerably larger errors in calculations for
highly reliable redundant systems.

The magnitude of the errors that result from neglecting common-cause
failures can be seen by developing the model of the above three-component
system in terms of sets of explicit causes of component failure. Suppose
that each of the three components can fail through independent causes, de-
noted by A', B', and C', and further that there are additional causes of
failure, denoted by D, common to components A and B, and a final set of
causes, denoted by R, that are common to components B and C.

The causes of single and multicomponent failures can be represented in
the format of a fault tree (see Figure 3-28) where the causes appear at the
level below the basic component-failure modes.

An alternative approach is to develop the failure causes for each
component-failure set in the form of a cause table (see Section 3.6.2),
separately from the fault tree or the reliability diagram, which is left in
terms of basic component-failure modes. In Table 3-29 this fault tree is
quantified under the assumption that all the causes of single and multi-
component failures are independent for the different cases chosen to illus-
trate the effect of the common causes. The tree can then be quantified in
the normal way with the aid of the minimal cut sets of causes rather than
the minimal cut sets of component-failure modes, both of which are indi-
cated in Figure 3-28.

Cases 1 and 2 are selected to illustrate the well-known result of a
common cause shared by redundant components, in this case A and B. In each
of these cases the component unavailability is held fixed at 1 x 10-3 but

is distributed differently between the independent and the common causes.
As the common-cause contribution is varied from 0 to I percent (essentially
the same as varying the component beta factor from 0 to .01), the system
unavailability is increased by more than a factor of 10. Of course, there
are examples in which the effect of common cause is many orders of magni-
tude. However, these values were selected to help view the problem from a
different perspective, as explained in the discussion that follows.
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Figure 3-28. Fautt tree for a three-component system with independent and common causes.

Let us examine case 1--the typical situation in which the component un-
availabilities are known and it is assumed that the component-failure modes
are independent. This assumption implies that all the causes of component
failure, which presumably are not known in most cases, are also independ-
ent. A comparison of cases 1 and 2 shows that, in order for the result of
case I to be "correct," it is necessary to establish that all causes of
failure, which contribute to more than 99 percent of the component unavail-
ability, are Independent. (Even if only 0.1 percent of the failure-cause
contribution is common, the result of case 1 is still off by a factor of 2.)
This result can be generalized to the statement that, whenever independ-
ence is claimed between subsystems highly reliable redundancy, it is neces-
sary to have an extraordinarily high level or confidence in asserting that
all causes of subsystem failure are independent. The level of confidence
that the independence assumption is correct must exceed the complement of
the unavailability claimed for the redundant subsystem. This result is com-
pounded for higher levels of redundancy.

Cases 3 and 4 illustrate a result that is not so well known: for a
given fixed level of component unavailability, common-cause failures ac-
tually tend to improve the reliability of a system of components in series
(i.e., components not in the same minimal cut set). In these two cases, the
redundancy is eliminated (P(A) - 1) and the unavailabilities of components B
and C are held fixed, again at 10-3. As the common-cause contribution to
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component unavailability increases from 0 to 50 percent (i.e., as the beta
factor increases from 0 to 0.50), the system unavailability decreases by 30
percent. In most cases the common-cause fraction would be expected to be
less than 50 percent, in which case the effect on the series system unavail-
ability would be smaller. Hence, this type of common cause can usually be
ignored with a small error on the conservative side. However, this example
points to the fact that the existence of any cause common to any set of com-
ponents in a system changes the unavailability of the system. The situation
becomes even more complicated in the multisystem or plant-level models en-
countered in risk analysis.

The simple model and examples described above are also useful in de-
scribing some of the interrelationships between common-cause failures and
their analysis--and the related issues of human reliability, data, and com-
pleteness. The role of completeness should be obvious from the quantifica-
tion cases just described. The sensitivity of reliability predictions to
the assumption that component failures are independent has been shown to be
strongly related to the completeness of the model. Only in the ideal case,
when essentially all the causes of component unavailability are identified
and shown to be independent, can we be assured that the error resulting from
the assumption of independence is negligible. In realistic cases, in which
only some of the causes are explicitly identified, the assumption of inde-
pendent failures, particularly in the case of multiple equipment items in
the same cut set, should be suspect. Hence, the more complete the models
are in terms of the identification of causes, the better the treatment of
common-cause failures.

The relationship between human actions and common-cause failures arises
from the fact that all types of system and component failures are either
caused or induced by human actions. Design errors and other human acts
during manufacture, installation, operation, and maintenance are among the

Table 3-9. Effect of two types of common causes on fault-tree
quantificationa

Fault-tree quantification case
Case 1 Case 2 Case 3 Case 4

No common Common causes No redundancy, No redundancy,
Param- cause, no A and B, no no common- common causes
eter single failures single failures cause failure B and C

P(A') 1.0 x 10- 3  9.9 x 10-4 1 1
P(B') 1.0 x 10-3 9.9 x 10-4 1.0 x 10-3 5.0 x 10-4

P(C') 0 0 1.0 x 10-3 5.0 x 10-4

P(D) 0 1.0 x 10-5 0 0
P(E) 0 0 0 5.0 x 10-4

Q 1.0 x 10-6 1.1 x 10-5 2.0 x 10-3 1.5 x 10-3

aSee Figure 3-28 for the fault tree.
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chief causes of multiple as well as single component failures. Of partic-
K ular interest in the analysis of common-cause failures is the fact that a

substantial number of human errors and shortcomings affect the entire
system--or at least multiple components, as opposed to individual components
singly. The dependence among error rates in a sequence of human actions is
recognized as an important factor in the technique for predicting the rates
of human error, which is discussed in Chapter 4.

The limitations and uncertainties associated with attempts to analyze
common-cause failures can be largely attributed to a lack or a scarcity of
data. For example, if sufficient applicable data were available at the
system level, the unavailability and other reliability characteristics of
the system could be estimated directly from the data without analyzing the
system through various combinations of cause failures. The analysis of
field-experience data is also the most effective and defensible way to
establish the degree of dependence among the causes of multiple failures, to
estimate the conditional frequencies of common-cause failures (e.g., beta
factors), or to estimate multiple-failure frequencies directly, depending on
the type of the model. However, many problems and limitations are associ-
ated with currently published data sources and "banks" in the context of
common-cause analysis. These are discussed in Chapter 5.

There are basically three approaches to analyzing and quantifying the
effects of common-cause failures in a system-failure analysis. One is to
develop the causes of failure explicitly in the fault trees or the cause
tables. The second and third approaches are the beta-factor and the
binomial-failure-rate methods, which use parameters to quantify the effect
of common causes without explicitly enumerating the causes. All three ap-
proaches require the collection and analysis of CCF experience data, as de-
scribed in Chapter 5. A brief discussion and a limited comparison of the
three methods are presented below.

3.7.3.5 Fault-Tree Analysis of Common-Cause Failures

One approach to the analysis of common-cause failures is to model them
directly in the system fault tree or as specific entries in the cause table.
The basic concepts of fault-tree construction and cause-table analysis are
discussed in Sections 3.5 and 3.6.2, respectively. This approach seeks to
apply experience data at the greatest level of detail available. Specific
details of the modeled system-failure modes are compared with the common-
cause failures experienced in similar systems to determine their applicabil-
ity. The analyst must exercise judgment in this task because rarely are the
systems exactly alike. For example, suppose a dependence induced two of two
redundant trains to fail in one system, but the system to be analyzed has
three redundant trains. The analyst must decide whether to model the cause
as affecting all three trains or just two, depending on the details of the
experienced event in relation to the design of the system being analyzed.
While some design changes may have been specifically introduced to eliminate
observed dependent failures, it is recognized that these same changes may
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introduce new common-cause failures as yet not experienced. The review of
past experience is therefore often augmented by systematic searches for de-
pendences between the components of the system. Two or more components may
share the same operating environment or require the same periodic mainte-
nance actions.

These qualitative searches for sources of common-cause failure are use-
ful for the task of design improvement but, when performed in the absence of
CCF experience data, are difficult to quantify without resorting to the as-
signment of subjective probabilities. However, a systematic search for the
common causes of failure would greatly enhance the basis for such subjective
assessments. The computer-aided procedures described in Section 3.7.3.9 are
useful in carrying out such systematic searches for common-cause failures.

As indicated in the sample fault-tree analysis of causes in Section
3.7.3.4, the chief weakness of this approach is the tendency to under-
estimate the frequencies of common-cause failures because of the incomplete
enumeration of causes. If the systematic search identified the common
causes of failure for each of the lowest order of minimal cut sets for the
system, it would be easier to establish that the most important CCF events
were accounted for. As indicated in examples given below, it would be
extremely difficult to establish that any redundant system is not suscep-
tible to common-cause failures.

It is of interest to examine some actual occurrences of dependent fail-
ures and to determine whether the search procedures would have identified
them. Tables 3-10 and 3-11 describe two classes of dependent failures:
those due to generic causes and those due to special conditions. The ge-
neric causes are defined as out-of-tolerance operating conditions; the spe-
cial conditions refer to conditions or attributes that may be common to a
number of system components. These causes and conditions form the basis for
a search for dependent failures.

For example, failure data for auxiliary feedwater systems in pressur-
ized water reactors (see the example on page 3-88) show that, in the 11 in-
stances of multiple failures, five were due to maintenance or operator error
and one was due to improper installation. This emphasizes the importance
of the noted special conditions. The search procedures may have been able
to assign the cause of a multiple-failure event to a common inadequately
trained maintenance team. This same maintenance team, however, would be re-
sponsible for much of the plant's systems. A great many dependences could
be attributed to this condition alone. All such dependent-failure causes
could not possibly be included in the system's fault tree. Yet several
maintenance-related errors did lead to dependent failures.

How could the analyst determine beforehand which dependences to ignore
and which to include? This reveals an important limitation associated with
fault-tree cause analysis. In an effort to ensure completeness, an intrac-
table number of dependences are identified. Taken separately, these depend-
ences can often be discounted on the basis of a perceived low occurrence
probability. Experience shows, however, that as a class they cannot be dis-
missed. There are many accounts of dependent-failure events involving de-
pendences once thought to be highly improbable. Table 3-12 lists just a
few.
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Table 3-10. Generic causes of dependent failures
K>

Generic cause Example of source

Impact

Vibration
Pressure

Grit

Moisture
Stress
Temperature

Freezing
Electromagnetic

interference
Radiation damage
Conducting medium
Out-of-tolerance

voltage
Out-of-tolerance

current
Corrosion (acid)

Corrosion
(oxidation)

Other chemical
reactions

Biological hazards

Pipe whip, water hammer, missiles, earthquakes,
structural failure

Machinery in motion, earthquake
Explosion, out-of-tolerance system changes (pump

overspeed, flow blockage)
Airborne dust, metal fragments generated by moving

parts with inadequate tolerances, crystallized
boric acid from control system

Condensation, pipe rupture, rainwater
Thermal stress at welds of dissimilar metals
Fire, lightning, welding equipment, cooling-

system faults, electrical short-circuits
Water freezing
Welding equipment, rotating electrical machinery,

lightning, power supplies, transmission lines
Neutron sources, charged-particle radiation
Conductive gases
Power surge

Short-circuit, power surge

Boric acid from chemical control system, acid used
in maintenance for rust removal and cleaning

In a water medium or around high-temperature
metals (e.g., filaments)

Galvanic corrosion; complex interactions of fuel
cladding, water, oxide fuel, and fission products

Poisonous gases, explosions, missiles

Table 3-11. Special conditions

Special conditions Example of source

Calibration Misprinted calibration .instructions
Installation Same subcontractor or crew

contractor
Maintenance Incorrect procedure, inadequately trained personnel
Operator or Operator disabled or overstressed, faulty operating

operation procedures
Proximity Location of components in one cabinet (common

location exposes all of the components to many
unspecified common causes)

Test procedure Faulty test procedures that may affect all
components normally tested together
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Table 3-12. Dependent failures involving subtle dependences

Plant Description

Rancho Seco

Three Mile Island
Unit 2

Brunswick

Vermont Yankee

Trojan

Cooper

Dropped lightbulb led to shorted instrument bus,
leading to a scram and a severe transient

Maintenance error: valves in auxiliary feedwater
system left closed

Gasket rupture on service-water linel resulting
spray failed a pressure switch

Improper installation of insulation led to failure
of three ADS valves through overheating

Maintenance error: lifted electrical lead
prevented automatic pump start

Mechanic maintaining one service-water pump
accidentally broke an adjacent pump

3.7.3.6 Beta-Factor Method

The beta-factor method (Fleming, 1975) can be used to model depend-
ences between dissimilar and not necessarily redundant equipment. In prac-
tice, however, it is most often applied to systems for which the most data
are available--systems with redundant and identical equipment. The beta-
factor method models dependent failures of two types: intercomponent physi-
cal interactions (type 3C in Section 3.7.2) and human interactions (type
3D).

The model assumes that X, the total (constant) failure rate for each
unit, can be expanded into independent and dependent failure contributions:

X = Xi + Xc

where Xi is the unit failure rate for independent failures and Xc is the
unit failure rate for dependent failures.

For convenience, a parameter, 0, is defined as the fraction of the
total failure rate attributable to dependent failures:

c c

c + I -
(3-3)

so that Ac - OX and Ai - (1 - O)X and 0 < 0 < I.

For a more general case of dissimilar units, A and B, a different X and
0 are defined for each unit:

A -AA =X B
c A A B B
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The above definitions can be used to derive expressions for the overall
K>• reliability or failure probability of a multiple-unit system by modeling

dependent failures in series with independent failures, which are drawn in
parallel in a reliability diagram. Some reliability expressions for some
typical identical and redundant system configurations have been summarized
by Fleming et al. (1975).

Markov models can be used in conjunction with the above definitions to
develop expressions for the unavailability and reliability of repairable
systems. The system probability of failure on demand, US, for a one-of-
two system subject to independent and dependent failures is given by

U S 0 - X kd (d - PdXd) + OdYd (3-4)

where Xd is the failure-on-demand probability for a single unit and Pd is
the fraction of demand failures of each unit due to common causes.

The first term on the right-hand side of Equation 3-4 corresponds to
multiple independent failures; the second term accounts for common-cause
failures. For Pd and Xd on the order of 0.1 or less, the first term can
generally be neglected.

The unavailability of a one-to-two operating, repairable system, QS,
is given by

X(X + pl)[(2 - 1) X +

Q (2 - p)X 3 + [(3 - 2 p) + 2pi]X2 + [(4 - 2P)p + ] lX + +

where p, is the (constant) repair rate of single unit when one unit is
failed, 12 is the (constant) repair rate of both units when the system is
failed, and X and P are as before.

For systems with more than two units, the beta-factor model does not
provide a distinction between different numbers of multiple failures. This
simplification can lead to conservative predictions when it is assumed that
all units fail when a common-cause failure occurs. Further model develop-
ments may wish to consider dependent failures of two or three units out of
a total system of n units. Note that, in general, the beta factor for the
failure to continue running (P) is not necessarily equal to the beta factor
for the failure to start on demand (pd).

The strength of the beta-factor method lies in its direct use of expe-
rience data and in its flexibility. Like other dependent-failure models,
subjective assessments of the parameter values must be used when data are
unavailable. The beta-factor method is most useful for analyzing dependent
failures in systems with limited redundancy (two or three units). It can be.
applied after finding the minimal cut sets of the system or incorporated
directly into the fault trees. For the latter approach, a separate primary
event for just the dependent failures of multiple units would be added;
independent failures would be assigned their own primary events. Minimal
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cut sets would then be determined, and those containing the dependent fail-
ures would be quantified by using the appropriate beta factor.

When the beta factor is incorporated directly into the fault trees, the
dependences between primary events in a cut set are quantified by using the
equations of the beta-factor model. If only cut sets up to a certain com-
ponent order are to be quantified, components with dependent failures are
counted as a single component. When the model is applied as discussed
above, at the component level, judgment must be used to decide when to treat
failures in a cut set as dependent or independent.

Example: PWR Auxiliary Feedwater System

Failure data for PWR auxiliary feedwater (AFW) systems have been col-
lected from licensee event reports (Atwood, 1980a). For this collection the
water supply (condensate storage tank) is defined as being outside the
system. Table 3-13 identifies the number and type (e.g., turbine driven) of
pumps in each train and the period of reported observation; Table 3-14 sum-
marizes the multiple-failure instances. The reported failures include
mechanical and electrical failures of pumps, valves, and strainers as well
as operator and maintenance errors.

Table 3-13. Instances of multiple failures in
PWR auxiliary feedwater systemsa

Number of
failures and Number of trains

Plant Date failed train typeb M T D

Calvert Cliffs Unit 1 5/76 2/T, T 0 2 0
Haddam Neck 7/76 2/T, T 0 2 0
Kewaunee Unit 1 8/74 2/M, M 2 1 0

10/75 2/M, T 2 1 0
11/75 3/M, M, T 2 1 0

Point Beach Unit 1 4/74 2/M, M 2 1 0
Robert F. Ginna 12/73 2/M, M 2 1 0
Trojan Unit 1 1/76 2/T, D 0 1 1

12/77 2/T, D 0 1 1
Turkey Point Unit 3 5/74 3/T, T, T 0 3 0
Turkey Point Unit 4 6/73 2/T, T 0 3 0

aFrom Atwood (1980a).
bKey: M, motor-driven pumps; T, turbine-driven pumps; D, diesel-

driven pumps.

Consider as a unit each train of the system, including the strainer,
the pump, and the associated valves. The beta-factor method will be
applied to determine a generic probability of AFW-system failure to start
for systems with more than one unit. Here "start" means that at least one
unit starts and runs for some short period of time. All of the incidents
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Table 3-14. Summary of PWR auxiliary feedwater experiencea

Summation of number of systems times
length of service

Contribution to above by multiple-unit
systems

Summation of number of units times
length of service

Contribution to above by multiple-unit
systems

Total number of single failures
Number of single failures in multiple-

unit systems
Number of multiple-unit failure events
Number of unit failures in dependent-

failure occurrences

1874 system-monthsb

1641 system-monthsb

4682 unit-monthsb

4449 unit-monthsb

69
68, Ni

11, Ne
24, Nc

aNo distinction made between motor-,
driven pumps.

bCalendar months.

turbine-, or diesel-

collected by Atwood (1980a) can be interpreted as unit failures to start.
None of the multiple-failure incidents were propagating failures. This is
typical of the experience of many systems.

The beta-factor point estimate is given by

c Nc/T Nc 24
C- = C = - - 0.26

SX + X i (N /T) + (Ni/T) N + Ni 24 + 68
(3-5)

The number of occurrences of multiple-unit failures, Ne, should not
be confused with Nc in determining P. A common error is to substitute
Ne for Nc in Equation 3-5.

Assuming one complete (i.e., all units) system demand for each calendar
month, the per-demand probability of failure to start for a one-of-two sys-
tem is given by Equation 3-4 with

U - (Ni + Nc)/(T x 1) - (68 + 24)/4492 - 0.2

so that

US .26)(.02)]2 + (.26)(.02) - 2 x 10-4 + 5.2 x 10-3

- 5.4 x 10-3

Note that data from both two- and three-unit systems were used to ob-
tain a failure-probability estimate for a two-unit system. Moreover, par-
tial as well as complete system failures were included in the model.
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For a one-of-three unit system, the contribution from multiple independent
failures is negligible, so that the probability of failure to start is

US,3 = 5.2 x 10-3

Table 3-13 shows that 6 of the 11 multiple-failure instances resulted
in total (i.e., all units) system failure. For the 1641 calendar months of
system experience, a per-demand probability of system failure can be esti-
mated to be

Us = 6/1641 = 3.7 x 10-3

For two-unit systems alone, the data give point estimates of

U = 4/474 = 8.4 x 10-3US,2

and for three-unit systems, the per-demand probability of failure to start
is

US,3 = 2/(1641 - 474) = 1.7 x 10-3

For this problem the beta-factor method gave a comparatively higher
failure probability for three-unit systems and a slightly lower probability
for two-unit systems than the values calculated directly from data.

With regard to the diversity of the AEW-system trains, the data show
three total-system failures in 1373 calendar months for diverse multiple-
unit systems and three total-system failures in 268 calendar months for
identical multiple-unit systems. These give per-demand system-failure prob-
abilities of 3/1373 = 2.2 x 10-3 and 3/268 = 11.1 x 10- 3 , respectively.

The beta-factor method does not provide for such distinction. Depend-
ent failures between dissimilar or diverse trains can be modeled, but the
method must be applied in two successive steps. In the first step, the two
identical components are modeled; in the second step, a "supercomponent"
representing the identical pair is modeled with the diverse train.

As already mentioned, the beta-factor method can also be used at the
component level, rather than at the train level discussed above. This
allows the results to be applied to system configurations not represented in
the data base by a suitable combination of component values. There are two
drawbacks to applying the model at the component level, however. First,
there is less failure data for separate components than for each train as a
whole. This can be partly circumvented by using data for the same compo-
nents from other systems with similar environments. Second, a larger number
of dependent relationships must be considered. For example, instead of the
single dependence between trains, the analyst must consider dependences be-
tween the valves, the pumps, and the strainers, as well as cross-component
dependences like those between the pump of one train and the valves of the
others. In practice, these cross-component failures can generally be
neglected or included in the count of similar components.
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The failures collected by Atwood (1980a) have been assigned to one of
three categories--pump, valve, or strainer failures-for this example (see
Table 3-15). The estimated per-demand total failure probabilities, for
pumps, valves, and strainers (indicated by the subscripts p, v, and st,
respectively) are

up - (40 + 15)/4449 = .012

Uv = (26 + 4)/4449 - 6.7 x 10-3

Ust = (1 + 5)/4449 - 1.3 x 10-3

The beta factors for these components are

O- 15/(15 + 40) - .27

Ov M 4/(26 + 4) = .13

Pst 5/(5 + 1) - .83

The minimal cut sets for a one-of-two system with each train contain-
ing these three components are

VI1V 2' PIP2, SIS2

vIP 2 , V1 S2

V2P1' V2S1

P1 S2' P2SI

The total failure probability for a multiple-train system with each of
the above three components in each train is then estimated by the beta-
factor method to be, per demand,

u'= pXp+ vXv + Pstst + [(1 - Pp)Up + (1 - Pv)U + (1 - Pst)Ust] 2

= 5.4 x 10-3 (3-6)

The last term in Equation 3-6 describes the fraction of independent
failures in the total system-failure probability. The first three terms
give the dependent-failure contributions. Note that for this example only
dependences between similar components were modeled. As expected, the final
numerical result is the same as that derived earlier with the beta-factor
method at the system train level.

The above point-estimate calculations with the beta-factor method
depend on the particular independent and common-cause failures. Although
the experience data include events that fit the definitions of independent
and common-cause failures assumed in the model, there are also events in
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Table 3-15. Summary of auxiliary feedwater component categorizations

Number of components

Component Number of single- Number of multiple- failed in multiple-

failure instances failure instances failure instances

Pump 40 7 15
Valvesa 26 2 4

Strainers 1 2 5

aFor our discussions all valve failures are combined, although

in reality several different kinds of valve failures are included in

the data.

the "gray" area, which might be termed partial or potential common-cause

events. For example, one component might have actually failed, whereas the

failure of a second component was found to be incipient. There is also

sometimes a fine line between what might be regarded as a single failure and

a common-cause failure. These factors give rise to uncertainties that must

be taken into account in the analysis of common-cause failures. The methods
described in Chapter 5 for estimating confidence limits in uncertainty

bounds on failure rates are applicable to the beta factor as well since P is

simply the ratio of failure rates as defined in Equation 3-3.

3.7.3.7 The Binomial Failure-Rate Model

The binomial failure-rate model is a special case of a more general
model developed by Marshall and Olkin (1967). A system of m units can fail

in 2 m-1 ways, each represented by a vector x. The Marshall-Olkin model as-

sumes that each failure mode x has an exponentially distributed occurrence

time given by

f (t) = X exp(-kx t)

where Xx is the failure rate associated with an m-dimensional vector x con-

sisting-of O's and 1's. For example, if m is 3, the vector (1,1,0) denotes

the failure of units I and 2 and nonfailure of the third unit. For a sys-

tem of two identical units, the probability p that both units will fail in

time t is then approximately

2
p = (X1 t) + X2 t (3-7)

where X, is the single-unit failure rate, x = (1,0) or (0,1), and )2 is

the multiple-failure rate, x = (0,1).

Note the similarity between Equations 3-7 and 3-4. In fact, the

Marshall-Olkin and beta-factor methods have been shown to be identical for

two-unit systems (Fleming and Raabe, 1978).

K>
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The Marshall-Olkin model has been specialized (Vesely, 1977) for appli-

cation when data are sparse. This specialization is referred to as the bi-
nomial failure-rate (BFR) model. It is assumed that the system's units are
identical or at least similar, so that the failure rates X, depend only
on the number of units failed. Each unit can fail individually with a con-
stant failure rate X. "Common-cause shocks are assumed to hit the system at
random times. The time between shocks is exponentially distributed, with
constant occurrence rate p. Given that a shock has occurred, each unit has
probability p of failure, with the same p for each unit." The term "bino-
mial failure rate" is used because the number of failed units, given a
common-cause shock, is binomially distributed with parameters m and p.

The BFR model differs from the beta-factor model in that it distin-
guishes between the number of multiple-unit failures in a system with more
than two units. For example, different failure rates would be derived for
two of three units failing versus three of three units failing. To accom-
plish this, however, the BFR model requires an assumption about the rela-
tionship between the failure rates, so that three parameters, U, X, and
p, need to be evaluated, no matter how many units the system has.

The applicability of the BFR model is tied to how well-observed events
can be simulated by adjustments to the parameters p and p. The shock rate p
is not directly available from the data, because shocks that do not happen
to cause any failures are not observable. Also, depending on the quality of
the data, single failures from common-cause shocks may not be distinguish-
able from single independent failures.

Consider a system of m similar units. The failure rate for one unit
of the system, XI, is then given by

rn-I)1 = MX + P(mpq

where q = I - p. The first term on the right-hand side gives the total con-
tribution of the independent-failure rate. The second term gives the rate
of single-unit failures resulting from common-cause shocks. A common-cause
shock need not result in a multiple-unit failure or even a single-unit fail-
ure. The failure rate for i units of the system is given by

4 (M) piqm-1] for i = 2, m (3-8)

where

i it(m - W)!

Any occurrences of multiple independent failures are counted as the occur-
rences of single failures. Given some data, the parameters m and p are
selected to maximize the probability of the observed results. Define the
rate of dependent multiple failures

m

i+ =(1 qm - mpqm-) (3-9)
i=2
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and let Ni be the number of observations of i concurrent failures. Define
also

m
N+ 2:- N,1-2

We wish to maximize the likelihood of the observed data:

PT[N = n I, N2 - n2,..., Nm = nm]

= P 1[ 1 -, nl] P*[I+ = n+] P=[N 2 = n2 ''.'.,N] " n= (N+ - n.+ (3-10)

Now the variables NI and N+ have Poisson distributions with parameters XiT
and A+T, respectively. Here T is the system operating time in the observed
data. Maximize the likelihood of PI and P+ by estimate

XI W n /T and X - n+/T
1 1 + +

The factor Pm of Equation 3-10 follows a multinomial distribution. Provided
the independent unit failure rate X > 0, then the equation that allows one
to find an estimate of p that maximizes Pm is (Atwood, 1980b)

S- mn+p(1 - qm)/(1 - qm - mpq m-) (3-11)

where S is the total number of units failing in multiple-failure occur-
rences--that is,

m
S E ' in

i-2

For the special case in which m = 3, Equation 3-11 can be solved
directly:

p - 3(S - 2n +)/(2S - 3n ) (3-12)

With Xl, X+, and p, an estimate for U can be obtained from Equation 3-9.

The above equations hold only for systems with m > 2. This is not a
serious drawback because systems with m - 2 can be handled easily by the
general Marshall-Olkin model or the beta-factor method. Furthermore, if
independent failures can be distinguished from single failures resulting
from common-cause shocks, expressions for systems with m - 2 can be easily
formulated.

Example: PWR Auxiliary Feedwater System

Consider the PWR auxiliary feedwater system discussed in Section
3.7.3.6. The earlier equations in terms of failure rates are converted to
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failure-to-start probabilities, assuming one system demand per calendar

K>• month. Equation 3-8 becomes

1I 68 Nt 1
U - .0414; u N.... .0067
1 x 1 1641 .+ Tx 1641

Only data from three-unit systems can be used as evidence for the parameter
p. The total number of units failing in multiple-failure occurrences, S, is
16 for this example. Equation 3-12 provides for an estimate of p:

p = 3[16 - 2(7)]/[2(16) - 3(7)] - 6/11 = .55

= .45

Then the per-demand common-cause shock rate is estimated from Equation 3-9:

.0067 =^u[ - (.45)3 - 3(.55)(.45)2]

= .0118

Using these estimators in Equation 3-8, the per-demand system-failure
probabilities for two of the three units failing and then three of the three
units failing are obtained:

U (.0118) 3)(.55) 2 (.45)3-2 - 4.8 x 10-3US,2 2

U (.0118) (3) (.55)3 (.45)3-3 . 1.9 x 10-3US,3 3

Uncertainties must be taken into account in estimating the parameters
of the BFR model, as with any parametric method. Both Bayesian and statis-
tical approaches have been developed for this use and published by Atwood

(1980b). A computer program is also available for performing the associated
calculations (Atwood and Switt, 1981). The results obtained by the beta-
factor and the BFR methods are compared below.

3.7.3.8- Discussion and Comparison of the Parametric Methods

Both parametric methods use experience data to estimate common-cause
rates and so are not applicable when few dependent-failure data are avail-

able or applicable.

In addition to X, the beta-factor method estimates one extra parameter,
3, while the BFR method estimates two extra parameters, p and p. Thus the
beta-factor method is the simpler, with the advantages of directness and
flexibility, and the disadvantage of inapplicability to many-unit systems.
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Both methods can be used after the usual procedure for fault-tree
construction or incorporated into it as an integral part.

Both methods are related to the Marshall-Olkin model. In fact, the
beta-factor method can be considered to be a special case of the BFR model
with the parameter p set equal to I.

Both methods require the identification of a system that is suscep-
tible to common-cause failures. The beta-factor method is only useful for
systems with a few units, so deciding on the boundaries of the system is
seldom a problem. With the BFR method, there may be real difficulty. For
example, should HPCI pumps be included with LPCI pumps as part of the same
population susceptible to common-cause shocks?

The beta-factor method is very direct, simply estimating P. The BFR
method makes stronger use of a model; for example, it estimates US, 2 by a
fairly complicated use of the data. Therefore the BFR method is probably
more susceptible to departures from the assumed model, such as dissimilar
units, shocks of differing severity, or shocks that do not affect all the
units equally. The beta-factor method solves the problem of dissimilar
units by estimating distinct beta factors. Some work has been done to ac-
commodate dissimilar units in the BFR method (Atwood, 1980a).

With both methods, keep in mind that we are trying to understand com-
plex reality by using quite simple methods. If the methods seem inadequate,
the analyst can either live with the inadequacy or try a more complicated
method (such as a more complicated Marshall-Olkin model) . A consideration
is the amount of data available. With a great deal of data, one can, in
principle, be fairly elaborate. With only a little data, it is necessary
to use simple methods. A routine part of the application of each method
should be a comparison of the data with the estimates, to look for lack of
fit and see whether the method used is adequate.

In the auxiliary feedwater pump example of the preceding sections, the
two methods give estimates for US, 2 and US,3 in two-unit and three-unit
systems, shown in Figure 3-29. Note that the beta-factor method does not
attempt to estimate US 2 in a three-unit system, but compensates by over-
estimating US, 3 . The R method estimates p entirely-from the data for
three-unit systems and so fits its estimates to the three-unit data almost
perfectly. Both methods underestimate US,2 in two-unit systems, though
the beta-factor method does better than the BFR method. More careful exami-
nation of the data might suggest reasons why the two-unit systems seem to
have relatively greater unavailability than three-unit systems.

3.7.3.9 Computer-Aided Dependent-Failure Analysis

Qualitative search procedures have been developed to provide some
assurance that the most likely common causes (believed to be the most sig-
nificant type of dependent failures) are accounted for in the model. The
search procedures are designed to identify system weak spots qualitatively
and to optimize the features designed to protect against potential dependent
failures. These search procedures make no attempt to quantify the system-
failure probability.
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Figure 3-29. Estimated US, 2 and US, 3 in two- and three-unit systems.

The SETS (Worrell and Stack, 1977) code uses transformations of vari-
ables for common-cause analysis. The transformations relate common-cause
events to primary events in the fault tree. Primary events that are not
susceptible to any common cause may be deleted, depending on the scope of
the analysis. Single common causes, multiple common causes, or combinations
of common-cause events and primary events that cause the top event to occur
can all be identified, depending on the type of transformation employed
(Worrell and Stack, 1980). With this approach, it is not necessary to first
determine the fault tree minimal cut sets, and the fault tree is not altered
in any way since the procedures operate on the Boolean equations that repre-
sent the fault tree. The qualitative search procedures avoid the problems
of handling fault trees of unwieldy size.

COMCAN II-A (Rasmuson et al., 1979) reorganizes the fault tree before
determining common-cause dependences. The basic system fault tree is pruned
so that it contains only primary events that are susceptible to a single
common cause and are also in a common location. The reduced tree is then
evaluated to ascertain whether any system cut sets can be constructed en-
tirely from primary events that are susceptible to a common cause. This
evaluation is then repeated for all causes and locations. Obviously, a
problem with this approach is that cut sets with events that are not all
susceptible to a single common cause (e.g., multiple failures) are not con-
sidered. Cut sets containing events with a common cause and one other fail-
ure may be significant.

The WAMCOM (Putney, 1981) code uses the SETS (Worrell and Stack, 1978)
program to search for potential dependent failures in large fault trees.
Like BACFIRE II and COMCAN II-A, it manipulates the initial system fault

K> tree before reduction. In WAMCOM, however, the fault tree is transformed in
four separate modes of succeedingly higher levels of sophistication. Each
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transformation involves the replacement of a component by logic that repre-
sents both the independent and the dependent failures of the component.
Dependent-failure analysis information is then used in computing the next
mode. The analyst may select the number of modes implemented as his needs
warrant. WAMCOM provides lists of the following:

1. All common-cause events that can fail the system by themselves.

2. All combinations of two common-cause events that can cause system
failure.

3. All combinations of one common-cause event and one independent-
failure event that together can cause system failure.

Currently WAMCOM is limited to determining system-dependent failures from
two events or less. This is, however, an advancement over the capabilities
of BACFIRE II and COMCAN II-A. Instead of including common causes as pri-
mary events, these search procedures require the analyst only to augment
component-level fault trees by assigning susceptibility vectors to each com-
ponent. These vectors simply indicate to which common cause the components
are susceptible. Computer codes have been developed to manipulate these
susceptibility vectors in accordance with the fault-tree structure to help
the analyst identify significant system cut sets involving dependent fail-
ures (see, for example, Rooney and Fussell, 1978; Rasmuson et al., 1979;
Putney, 1981).

Each of the computerized search procedures requires a categorized list
of dependent-failure causes to be investigated (e.g., two or more periodic
maintenance actions). A sample listing of causes is shown in Tables 3-10
and 3-11. The generic causes listed in Table 3-10 have domains of impact
defined by physical barriers, such as fire walls, dust covers, or physical
separation. The special conditions listed in Table 3-11 have domains of
impact defined by plant procedural barriers. For example, the number of
pressure sensors a maintenance team is permitted to calibrate would define a
domain of impact for the special condition "calibration." The lists of
causes are intended to be both mutually exclusive and exhaustive. Secondary
causes (e.g., impact) as opposed to primary causes (e.g., pipe whip, water
hammer, missiles) are listed to keep the list of causes to be searched for
at a tractable number. In assigning the susceptibility vector of a system
fault tree, components susceptible to water hammer or to pipe whip, in the
analyst's judgment, would both be identified as susceptible to the secondary
cause "impact."

After the susceptibility vector is assigned to each primary event of
the system's fault tree, the analyst must describe the domains of impact
for each of the causes being evaluated.

The barriers for each of the potential common causes are identified,
both physical or procedural. Next the analyst assigns a location identity,
relative to these barriers, to each primary event in the system fault tree
and for each common cause. As one can imagine, the amount of time needed
to prepare this input, especially for a complete set of causes, can be
enormous. Note also that such input preparation requires an exceptional
level of system-design and plant-layout detail.
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There are several computer codes that can sift through the fault-tree
logic to determine system minimal cut sets and identify dependences between
the primary events that make up the cut sets; the dependences are identified
one cause at a time. For example, BACFIRE II (Rooney and Fussell, 1978)
manipulates the system fault tree to help speed the search for dependences
in complex systems; this manipulation is called the "event method." Subsec-
tions of the tree that do not contain any shared dependences are replaced by
single dummy events. The streamlined fault trees are then evaluated for
minimal cut sets, and the dummy events are resolved. BACFIRE II allows mul-
tiple locations to be assigned to a single component (e.g., to a pipe pas-
sing through two or more rooms).

The GO code can be used in the analysis of dependent failures of
type 1--common-cause initiating events.

3.7.4 RECOMMENDED PROCEDURES FOR THE ANALYSIS OF DEPENDENT FAILURES

Table 3-16 indicates that there is at least one method for each type
of dependent failure defined in Section 3.7.2. In view of the advantages
and disadvantages discussed in the preceding section for the various meth-
ods, and the extent to which each method has actually been applied so far in
PRA studies, a recommended procedure for dependent-failure analysis was de-
veloped for use in a plant-specific risk analysis. The recommended proce-
dure consists of a method or synthesis of methods for each type of dependent
failure and is intended to reflect the current state of the art. It is rec-
ognized that risk analysis in general and dependent-failure analysis in par-
ticular are rapidly evolving in both methods and practical application and
that improvements in dependent-failure analysis are both necessary and inev-
itable. A brief summary of these methods is presented below.

3.7.4.1 Common-Cause Initiators (Type 1)

The only feasible approach to the analysis of common-cause initiators
is to treat them explicitly. In most cases (e.g., earthquakes, fires, and
floods), it is necessary to employ event-specific models to aid in estimat-
ing the frequency of initiation as a function of magnitude and the condi-
tional probability of failure for plant systems and components. In other
cases, such as the loss of electric power, these models might simply con-
sist of the statistical analysis of data from operating and maintenance
experience.

Events are selected as common-cause initiators because they have the
potential for initiating and influencing the progression of accident se-
quences. These same events can also introduce intersystem dependences, and
therefore the event-specific models can also play an important role in the
analysis of type 2C dependent failures.

In the case of certain common-cause initiators internal to the plant
and localized to specific areas of the plant, the qualitative search pro-
cedure can greatly aid in screening the plant layout before quantification.
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Table 3-16. Applications of various analytical methods to dependent failuresa

0
0

Intersystem dependences Intercomponent dependences
2A 2B 2C 2D 3A 3B 3C 3D

Common- Physical Human Physical Human
Method of cause Functional Shared inter- inter- Functional Shared inter- inter-
analysis initiators dependences equipment actions actions dependences equipment actions actions

a. Event specific x X X x
b. Event-tree analysis X X X (b) (b)
c. Fault-tree linking X X X X (c) (c) (c) (c)
d. Fault-tree cause

analysis X (b) (b) X X
e. Human reliability X X
f. Beta factor X X
g. Binomial failure

rate x X
h. Qualitative search

procedures X K X X X

aSee Section 3.7.2 for definitions.
bAccounted for by standard fault-tree and event-tree methods.
CLinking of fault trees implies the dependences are between systems.
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This added step in the analysis will reduce the potential for overlooking
K_2 important initiator locations and, at the same time, help reduce the effort

spent on the analysis of locations that turn out to make negligible contri-
butions to risk.

3.7.4.2 Intersystem Functional Dependences (Type 2A)

The recommended procedure for incorporating functional dependences
among systems is one that has been used in essentially all previous and cur-
rent risk studies--namely, that of explicitly incorporating the dependences
into the event trees. For example, if a system is not needed along a par-
ticular accident sequence because of the success or the failure of other
systems that precede it in the event tree, then the branching of the event
tree at that point can be bypassed or condensed. Similarly, if along a par-
ticular sequence the failure or the success of a system is certain because
of the status of preceding systems, the branch of the tree whose probability
is zero can simply be eliminated.

As indicated in Table 3-16, the methods of fault-tree analysis are also
capable of treating functional dependences. However, there does not seem
to be any particular advantage to using this type of approach for inter-
system functional dependences. In fact, there appear to be significant dis-
advantages to analyzing type 2A dependences at the fault-tree level. These
include the need to analyze a greater number of accident sequences that do
not contribute to the risk and the invisibility of these dependences for
peer review in comparison with the explicit event-tree approach (method b).

3.7.4.3 Intersystem Shared-Equipment Dependences (Type 2B)

There are two methods that have been successfully applied and are
therefore recommended for the analysis of shared-equipment dependences among
systems: direct incorporation into event trees with defined boundary condi-
tions for fault-tree analyses and fault-tree linking (methods b and c, re-
spectively). As discussed in Section 3.7.3.3, each method, if appropriately
used, is capable of producing the correct result, and each has its advan-
tages and disadvantages.

The essential difference between the two approaches is that method b
results in large event trees, increasing the number of event sequences to
be analyzed and reducing the size of the fault trees at each branch point.
By contrast, method c results in relatively small event trees, with fewer
sequences but relatively large fault trees. Both approaches, if rigorously
followed, appear to require the same amount of data processingl however,
this has not been proved. To keep data processing at a manageable level,
some sort of tree pruning is necessary with each. Variations on each
method have been developed to reduce the size of the logic trees that need
to be analyzed, as discussed in Section 3.7.3.3. In the case of method b,
often only the most important commonalities are included in the tree and
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the low-risk sequences are eliminated at some intermediate point in quanti-
fication. In method c, all the minimal cut sets of the fault trees are
often not identified, and, when they are, are pruned before quantification.
Such simplifications are practical necessities for both approaches. It is
important that the assumptions made in their use be visibly documented to
facilitate peer review.

3.7.4.4 Intersystem Physical Interactions (Type 2C)

As mentioned above, some of the event-specific models recommended for
the analysis of common-cause initiators can also be used for type 2C depend-
ent failures. In the case of seismic analysis, fragility curves are used in
conjunction with event- and fault-tree models to estimate the conditional
probability of multiple-system failures due to earthquakes. In the case of
fires, fire-propagation models are used to help estimate effects on multiple
plant systems. As in the case of common-cause initiators, the qualitative-
analysis codes BACFIRE, COMCAN, and WAMCOM can be used effectively in con-
junction with event-specific models for screening.

In the case of initiating events other than common-cause initiators,
such as loss-of-coolant accidents and transients, the analysis of many phys-
ical interactions is embodied in the establishment of success criteria and
damage limits for system components as well as in the prediction of the mag-
nitude of environmental stress levels. It is not uncommon for these inter-
dependences to be dealt with by the use of conservative assumptions (e.g.,
that the component will fail if environmental stresses exceed design
limits).

3.7.4.5 Intersystem Human Interactions (Type 2D)

To the extent that human beings design, construct, operate, and main-
tain the plant, it is impossible to fully isolate the role of human inter-
actions from any of the dependences discussed above in terms of hardware
interactions. Hence, all of the analytical methods described above pertain
directly or indirectly to human interactions.

The recommended procedure for analyzing intersystem dependences caused
by human interactions is to include human errors of omission and commis-
sion explicitly in the event- and fault-tree models and to use the human-
reliability methods of Chapter 4 to implement quantification. This is
easier said than done. A starting point for the identification of specific
errors is the analysis of operation and maintenance procedures, if they
have been defined for the accident sequence being investigated. This is
especially important if operator action is required to actuate a system or
a collection of systems.

Of particular interest here are human interactions that involve multi-
ple plant systems. If singular human actions are identified as failure
modes for multiple systems, the logic of the dependence is much the same as
the shared-equipment dependence (type 2B), and hence method b or c must be
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used to avoid double accounting. Moreover, care must be taken to properly
.. > account for the dependence between multiple human errors along the same ac-

cident sequence.

It should be noted that the state of the art in modeling human interac-
tions is limited in at least two important ways. First, there does not ap-
pear to be any method available for treating human errors of commission
because of an inability to compile a reasonably complete list of things a
human being can do to alter the progression of accident sequences. Second,
there does not appear to be an available method or approach for treating the
interdependences associated with design errors that affect multiple systems.

3.7.4.6 Intercomponent Dependences (Type 3)

The procedure recommended for analyzing dependences among components is
to combine the explicit modeling of multiple-failure causes (method d) with
parametric methods (f and g) to account for the effect of multiple-failure
causes left out of the explicit models.

Both functional and shared-equipment dependences among components are
inherently accounted for in the basic fault-tree method described in Section
3.5. Hence, apart from a thorough analysis of each system~ for such depend-
ences, no special analysis of dependent failures is needed.

The parametric methods (beta factors and binomial failure rates) permit
the incorporation of relevant experience data into the quantification of
fault-tree models. Since they do flat require the explicit identification of
multiple- failure causes, the accuracy of the quantitative results and asso-
ciated uncertainties is reflected in the selection of parameter values. As
in estimating the values of other parameters (e.g., failure rates) from ex-
perience, care must be taken to ensure that the operating experience is
relevant to the particular system and plant.

The use of both parametric methods and a detailed fault-tree analysis
of causes is recommended for several reasons. First, such a procedure is
conceptually more complete than either approach used singly. Because many
causes of multiple failures simply do not appear in the information ana-
lyzed in a risk assessment (e.g., piping and instrumentation diagrams, the
final safety analysis report, operating procedures), the fault-tree approach
can identify only some of theml the examples presented in preceding sections
demonstrate this point. On the other hand, a beta factor or a BFR parameter
that is estimated from experience data, even if the data have been screened
for applicability, may not adequately reflect the plant- and system-specific
details that influence susceptibility to dependent failures. Hence, a com-
bination of both approaches is recommended whenever possible. when both ap-
proaches are used, care should be taken to avoid double accounting. The
most straightforward way to avoid this is to screen events that correspond
vith fault-tree events out of the data sample used to estimate the common-
cause parameters.

For risk analyses carried out at a conceptual design stage, the ability
to find plant-specific causes in system fault trees may be limited. In this
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case, the use of the parametric methods alone may be the best that can be
done.

The practical application of the above-mentioned methods for analyzing
intercomponent dependences requires some judgment as to which sets of com-
ponents are to be considered as potentially interdependent and which are to
be treated as independent. For example, if components in one system are
assumed to be independent from those in another system, apart from the in-
tersystem dependences already discussed (types 2A through 2D), the analysis
of intercomponent dependences can be localized at the level of the system
fault tree. In this case, the candidates would naturally be the minimal cut
sets for the system.

If, on the other hand, identical components in two different systems
along the same sequence are suspected of being dependent, the candidate sets
of interdependent components would more appropriately be the minimal cut
sets for the entire accident sequence. As discussed in the procedure for
shared-equipment dependences, in such a case fault-tree linking (method c)
would seem to have an advantage over the use of event trees with boundary
conditions (method b). This is because method c could entail the genera-
tion, for each entire sequence, of cut sets that would be available to
screen for intercomponent dependence.

As discussed in the procedure for analyzing human interactions among
systems (type 2D), all of the methods for dependent-failure analysis deal
in some way with human interactions. Human interactions are implicitly ac-
counted for by the parametric methods, since the dependent-failure data used
as a basis for estimating parameter values include contributions from de-
sign errors, operator errors, and other human errors. The fault-tree anal-
ysis of causes (method d) is capable of identifying specific human causes of
multiple failures. Since the human-reliability models of Chapter 4 are used
to quantify these, they are also relevant to the comprehensive treatment of
dependent failures in risk analysis.

A summary of the recommended procedures for the analysis of dependent
failures is presented in Table 3-17.

3.7.5 DATA AND INFORMATION REQUIREMENTS

The data and information requirements for dependent-failure analysis
consist of those already identified in Sections 3.2 and 6.2 as necessary for
accident-sequence definition and quantification, respectively, and some ad-
ditional information uniquely appropriate to the analysis of dependences.
One of the most significant additional information requirements is the need
for relevant experience data for use in estimating beta factors and binomial
failure-rate parameters. This requires the compilation of data at the sys-
tem level instead of at the component level, where most data-collection
activities are focused. Fortunately, the number of dependent failures actu-
ally experienced is sufficiently small (less than three occurrences per
reactor-year) to permit the incorporation of all relevant experience into
any given risk analysis.
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Table 3-17. Recommended methods for the analysis of dependent failures

Dependent-failure type Recommended methoda

1. Common-cause initiators

2A. Intersystem functional
dependences

2B. Shared-equipment dependences

2C. Physical interactions

2D. Human interactions

3. Intercomponent dependences

Event-specific models (a) and
computer-aided CCF analysis
codes (i-k)

Event-tree analysis (b)

Event-tree analysis (b) and
fault-tree linking (c) (several
variations)

GO method (h)

Event-specific models (a) and
computer-aided CCF analysis
codes (i-k)

Event-tree analysis (b) as well
as fault-tree and cause-table
analysis (c and d)

Human-reliability analysis (e)

Fault-tree and cause-table
analysis (c and d)

Beta factor (f) and
binomial failure rate (g)

aLetters in parentheses are the identifiers used in Tables 3-7 and 3-8.

The types of dependent failures accounted for in the quantitative
models are directly dependent on the categorization of data that support the
models. Failures caused by human error must be clearly identified as being
included in, or excluded from, the categorized data. For example, system
manual-startup failures may be excluded from the data for these models if
included elsewhere in the analysis, but maintenance-related errors occurring
before system demand would generally be included. A balance between the
types of dependent failures covered by these models and by the basic fault-
tree methods must be established.

Any method of dependent-failure analysis should, at a minimum, account
for experience data in the prediction of dependent-failure probabilities.
One problem in interpreting each occurrence of multiple failures is to de-
termine whether it represents a combination of independent failures or
dependent failures. If multiple failures result from a common cause, then
clearly they are dependent. It may be difficult, however, to identify the
underlying common cause. Multiple, concurrent, and independent failures

• should be rare. If the frequency of multiple failures is high, dependences
should be suspected. When more than two units are involved, both a common
and an independent cause may be present, further complicating the issue.
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The various methods that have been actually used in dependent-failure anal-
ysis have handled this problem in different ways. The scarcity of dependent-
failure data is another problem. The data are categorized to facilitate
handling in the models. In categorizing data, it is important to establish
the number of units failed and the total number at risk; it is also necessary
to know whether the units are identical or diverse. Dependent failures may
occur between identical redundant units, diverse units, or dissimilar units
that are not redundant.

Like other approaches in reliability analysis, methods for the analysis
of dependent failures must adopt some level at which experience data can
be categorized (e.g., plant, system, component, or part). Obviously, the
higher the level of classification, the greater the amount of data available
in each category. However, the application of data at a high level may be
precluded because of design differences between the analyzed plant and the
plants in the data base. Lower levels of classification are more responsive
to a particular design but more difficult to quantify, because of the scar-
city of data.

3.8 SUMMARY OF PROCEDURES FOR ACCIDENT-SEQUENCE
DEFINITION AND SYSTEM MODELING

The preceding sections of this chapter provided information on avail-
able methods for performing the individual elements of the overall task of
developing plant and system logic models. This section summarizes the meth-
ods for performing each task and presents them in a procedural format.

The general approach to the overall modeling process can be summarized
as follows: accident-initiating events are postulated, the response of the
plant to each type of initiating event is evaluated, and plant-level models
are developed to identify the various sequences of events that terminate in
an identified plant state. Sequences that have the potential for offsite
consequences are referred to as "plant-damage states" and are grouped in
plant-damage bins. This grouping is performed in conjunction with the anal-
ysis of physical processes (see Chapter 7). The individual event-tree head-
ings are evaluated by system-modeling techniques to allow the quantification
(see Chapter 6) of accident sequences that result in plant-damage states.
The results of accident-sequence definition and system-modeling are a group
of accident-sequence logic models that can be quantitatively or qualita-
tively evaluated.

3.8.1 BASIC TASKS

Figure 3-30 outlines the procedure for accident-sequence definition and
system modeling. There are nine basic tasks, which lead to the end product
of accident-sequence models for specific groups of accident-initiating
events. As shown in Figure 3-30, analytical options are available for most
of the tasks. Some of the options described are not distinctly different in
substance: they reflect variations in using similar data and the preference
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Figure 3-30. Procedure for accident-sequence definition and system modeling.



of analysts for specific techniques or model format. The selection of a

particular analytical option does not necessarily preclude or limit the op-

tions for succeeding tasks. However, as noted in task 6 (see page 3-109), a

significant distinction can be made between the options given at that point,

and from that step forward a singular approach is dictated.

The discussion that follows briefly reviews the tasks involved in

accident-sequence definition and system modeling.

Task 1: Establish Study Objectives

The first task in plant and system modeling is to determine what level

of PRA will be performed. if a level 1 is selected, the accident-sequence
definition will terminate in one of two stages: either a plant-damage state

or the successful termination of the event sequences. If a level 2 or 3 PRA
is to be performed, then additional plant-damage states are defined through

interaction with the analysis of physical processes (Chapter 7). if exter-

nal events are included, the system-modeling process must accommodate fail-
ure modes whose effects are location dependent.

Task 2: Plant Familiarization

Plant familiarization is fundamental to any PRA activity. It is a
loosely defined task wherein all PRA team members become familiar with plant

design and operation as well as with the analytical tasks required for the

overall PRA process. A large amount of information is collected, synthe-

sized, and documented to form the basis for later analytical activities.

A list of plant systems is developed and reviewed for potential impacts on

risk. In some PRAs, systems are identified as important, and system-

analysis notebooks are developed and updated as the analysis progresses.

In other PRAs, a preliminary analysis of all systems is performed and docu-

mented to an extent commensurate with the importance of each system to the

overall risk assessment.

Task 3: Definition of Safety Functions

A definition and a clear understanding of safety functions are neces-

sary in any PRA. The exact manner of definition and use may vary with the

preference of the analysts however, the definition of safety functions al-
lows initiating events and system responses to be placed in the proper per-

spective and provides a starting point for the analysis.

Task 4: Selection of Initiating Events

Accident-initiating events must be identified and grouped according to
similarity of plant responses. Generic lists, operating histories, and

plant-specific data can be factored into a comprehensive engineering evalua-
tion through which an exhaustive list of initiating events, including their
occurrence frequency, is eventually compiled and classified. It is impor-

tant to ensure that the list of initiating events considered is complete and

comprehensive.

Another approach is to use a master logic diagram in order to more

formally document the completeness of the search for initiating events.
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A fault-tree type model -is then developed to deduce all important initiating
events. The identified events are grouped by the safety function that is
threatened and the effects of each group of initiators.* The master logic
diagram helps to focus and organize the search for initiating events, but it
does not ensure completeness.

Task 5: Evaluation of Plant Responses

When the groups of initiating events have been selected, the attendant
response of the plant must be determined. This can be accomplished through
a function analysis that defines the safety functions required for each re-
sponse and orders them in a function event tree. Success criteria for each
function are stated in terms of the required complement of systems for each
function. Success criteria are then developed for individual systems to es-
tablish the bases for the headings of the system event tree. The value of
this approach is the stepwise, ordered separation of functions by specific
system. it provides a framework for the complex task of sorting system
responses.

Another approach is to use an operationally oriented event-sequence
analysis to organize and display an approximate time course of actions po-
tentially available to respond to each group of initiating events. Event-
sequence diagrams (ESDs) are used to assemble pertinent design and operation
information in a flow-chart format. This information is used to select im-
portant responses and actions for inclusion in the system event trees. The
development of the event-sequence diagrams can require a considerable exper-
tise in plant design and operation as well as experience in system analysis.

Task 6: Delineation of Accident Sequences

The development of system event trees is a key element in accident-
sequence definition. Two distinctly different ways of developing system
event trees have been illustrated. The key difference between them is the
manner in which support systems are accommodated. In one method the event-
tree headings are defined to be composite events representing the operabil-
ity states of front-line systems and the associated support systems. This
approach leads to event trees with a minimum number of headings and thus
facilitates the understanding of the overall accident-progression path, but
it requires that support systems be included in the system models.

In the other method, support systems, functions, or operational actions
are included directly in the event trees. The objective is a more accurate
depiction of the various detailed accident-progression paths. This approach
produces event trees with more event-tree headings and tends to display more
operational information. Event trees of this type lead to system models
that are less complex, as the supporting systems are already accounted for,
but require considerable engineering judgment in the distinction and place-
ment of the event-tree headings.

Task 7: Definition of Success and Failure Criteria

Each event-tree heading, whatever the type of the system event tree,
must have a definite statement of the minimum acceptable complement of
equipment or system performance required for success in the event described
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by the event-tree heading. These criteria should be stated in discrete
hardware terms, such as the number of pumps or the required flow. The basis

for such criteria can be derived from licensing information, which should be
recognized as inherently conservative. More realistic information can be

used, such as results of particular thermal-hydraulics calculations that are
supportable and documented. Care should be taken in identifying the need

for more-realistic criteria, as often the difference between conservative
and "more realistic" success criteria is not discernible in the results of

the assessment, and the additional effort to try to justify specific crite-
ria may not be warranted.

Task 8: Identification of System-Model Top Events

The initial step in system modeling is the definition of the top events
for the system fault models. The success criteria developed in the preced-
ing step form the basis for top-event definition. Success criteria for each

event-tree heading are translated to system-failure criteria. Each top
event is postulated as part of an event-tree sequence consisting of the suc-
cess and failure states of other systems. These boundary conditions must be

carefully carried over into the identification of system top events and sub-
sequent model development. Both approaches shown in Figure 3-30 produce de-
finitions of top events that account for the impact of support-system fail-

ures. In one case they are included within a composite definition of system
failurej in the other, they are postulated independently.

Task 9: Development of System Models

Two approaches to system modeling are shown in Figure 3-30. As noted
previously, each depends on the type of the system event trees. In one
approach, detailed system fault trees are developed, including the system
of interest and all required support systems. This results in large fault
trees that may need to be reduced and segmented for tractability and ease
of evaluation.

The other approach, with support systems explicitly included as event-
tree headings, leads to more but smaller system models. Fault-tree models,
reliability block diagrams, or combinations of these modeling techniques can
be used to develop the necessary system models.

3.8.2 COMPARISON OF ANALYTICAL OPTIONS

As noted in Figure 3-30, several options are available for performing
most tasks in the analysis, and it is difficult to recommend a specific
overall approach. However, two generalized approaches can be envisioned.

In one approach, system event trees are developed from the safety func-
tions displayed by function event trees. Each function is separated into
complements of the systems that perform it, and system event trees are
developed. The headings of these event trees are composite events repre-
senting the operability states of front-line systems and the required sup-
port systems. Each event-tree heading that requires model development is
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evaluated by means of detailed fault trees that depict the system-failure
K> modes, including those of support systems, that could cause failure in the

identified event-tree heading.

This approach is based on the functional concept with continually in-
creasing levels of analytical refinement. In practice, it leads to the
development of function and system event trees that are correlated, leading
to traceable, visible displays of the accident sequences. The system event
trees are somewhat simplified because of composite event-tree headings.
This approach has the disadvantage of leading to more complex system models
that include support-system dependences. These dependences must be properly
accounted for and often lead to large fault trees that must be segmented
during development or evaluation. Very large fault trees are difficult to
evaluate and validate, and care must be exercised throughout that the head-
ings of the system event trees accurately reflect the desired function and
system-operability states.

In the other approach, system event trees can be developed from opera-
tionally oriented event-sequence diagrams that include support systems and
functions as individual event-tree headings. (This is but one alternative
approach--there are others that could be used as well.) A significant
amount of operationally specific information is included in the event trees,
which leads to a greater refinement in the choices depicted on the event
tree and subsequently to a large number of identified sequences. The asso-
ciated system models are less complex, because they do not include support-
system dependences. However, the increased complexity of the event trees
requires more effort to evaluate the large number of sequences and fully

Kunderstand the rationale associated with the multiple decision paths.

Whatever the approach to accident-sequence definition and system
modeling, the method that is used is essentially the same, with variations
in the level of detail contained in the event- and fault-tree models. One
approach involves relatively small event trees (which in turn, leads to
large, complex system fault trees), while the other involves more complex
event trees with less complex fault trees (see Figure 3-30). Both ap-
proaches will generate equivalent results when used by skilled and experi-
enced practitioners. Both require considerable iteration as the analyst
expands his knowledge of the plant. Thus, to a large degree, the selection
of an approach should be based on the preference and the experience of the
analysis team. Each approach has certain advantages and disadvantages.
And, like any inductive process, each is prone to error when used by in-
experienced analysts or persons lacking a thorough understanding of the
plant, including the various interactions that might be present.

The analytical technique illustrated on the left of Figure 3-30 first
develops relatively simple functional relationships and then establishes,
by a relatively straightforward procedure, which systems satisfy these func-
tions. Support-system dependences are modeled in the fault trees. Thus,
provided common-cause events are uniquely identified, the Boolean reduction
of multiple fault trees that are linked together will identify common
dependences on support systems or human acts that cross system boundaries.
These dependences will be properly treated even if the analyst, a priori, was

j unaware that the dependence existed. However, this method suffers somewhat
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because the root causes of multiple-fault scenarios may be submerged in the
detail of the tree and not readily apparent in viewing the event or fault
trees. (They are quite visible, however, in the listing of the dominant cut
sets for a given accident sequence.) Furthermore, this method requires, in
general, that support-system fault trees be merged with the front-line-
system trees and the various merged trees be combined to determine an equiv-
alent tree for an accident sequence. The resultant tree can be very large,
requiring significant computer capacity to perform the Boolean manipulations
necessary to identify the minimal sequence cut sets and to quantify the
accident sequence.

The method presented on the right of Figure 3-30 displays support-

system dependences explicitly on the event tree. Because the dependences
are removed from the fault trees, the combination of fault trees to obtain
accident-sequence trees does not require extensive Boolean manipulation. In
addition, the more formalized structure of the search for initiating events
may improve the completeness of the analysis. However, since system inter-
actions (particularly regarding support systems) are treated primarily by
means of the inductive thought processes of the event tree, dependences not
recognized by the analyst may not be incorporated into the analysis, and
complex interrelationships of multiple systems will not be identified in the
tree-reduction process. Moreover, event trees that include all support-
system dependences can be very large. At some point, they can become so
complex that they are difficult for the reader or reviewer to understand.

3.9 UNCERTAINTY

Chapter 12 of this guide discusses methods for performing uncertainty
and sensitivity analyses for a complete PRA. The process of accident-
sequence definition and system modeling is a source of uncertainty in the
overall PRA study. There are several areas within the plant- and system-
modeling activity that give rise to uncertainty, but most are not amenable
to accurate quantitative estimation or calculation. Some of those sources
of uncertainty are discussed below.

3.9.1 DATA UNCERTAINTIES

In any PRA, the data needed for developing plant and system models are
associated with uncertainties. Because the models should be truly repre-
sentative of the plant, it is important to ensure that the latest informa-
tion (e.g., piping and instrumentation diagrams, system descriptions, and
operating procedures) is available to the analyst. This type of uncertainty
may be of particular importance when a plant under development is being
evaluated. Uncertainty in data can be reduced by actively involving plant
operating personnel in the study and establishing a comprehensive method for
managing and checking input data. Other uncertainties relative to basic
input data are discussed in Chapter 5.
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3.9.2 MODEL UNCERTAINTY

There are basic uncertainties with regard to how well the models are
able to represent the actual conditions associated with the plant's design,
operation, and response to accident conditions. There are obvious limita-
tions in the ability to faithfully represent the real world by analytical
models. As an example, event and fault trees are binary-type models and
tend to show only discrete on-off, yes-no type situations, whereas the real
plant response may be in gradations as partial failures or complex events
involving degraded system operation. Model uncertainties are acknowledged
and addressed by efforts to make models as realistic as possible with com-
pensating assumptions and modeling constraints..

Some uncertainty is also associated with the manner in which the ana-
lyst applies the methods and how skillfully or accurately he is able to rep-
resent the plant or system with the adopted modeling method. There are many
ways in which the analyst could improperly develop the models. These are
best addressed through training, the use of consistent procedures, and
proper guidance and review, as discussed in Section 3.10, "Assurance of
Technical Quality."

3.9.3 COMPLETENESS UNCERTAINTY

Several specific sources of uncertainty are associated with the devel-
opment and implementation of the modeling activity. The most obvious exam-

\./ ples are the following:

1. Initiating events: is the list of initiating events complete and
exhaustive?

2. System failure: Are all of the significant contributors to system
failure properly identified?

3. Accident sequences: Are all potentially significant accident

sequences identified and 
properly characterized?

4. Plant-damage state: Are all of the plant-damage states correctly
defined, and does a particular accident sequence actually result in
the identified plant state?

5. System interactions: Are all dependent failures and system inter-
actions properly accounted for?

6. Human errors: Are human actions properly accounted for in the
models?

Although it appears that there are many uncertainties, only a few can
exert a significant impact on the results of the overall PRA. The sensitiv-
ity analyses described in Chapter 12 aid in understanding the relative im-
portance of specific items and their associated uncertainty.
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3.10 ASSURANCE OF TECHNICAL QUALITY

A specific effort directed at ensuring accuracy and fulfilling study
objectives must be maintained throughout the PRA tasks described in this
chapter. Processes both external and internal to the PRA team should be
established to ensure that the study is conducted in a controlled manner and
that all study activities can be validated.

Adherence to the procedures described in this guide is one of the
external controls that can aid in ensuring the quality and acceptability of
plant and system models. Another external control is to ensure that the
methods used in the study are applied in a manner consistent with other PRA
studies that are considered good examples of current application. It is
appropriate to perform reasonableness checks on the interim and final
results of the modeling effort by comparing the structure and output of the
event trees and system models with those of similar studies.

A most important control can be exerted through the management activ-
ities of the team leader and the assembling of a coherent team, all of whom
are familiar with the overall PRA process. It is important that each team
member know what and why particular analytical tasks are performed. Pro-
motion of mutual understanding and team effort will greatly benefit the
sequence-definition and system-modeling process. The analytical models are
complex and must be properly integrated. A well-integrated team effort will
substantially aid that process.

A major factor in achieving high-quality modeling is the requirement
for a complete documentation of all factors that could affect the analytical
results. The analysts should maintain notebooks for event-tree development
and each system model. These notebooks should provide a clear picture of
the analysis process, including physical and operating descriptions, assump-
tions, constraints, drafts of iterative modeling efforts, and any other in-
formation that provides a concise and traceable record of how the model was
developed. The notebooks need not be formal documents; their primary objec-
tive is to provide a means for collecting and preserving a visible record of
the study.

The team leader plays an important role in building quality into the
modeling process. He should be familiar with all aspects of the analysis
and personally review details of the model development. Furthermore, he
should personally check the consistency of system models and their integra-
tion into the plant-level models. It is also beneficial to have individual
analysts cross check the validity of the models step by step as the study
progresses.

Another important means of ensuring the technical quality of the plant
and system models is the participation of utility personnel familiar with
the design and the operation of the plant as an integral part of the study.
By reviewing the draft and final versions of the plant and system models
with the analysts who developed them, these personnel provide a desirable
means of verifying that the models represent the actual plant.
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One area that experience has shown to be particularly susceptible to
errors is the assignment of codes or identifiers to the input events of the
fault models and their subsequent use throughout the evaluation process.
The analysts must exercise care in assigning the correct identifiers and
ensure that identical components are consistently identified in separate
models. In preparing the models for evaluation, mistakes can easily be made
in preparing the input data for computer evaluation. Every attempt should
be made to minimize this potential for error and the attendant loss of time
and resources due to erroneous computer outputs.
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